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SUMMARY

Mapping the world is an essential tool for making spatial artificial intelligence a reality
in our near future. Spatial AI, or embodied intelligence for 3D perception, enables aware-
ness and understanding of our surroundings. Maps serve as a core workhorse of motion
prediction and motion planning for modern autonomous vehicles. Maps also enable human
users to interact with novel 3D spaces remotely via virtual reality (VR) or convey useful
information about an environment through augmented reality (AR).

Current methods for building and validating geometric and semantic maps are limited
in several ways. For example, floorplan maps constructed from sparse camera views within
indoor environments generally suffer from low completeness. In other domains, such as
city streets, the world is ever-changing, making online validation of high-definition (HD)
maps a requirement for today’s self-driving vehicles; however, many current map change
detection methods suffer from high-storage costs or limited accuracy.

This dissertation research introduces new algorithms for building and validating geo-
metric and semantic maps using deep learning, with three original contributions. I first
develop a new learning-based algorithm, SALVe, for creating complete and accurate 2d
geometric maps (floorplans) under very wide baselines and occlusion. Second, I explore
the role of the deep “front end” in Structure-from-Motion (SfM), and analyze its use in
GTSFM, a new system for global SfM. Finally, I introduce learning-based formulations for
solving the HD map change detection task in a bird’s eye view and ego-view. Because real
map changes are infrequent and vector maps are easy to synthetically manipulate, we lean
on simulated data to train such models. Perhaps surprisingly, we show that such models
can generalize to real world distributions. Along the way, in order to satisfy the demands
of these data-driven, deep learning approaches, I contribute several large-scale datasets to-
wards solving these problems – the Argoverse 1.0 Datasets, the MSeg Dataset, the Trust
but Verify (TbV) Dataset, and the Argoverse 2.0 Datasets.
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CHAPTER 1
INTRODUCTION AND MOTIVATION

Maps bring order to a chaotic world. Computer vision offers the promise of both creating
ubiquitous, accurate maps from low-cost, lightweight, low-power devices, and of validating
such maps in real-time to make them dynamic. However, many significant challenges
remain.

Mapping has more applications today than perhaps ever before, as mapping the world is
a requirement for spatial intelligence applications [1]. Indoor geometric maps enable real
estate professionals and virtual home buyers to create and experience immersive user ex-
periences online. Outdoor semantic maps have wide applications in mobile robotics. Maps
are especially important for safe robot operation for autonomous vehicles, where robots
must reason with high accuracy about large portions of the world that are completely oc-
cluded or that are governed by strict laws that may be difficult to estimate on-the-fly. Safety
is the key obstacle to deployment of self-driving vehicles, and detailed maps provide strong
priors that can improve safety and adherence to laws during navigation, especially in clut-
tered urban environments. Even once created, such maps become stale quickly with out-
of-date information. As the world is a highly dynamic place, if maps are used as hard
priors, this could lead to confident but incorrect assumptions about the environment. Once
built and validated, maps can be leveraged in myriad ways, from perception [2, 3, 4], to
highly accurate motion forecasting [4, 5, 6, 7, 8], safe motion planning outdoors [9, 10]
or indoors, and simulation [11, 12, 13]. Maps are key tools to unlocking the potential for
robots to function effectively and safely in our world. Robotics applications that can benefit
the lives of people all over the world are numerous, from home delivery of goods, to au-
tomation in agriculture, mining, infrastructure inspection, defense, warehouse automation,
to much more. Perhaps the most impactful of all such applications will be autonomous
transportation.

1.1 Unsolved Problems in Mapping

1.1.1 Challenges in Building 2d Indoor Geometric Maps

Today, creation of 2d floorplans, a type of 2d, overhead geometric map of an indoor en-
vironment, requires costly hardware or very dense sampling of images. Availability of 2d
floorplans has become one of the dominant factors in the modern real estate market, with
60% of buyers said that viewing a schematic floor plan was very or extremely important in
choosing a home 1. In order to support virtual tours with paired maps, precise localization
of panoramas to this type of map is required, moving indoor mapping from a side project
for consumers or amateur enthusiasts, to a high-stakes, competitive endeavor. While the
market for very high-end homes can support high costs, the market for low- and mid-range
homes cannot support expensive capture, and the development of lower cost techniques are

1https://www.zillow.com/z/3d-home/floor-plans/

1
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Figure 1.1: A scene of downtown Pittsburgh, USA, as featured in the Argoverse 2.0 Sensor
Dataset, as captured by LiDAR and cameras, with an overlaid vector map.

Figure 1.2: Example ground truth floorplans from the Zillow Indoor Dataset (ZInD) [14],
and the Zillow 3D Home user interface.
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(a) (b)

Figure 1.3: Two modern hardware options for indoor reconstruction: the Matterport Pro2
3D camera (left) and the Ricoh Theta V 360 camera (right).

required.
Current techniques for building 2d indoor maps, i.e. floorplans, require expensive,

heavyweight hardware such as Matterport cameras and protracted, tedious captures to ful-
fill spatial density requirements needed for registration. For example, reconstruction using
Matterport Pro2 requires scanning with a tripod placed every 1.5 to 2.5 meters throughout
a home, easily requiring 50-75 separate scans, and the hardware itself costs thousands of
dollars [15]. On the other hand, consumer-grade cameras cost just hundreds of dollars,
and offer the promise of inexpensive, immersive capture. However, reconstruction and
localization from a sparse set of views with very wide-baselines, using consumer-grade
panoramic cameras, is yet an unsolved problem [14]. Single-family homes present sev-
eral unique challenges, among them highly variable lighting conditions between scenes,
repetitive features such as windows and doors [16], and omnipresent occlusion.

1.1.2 Challenges in Creating Outdoor 3d Geometric Maps via SfM

The ability to create 3d structure for maps with image-based methods is still limited in
both accuracy and scale today [17]. While self-driving applications can support LiDAR
hardware for mapping that may cost a few thousand dollars, for other domains this is not
true. For example, image-based reconstruction is increasingly attractive from a power con-
sumption and hardware weight perspective, especially in the era of consumer and delivery
drones. While visual SLAM is a mature field, without loop closures, it leads to inevitable
drift.

The current state of affairs for SfM suggests a surprising paradox within the computer
vision community. State-of-the-art SfM systems [18, 19, 20] today still use SIFT feature
detectors and descriptors [21, 22], developed in 1999, coupled with RANSAC verifiers, de-
spite over 20 years of subsequent research dedicated towards improving feature detectors,
feature descriptors, and correspondence verifiers [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33,
34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57,
58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81,
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Figure 1.4: Examples of good (left) and poor (right) matches from a deep feature detec-
tor/descriptor (SuperPoint [42]) and deep matcher (SuperGlue [76]) for two image pairs,
from Skydio’s Crane Mast dataset. False positives (right) occur because of repetitive struc-
tures.

82, 83, 84, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102]. At a
first glance, this trend suggests deep learning is not useful for SfM.

Incremental SfM represents the state-of-the-art [17] and is the accepted practice for
image-based reconstruction (e.g. COLMAP [18]), but is slow and relies upon greedy “ini-
tial view selection” and “next best view selection” decisions when adding image pairs to
a scene using PnP. Accordingly, it also offers no guarantees against drift over city-scale
reconstruction, limiting its scale. Such methods require running bundle adjustment re-
peatedly. On the other hand, Global SfM, with implementations available in open-source
libraries such as OpenMVG [19] and Theia [20], is known to be fast, but less accurate. Per-
haps this is not surprising, however, as wide-baseline stereo matches are known to suffer
from low signal-to-noise ratio, leaving batch optimization vulnerable to the impact of even
a few punishing outliers (see Figure 1.4). These outliers can often overpower one of the
benefits global SFM provides – the ability to exploit redundancy in measurements. For a
dataset of N images, there can be up to N(N−1)

2
pairs for which the relative motions can be

estimated, potentially providing a highly redundant set of observations can be efficiently
averaged [103]. However, the community has yet to find techniques to use this redundancy
to provide an advantage in accuracy.

Identifying trustworthy and dense correspondences, i.e. the “front-end” of SfM and
SLAM, is widely considered to be the most challenging part of any such SfM system, and
is generally unsolved in the wide-baseline case, with state-of-the-art approaches achieving
only 60% mean average accuracy at a generous 10◦ pose error threshold [104], and achiev-
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(a) Washington, D.C., USA (b) Palo Alto, CA, USA

(c) Pittsburgh, PA, USA (d) Miami, FL, USA

Figure 1.5: Examples of HD map changes, i.e. scenarios when sensor data and map data
are no longer in agreement with one another due to real-world changes.

ing just 22% AUC on indoor scenes with low-texture at a 5◦ error threshold [82]. For a
real-world mobile robot system, 10◦ pose error could lead to disastrous consequences.

1.1.3 Challenges in Validating Outdoor HD Maps

Semantic maps are defined as geometric maps endowed with semantic labels. However,
building and validating highly-accurate semantic maps in the wild, at-scale, without ex-
pensive human annotation, is yet an unsolved problem [105, 14, 17]. A particular type
of semantic map, named a high-definition map (HD map), is particularly important for
self-driving vehicles. The most important semantic labels of HD maps describe lane-level
geometry, which allows such vehicles to take advantage of city infrastructure. These maps
may also include possible attributes like semantic attributes, pedestrian crosswalks, all of
which exhibit broad variation [4, 106, 107].

Generating vector map data in urban environments, such as lane-level geometry, is well-
known to be an unsolved problem in the mapping community [105], although progress is
being made (HDMapNet [108], Tesla AI [109], STSU [110]).

Semantic maps, especially HD maps, are usually valid for only a limited period of
time before they become stale due to real-world changes (see Figure 1.5). Accordingly,
validating such maps is in general an unsolved problem and little is known about how to
perform it without massive human effort. To solve the task in a data-driven fashion, a large
training dataset is necessary. However, capturing data before and after a real-world change
occurs is difficult because changes occur as part of a stochastic process, making it difficult
to know when and where to record data. Accordingly, a large fleet of vehicles operating
continuously in the real world is required to capture a sufficient quantity of training data. In
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addition, no public data has ever been released for the problem, leaving the research com-
munity without the ability to fully understand and approach the problem. Some researchers
have presented heuristics for data association between map elements and real world entities
captured on-the-fly, but they rely upon many heuristics, making these methods brittle and
unable to generalize [111, 112, 113]. Other approaches store huge amounts of past sensor
data in the form of a high-definition infrared image [114], requiring gigabytes, if not ter-
abytes, at city scale, and heuristics, with a difficult trade-off between recall and precision.
Accordingly, humans are required to manually sift through petabytes of data to identify lo-
cations where maps may have been stale. This is an error-prone process, as it is hard even
for humans to recognize these changes. Validating HD maps requires comparing dozens
of semantic map entities with dozens of map entities in the real world, to see if any have
changed.

1.2 Thesis Statement

In this work, we demonstrate how deep learning enables substantial improvements in com-
pleteness and accuracy over the state-of-the-art for building and validating maps from im-
age input, across three domains: 2d geometric indoor maps (i.e. floorplans), 3d geometric
outdoor maps, and 3d semantic HD maps.

Machine learning today is fundamentally a data engineering problem [115]. It can be
well-defined as “programming by data”. To make meaningful progress in machine learning
research for autonomous robotics today, sourcing vast amounts of diverse, real-world data
is essential. One cannot simply write a few lines of code and train a neural network on a
small-scale dataset, as one might have been able to do in an academic setting several years
ago. Training data requirements often range in size from terabytes to petabytes, introducing
large infrastructure challenges.

1.3 Thesis Contributions

Table 1.1: Thesis contributions towards building and validating maps.

DOMAIN BUILDING MAPS VALIDATING MAPS

2D GEOMETRY INDOORS SALVE: SEMANTIC ALIGNMENT VERIFICATION FOR

FLOORPLAN RECONSTRUCTION FROM SPARSE PANORAMAS

3D GEOMETRY OUTDOORS DEEP FRONT ENDS
-

AND GTSFM

3D SEMANTICS OUTDOORS

-
TRUST, BUT VERIFY:

CROSS-MODALITY FUSION FOR

HD MAP CHANGE DETECTION

My thesis work is focused on developing methods that can improve the accuracy and
efficiency of semantic and geometric understanding of 3D environments by exploiting
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learned priors. In this thesis, I present a number of new problem formulations, algorithms,
and deep-learning based methods for building and validating maps. I also carry out a num-
ber of experiments to demonstrate the advantages of these data-driven, deep-learning based
methods. In my work, I build and validate maps in the following ways, which advances the
state-of-the-art:

For creating 2d indoor geometric maps, e.g. floorplans, I introduce a new system for
automatic 2D floorplan reconstruction that is enabled by SALVe, our novel pairwise learned
alignment verifier. This verifier validates putative bird’s eye view (BEV) submaps while
building the floorplan. The inputs to our system are sparsely located 360◦ panoramas,
whose semantic features (windows, doors, and openings) are inferred and used to hypoth-
esize pairwise room adjacency or overlap. SALVe initializes a pose graph, which is subse-
quently optimized using GTSAM [116]. Once the room poses are computed, room layouts
are inferred using HorizonNet [117], and the floorplan is constructed by stitching the most
confident layout boundaries. We validate our system qualitatively and quantitatively on the
Zillow Indoor Dataset (ZinD) [14], as well as through ablation studies, showing that it out-
performs state-of-the-art SfM systems in completeness by over 200%, without sacrificing
accuracy. Our results point to the significance of our work: poses of 81% of panoramas are
localized in the first 2 CCs connected components (CCs), and 89% in the first 3 CCs.

For creating outdoor 3d structure, I show how deep-learning can be used in the “front-
end” to improve the accuracy of global SfM, and to improve the runtime over incremental
SfM [118, 119]. We call this system “Georgia Tech Structure from Motion” (GTSFM).

For validating outdoor semantic/HD maps, I show how deep models can be used to
effectively predict and localize map changes. This requires building new datasets for the
problem, which I did [120].

1.4 Conclusion

In conclusion, taking a deep-learning based approach to mapping yields a host of benefits.
In the indoor scenario, our approach enables mapping with cheap hardware, few views,
and very wide baselines, representing a significant breakthrough. In the outdoor case, our
approach shows promising steps towards understanding the place of deep learning in a
modern global SfM system. Finally, our approach to building and validating HD maps
can make them dynamic, an important missing part of mapping research today, mitigating
the danger associated with a host of unsafe scenarios for mobile robots and autonomous
driving.
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CHAPTER 2
BUILDING 2D INDOOR GEOMETRIC MAPS: SEMANTIC ALIGNMENT
VERIFICATION (SALVE) FOR FLOORPLAN RECONSTRUCTION FROM

SPARSE PANORAMAS

We propose a new system for automatic 2D floorplan reconstruction that is enabled by
SALVe, our novel pairwise learned alignment verifier. The inputs to our system are sparsely
located 360◦ panoramas, whose semantic features (windows, doors, and openings) are in-
ferred and used to hypothesize pairwise room adjacency or overlap. SALVe initializes a
pose graph, which is subsequently optimized using GTSAM [116]. Once the room poses
are computed, room layouts are inferred using HorizonNet [117], and the floorplan is con-
structed by stitching the most confident layout boundaries. We validate our system quali-
tatively and quantitatively as well as through ablation studies, showing that it outperforms
state-of-the-art SfM systems in completeness by over 200%, without sacrificing accuracy.
Our results point to the significance of our work: poses of 81% of panoramas are localized
in the first 2 connected components (CCs), and 89% in the first 3 CCs.

2.1 Introduction

Indoor geometry reconstruction enables a variety of applications that include virtual tours,
architectural analysis, virtual staging, and autonomous navigation. There are solutions for
image-based reconstruction based on inputs ranging from dense image capture to sparser
capture using specialized imaging equipment (e.g., Matterport Pro2). For scalability of
adoption, however, data bandwidth, equipment costs, and amount of labor must be consid-
ered.

We reconstruct floorplans from sparsely captured 360◦ panoramas, as provided by
ZInD [14]. Currently, this problem is far from solved. Traditional Structure-from-Motion
(SfM) [19, 121] suffers from very limited reconstruction completeness [14, 122]. Semantic
SfM has been proposed [123, 124, 16], but accuracy is still limited, typically requiring a
human in the loop [14].

Indoor floorplan reconstruction from unordered panoramas is a discrete instance of the
wide-baseline SfM problem. Unlike traditional SfM, which is associated with a continuous
estimation problem, for indoor residential floorplan reconstruction, discrete room pieces
must align at specific junction points (such as doors and walls), similar to solving a jigsaw
puzzle [125]. We show how objects with repetitive structure, such as windows and doors,
can be used to hypothesize room adjacency or overlap. Each hypothesis, i.e. a matched
semantic element, provides a relative 2D room pose. The main innovation of our work is
SALVe, a learned pairwise room alignment verifier. Given a room pair alignment hypoth-
esis, SALVe uses the bird’s eye view (BEV) of floors and ceilings to predict the likelihood
score of adjacency or overlap. Our use of a discrete combinatorial proposal step, followed
by a learned deep verifier, is akin to recent trends in language models, for tasks requiring
multi-step reasoning [126, 127], as “Verifiers benefit both from their inherent optionality
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SALVe Ground Truth

Figure 2.1: A challenging wide-baseline scenario where traditional SfM systems that rely
upon keypoint feature matches struggle, but where we succeed by exploiting semantic fea-
tures such as doors, windows, and openings, or W/D/O). We infer layout and hypothesize
plausible pairwise relative poses, which are then accepted or rejected, by feeding top-down
aligned renderings into our learned SALVe verifier. Our global pose estimation has high
completeness, leading to dramatic improvements in floorplan reconstruction (indicated by
colored regions) vs. state-of-the-art systems such as OpenMVG [19] and OpenSfM [121].
For this hallway/entryway pano pair, SALVe easily validates a relative pose that was gen-
erated by grounding on a hallway opening feature.

and from verification being a simpler task than generation in general.” [126].
Once the relative poses are computed and verified, we perform global pose graph op-

timization using GTSAM [116]. Using the estimated poses and room layouts generated
using HorizonNet [117], we construct the floorplan by stitching these layouts.

Our contributions are:

• To our knowledge, the first system for creating floorplans from unaligned panora-
mas with small to extremely wide baselines. These baselines can be so large that
traditional SfM techniques fail.

• SALVe, a novel learning-based approach for validating discrete pairwise alignment
proposals between panoramas in polynomial time.

• We show how our network verifies measurements with a high enough signal-to-noise
ratio to directly apply global aggregation and optimization techniques.

2.2 Related Work

We briefly review approaches in floorplan reconstruction, SfM, and pose estimation under
extreme baselines. While single-room layout estimation and depth estimation are also rel-
evant, we do not claim novelty in these areas. Good surveys of such methods can be found
in [128] and [129].
Floorplan Reconstruction. Early systems require a human in the loop [130, 131]. One
notable manual approach is that of Farin et al. [131], which uses sparsely located 360◦

panoramas for joint floorplan and camera pose estimation.
For more automated solutions, SfM is used on densely captured perspective images [132]

or 360◦ panoramas [133]. Both use SfM and MVS output to formulate graph optimization
problems on a regular grid, through either graph cuts [132] or shortest-path problems [133],
from which a rough 2D floorplan can be extracted. For sparser image inputs, semantic in-
formation such as floors, ceilings, and walls are used as additional cues [134]. Pintore et
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al. [135] cluster panoramas by room using photo-consistency at the central horizon line
and plane sweeping with superpixel object masks to model clutter and floorplans in 3D.
There are also methods on floorplan reconstruction from known camera poses [136, 137,
125, 138, 139] or RGBD data [136, 137, 125, 138, 139, 140, 141, 142, 143].
Structure from Motion (SfM). Much work has been done on SfM, and we refer readers
to surveys such as [144]. Recently, deep learning with graph-based attention [76] or trans-
formers [82] for deep, differentiable key point matching has been exploited to learn and
match features from data. These “deep front-ends” offer a promise of less noisy input to
back-end optimization [76]. Our system can be viewed as a deep verifier network (a deep
front-end) that feeds measurements to global SfM [145, 20]; however, instead of requiring
complex outlier rejection schemes typical of global SfM [146, 145, 19, 147, 20, 148], we
show that outlier rejection can simply be based on predicted scores.

Semantic information has been used to overcome the limitation of keypoint matching
for large baselines or scenes with little detail or repetitive textures [123, 149]. Cohen et
al. [124] first introduced a combinatorial approach for 3D model registration by aligning
semantic objects such as windows [16]. More recent work [14, 122] exploits this same idea
to assemble floorplans from room layouts.
Extreme Pose Estimation. This refers to computing relative pose with little to no visual
overlap. On localizing RGBD images, Yang et al. [150, 151] demonstrate scan completion
to a 360◦ image, followed by feature-based registration can be useful. Chen et al. [152]
introduce DirectionNet to estimate a distribution of relative poses in 5 DOF space, i.e.,
when scale is unknown. SparsePlanes [153] uses planar surface estimation from perspective
views within a single room for relative pose estimation. Other CNN-based approaches on
perspective image re-localization include [154, 155, 156].

In concurrent work, Shabani et al. [122] use semantic information to generate global
pose hypotheses by synthesizing Manhattan-only floorplans. The hypotheses are then
scored by ConvMPN [157] and used to produce plausible room layout arrangements along
with camera poses. They assume each panorama is captured in separate but connected
rooms. Another key difference from our work is that their learning-based verifier is trained
to evaluate the final floorplan arrangements, after using heuristics to enumerate many pos-
sible solutions. This is exponential in the number of input panoramas. Their approach
is expected to produce several layout arrangements. In contrast, SALVe matches semantic
elements between pairs of panoramas in polynomial time. Our model is then trained to
verify the individual pairwise arrangements, allowing our approach to be substituted as a
front-end in any pose-graph optimization and producing a single reconstruction with higher
reliability.

2.3 System Overview

We address the problem of global pose estimation of sparsely located panoramas, for the
purpose of floorplan reconstruction. Formally, we define the global pose estimation prob-
lem as, given an unordered collection of n panoramas {Ii}, determine poses {wTi}ni=1 ∈
SE(2) of each panorama in global coordinate frame w. Similar to [139], we define the
floorplan reconstruction problem as generating a raster (1) floor occupancy and (2) per-
room masks.
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Figure 2.2: Overview of our floorplan reconstruction system. “BEV” = “bird’s eye view”.
Blue boxes are processing components, gray boxes are data. Trapezoids denote components
based on deep networks; lighter blue networks are trained by us. ‘Image Room Layout’ rep-
resents the image coordinates of the floor-wall boundary (at each panorama column). n is
the number of panoramas and k is the average number of detected windows/doors/openings
per panorama. We show rendered floor and ceiling texture maps for a consistently-aligned
pair of panoramas.

Global pose estimation inherently relies on methods that build up global information
from local signals. In our work, these local signals are estimated relative poses between
pairs of panoramas. Our system for generating the floorplan from sparsely located panora-
mas is shown in Figure 2.2. The system consists of a front-end designed to hypothesize
and compute relative pairwise poses, and a back-end designed to optimize global poses
using these measurements.

The front-end (SALVe, or Semantic Alignment Verifier) first generates hypotheses of
relative pose between the input pair of panoramas using their estimated room layout and
detected semantic objects (specifically windows, doors, and openings, or W/D/O).1 A hy-
pothesis consists of pairing the same type of object across the two panoramas. Each pair
of hypothesized corresponding W/D/O detections generates two relative pose hypotheses,
by solving for the 2D translation that aligns their centers (on the ground plane), and the
two possible rotation angles α, 180◦ + α that align their extents. Each pairing allows us to
compute the relative SE(2) pose.

A main novelty in this paper is how we test whether a hypothesis is plausible with
SALVe. For a hypothesized relative pose, the system renders bird’s-eye views of the floor
and ceiling for both panoramas in the same BEV coordinate system, which produces over-
lapped top-down renderings. The rendering is computed with per-panorama depth distri-
bution estimation using HoHoNet [158]. Then we use a deep CNN with a ResNet [159]
backbone to generate a likelihood score that the overlapped images are a plausible match.

Implausible matches are discarded, and from the remaining plausible matches we con-
struct a pose graph. The back-end then globally optimizes the constructed pose graph

1Openings are constructs that divide a large room into multiple parts [14].
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using GTSAM [116]. Finally, floorplans are created by clustering the panoramas by room,
extracting the most confident room layout given predicted panorama poses, and finally
stitching these room layouts.

2.4 Approach

In this section, we detail the steps taken to generate a 2D floorplan from sparsely dis-
tributed 360◦ panoramas. The first step is to generate alignment hypotheses between pairs
of panoramas.

2.4.1 Assumptions

We assume the inputs are a set of unordered 360◦ panoramas, captured from an indoor
space. The images cover the entire space and the connecting doors between different rooms.
Neighboring images may or may not have visual overlap. We assume the panoramas are
in equirectangular form, i.e., their fields of view are 360◦ (horizontal) and 180◦ (vertical).
The camera is assumed to be of known height and fixed orientation parallel to the floor2, so
pose is estimated in a 2D bird’s-eye view (BEV) coordinate system.

2.4.2 Generating Alignment Hypotheses

Since our floorplan is 2D, alignment between pairs of panoramas has 3 DOFs (horizontal
position and rotation). Scale is not a free parameter, assuming known, fixed camera height
and a single floor plane (see [161] or our Appendix for a derivation). To handle wide
baselines, we use semantic objects (windows, doors, and openings, or W/D/O) to generate
alignment hypotheses. While this is similar to the W/D/O-based room merge process in
[14], we additionally make use of estimated room layout. Each room layout is estimated
using a modified HorizonNet model [117]; it is trained with partial room shape geometry
to predict both the floor-wall boundary with an uncertainty score and locations of W/D/O.

Each alignment hypothesis is generated with the assumption that W/D/O being aligned
are in either the same room or different rooms. The outward surface normals of W/D/O
are either in the same or opposite directions; we assume a window can only be aligned
in the direction of its interior normal, while a door or opening could be aligned in either
direction. The hypothesis for rotation is refined using dominant axes of the two predicted
room layouts.

Exhaustively listing pairs of W/D/O can produce many hypotheses for alignment ver-
ification. We halve the combinatorial complexity by ensuring that each pair of matched
W/D/O have widths with a ratio within [0.65, 1.0], i.e. a door that is 2 units wide cannot
match to a door that is 1 units wide. Once the alignment hypotheses are found, they need
to be verified.

2We achieve this orientation assumption via pre-processing that straightens the panoramas using vanishing
points [160].
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Figure 2.3: Generating training samples. Orthographic BEVs of given panoramas, after
semantic alignment proposal. Red arrows indicate the W/D/O, used to generate the pose
proposals. Column 1: Example of extreme baseline pair. Column 2: overlaid floor (top)
and ceiling (bottom). Column 3: Example of a wide baseline pair. Column 4: overlaid
floor (top) and ceiling (bottom).

2.4.3 SALVe: Semantic Alignment Verifier

While domain knowledge of indoor space such as room intersections and loop closure can
be helpful in constructing the floorplan [14], visual cues can also be used to verify pairwise
panorama overlap [162]. We use bird’s eye views (BEVs, which are orthographic) of the
floor and ceiling as visual cues for alignment verification. Given the significant variation in
lighting and image quality across panoramas, traditional photometric matching techniques
may not be very effective. Instead, we train a model to implicitly verify spatial overlap
based on these aligned texture signals.

We extract depth using HoHoNet[158], which is used to render the BEVs. Example
views can be found in Figure 2.3. Given an alignment hypothesis, we map the BEVs of
the floor and ceiling for both panoramas to a common image coordinate system. The four
stacked views are then fed into our deep-learning based pairwise alignment verification
model to classify 2-view alignment. Given n panoramas, each with k W/D/O, O(n2k2)
alignments are possible and thus need to be verified.

SALVe uses a ResNet [159] ConvNet architecture as the backbone for verification. Its
input is a stack of 4 aligned views (2 from each panorama), with a total of 12 channels.
It is trained with softmax-cross entropy over 2 classes, representing the “mismatch” and
“match” classes. We generate these classes by measuring the deviation of generated relative
poses (alignments from window-window, opening-opening, or door-door pairs) against the
ground truth poses. Those below a certain amount of deviation are considered “matches”,
and all others are considered “mismatches”.

2.4.4 Global Pose Estimation and Optimization

SALVe is used to generate a set of pairwise alignments, which are used to construct a pose
graph; its nodes are panoramas and edges are estimated relative poses. The pose graph has
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Figure 2.4: An example of different stages of floorplan reconstruction: Left: Estimated
positions of panorama centers. Center: Grouped panoramas with estimated dense room
layouts. Panorama centers with the same color are part of the same group. Notice that
each open space is grouped together. Distinct groups correspond largely to physical rooms
separated by doors. Right: The final floorplan after highest-confidence contour extraction
is applied to each group. Each contour is filled with a unique color.

an edge between any two panoramas Ii1 and Ii2 where pairing a detection di1k1 with detection
di2k2 yields a plausible (according to SALVe) alignment. A detection may participate in
multiple edges e.g., pairing (di1k1 ,d

i2
k2

) may add an edge between i1 and i2, and pairing
(di1k1 ,d

i3
k3

) may add an edge between panos i1 and i3. Although conflicting relative pose
hypotheses are possible, in practice SALVe is a sufficiently accurate verifier that they are
quite rare.

When multiple disjoint graphs result, we only consider the largest connected compo-
nent. We experiment with two algorithms for global localization: spanning tree pose ag-
gregation and pose graph optimization (PGO) with a robust noise model, detailed in the
Appendix.

2.4.5 Floorplan Reconstruction

Figure 2.4 shows the progression of floorplan reconstruction, from estimated panorama
poses and room layouts to the output. There are three steps: panorama room grouping,
highest confidence room contour extraction, and floorplan stitching. To refine a room lay-
out, we first identify all the panoramas within that room; this is done using 2D IoU. Since
each panorama has its own layout with local shape confidence (subsection 2.4.2) within a
room, we extract a single global layout by searching for the most confident contour points.
The search is done by raycasting from panorama centers and voting for the most confident
contour point along each ray. The final floorplan is found by taking the union of (stitching)
all room layouts. Details are in the Appendix.
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2.5 Experimental Results

In this section, we explain why we use ZInD [14], provide implementation details, and
describe our metrics before showing results for different global pose estimation techniques.
We also describe ablation studies that show how different types of inputs affect the results.

2.5.1 Use of ZInD [14]

In order to evaluate every part of our approach, as well as the entire system, we use the
recently released Zillow Indoor Dataset (ZInD) [14]. ZInD has all the required components:
(1) large scale with 67, 448 panoramas taken in 1, 575 real homes; (2) multiple localized
panoramas per-room with 42 panoramas over 15 rooms per-home on average; (3) layout
and W/D/O annotations including complex, non-Manhattan layouts and (4) 2D floor-plans
with 1.8 number of floors per-home on average. We use the official train, val, and test
splits that contain 1260, 157, and 158 homes, and 2168, 278, 291 floors respectively. We
acknowledge that in ZInD most rooms are unfurnished, but this is a frequent scenario in the
domain of real estate floor plan reconstruction. While there are other real [163, 164, 122]
and synthetic [165, 166] indoor datasets, none of them have all the required components.
Structured3D [165] is a synthetic dataset with only one panorama per room and doors in
almost all rooms are closed (uncommon in real estate capture scenarios); these factors result
in a significant change of modality.

2.5.2 Implementation Details

Layout and W/D/O estimation. We use a modified version of HorizonNet [117], trained
to jointly predict room layout as well as 1D extents of W/D/O. We trained the joint model
on ZInD, and will share the predictions upon publication.
Verifier supervision. We consider a pair-wise alignment to be a “match” if ground truth
relative pose (x, y, θ) ∈ SE(2) and generated relative pose (x̂, ŷ, θ̂) ∈ SE(2) differ by less
than 7◦ (θ) for doors and windows, and less than 9◦ for openings. A larger threshold is
used for openings because there is more variation in their endpoints. We also require that∥∥[x, y]> − [x̂, ŷ]>

∥∥
∞ < 0.35 in normalized room coordinates (i.e., when camera height is

scaled to 1).
Texture mapping. When texture mapping an orthographic view using the monocular esti-
mated depth map from [158], we use all 3D points ≥ 1m below the camera for rendering
the floor, and all points ≥ 0.5m above the camera for rendering the ceiling. We render a
10× 10m region, using a resolution of 0.02 m/pixel, creating a 500× 500 image.
Verifier data augmentation. We resize BEV texture maps to 234×234 resolution, sample
random 224×224 crops, randomly flip them, and then normalize crops using the ImageNet
mean and standard deviation.
Verifier training. We use a ResNet-152 architecture with ImageNet-pretrained weights,
training for 50 epochs, with an initial learning rate of 1 × 10−3, polynomial learning rate
decay with a decay factor of 0.9 per iteration, and a weight decay of 1 × 10−4. We use a
batch size of 256 examples on 3 NVIDIA Quadro RTX 6000 GPUs.
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2.5.3 Evaluation Metrics

In order to evaluate our entire system, we measure the performance of each portion of the
system separately.
Layout estimation and W/D/O detection accuracy. To evaluate the quality of the layout
estimation, we report 2D IoU between the predicted and ground truth room layouts per
panorama. Because we project 1D W/D/O on the predicted layout, we use 1D IoU to
measure the accuracy of those semantic elements, with F1 score evaluated at a true positive
1D IoU threshold of 70%.
Relative pose classification accuracy. We report intermediate metrics of the system, such
as how accurate the model is at discerning between correct and inaccurate alignments. We
use mean accuracy over two classes, as well as precision, recall, and F1 score.
Global pose estimation accuracy and completeness. We first align an estimated pose
graph {T̂i}Mi=1 to a ground truth pose graph {Ti}Ni=1 where Ti ∈ SE(2) ∀i ∈ 1, . . . , N , by
estimating a Sim(2) transformation between them, where M ≤ N , since not all poses may
be estimated. To reduce the influence of outliers for mostly-correct global pose estimates,
we perform pose graph alignment in a RANSAC loop, with a randomly selected subset (2/3

of theM estimated poses) used to fit each alignment hypothesis, over 1000 hypotheses. We
then measure the distance between the predicted and true i’th camera location ‖ti − t̂i‖2,
and difference between true and predicted i’th camera orientation |θi− θ̂i|. Completeness is
essential to floorplan reconstruction, so we also report the percent of panoramas localized
in the largest connected component.
Floorplan reconstruction accuracy and completeness. We measure the 2D IoU between
a rasterized binary occupancy map of the ground truth and the predicted floorplans. This
metric measures the quality of our end-to-end system, as it encapsulates the accuracy of
our pair-wise relative pose proposal in combination with the accuracy and completeness
of the global pose estimation and the fusion of the room layouts (see Appendix for more
details).

2.5.4 Layout and W/D/O Estimation Accuracy

The layout estimation module used in the system yields an average of 85% IoU with ground
truth shape. W/D/O detection is accurate; at a 70% 1D IoU threshold, we correctly iden-
tify W/D/O with F1 scores of 0.91, 0.89, and 0.67, respectively. Our model is the least
accurate in predicting openings. As discussed in [14], there are issues with annotator error
and possibly ambiguous tagging of rooms in open spaces that cover different room types,
making locations of openings less clear. We speculate that these contribute to the errors,
especially for openings. In the Appendix, we provide qualitative examples of the various
types of failure modes of the model.

2.5.5 Relative Pose Classification

We first measure the performance of the SALVe “front-end”. These trained models achieve
92-95% accuracy on the test split (see Appendix). We show that a larger capacity model
than ResNet-50 (i.e. ResNet-152) further improves performance. We also note that the
accuracy is limited by noisily-generated ‘ground truth’. We train on 587 number of tours
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Figure 2.5: Precision-recall analysis of SALVe. Left: curve for SALVe under different
inputs (‘layout-only’ refers to a model with access only to estimated room geometry, but no
floor or ceiling texture). Center: Comparison of confidence thresholds versus their effect
on precision and recall. The purple line indicates our operating point (93% confidence).
Right: Classification accuracy vs. visual overlap for the GT positive class only from SE(2)
alignments generated from predicted W/D/O’s. Small visual overlap often corresponds to
“extreme” baselines.
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Figure 2.6: Left: Distribution of localization percentage in the first 5 connected compo-
nents, averaged over all test tours. Right: Topology of global pose graphs for various
different homes.

from ZInD, and use the official train/val/test splits.
In Figure 2.5, we show a PR curve, indicating the precision of the model at different

recall thresholds. We choose a 93% confidence threshold as our operating point, as it
maximizes precision just before a precipitous drop in recall.
How does the amount of visual overlap affect relative pose classification accuracy?
More overlap yields higher accuracy for the ground truth positive class, but lower accuracy
for the ground truth negative class. In Figure 2.5, we analyze the performance of our
relative pose classification method under varying amounts of visual overlap. 100% overlap
would indicate that two panoramas were captured in exactly the same position, with the
scene unchanged between the two captures. On the other hand, 0% overlap would indicate
that the panoramas were captured in completely different locations, i.e. in two rooms,
on opposite sides of a closed door (an example of an “extreme” baseline). We use a proxy
metric, IoU of the texture map generated using HoHoNet-estimated [158] monocular depth,
which introduces some amount of noise.

2.5.6 Global Pose Estimation Results

Next, we measure performance of both the “front-end” along with some form of global
aggregation (“back-end”). We compare with two baselines from state-of-the-art structure
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Table 2.1: Results of global pose estimation on the ZinD test set. Two global aggregation
methods are evaluated: spanning tree (‘ST’), and pose graph optimization (‘PGO’), with
axis-alignment (‘AA’). ST and PGO both use the same largest connected component of G
as input, and thus localize an equal number of panoramas.

METHOD LOCALIZATION % TOUR AVG. ROTATION TOUR AVG. TRANSLATION
ERROR (DEG.) ERROR (METERS)

MEAN MEDIAN MEAN MEDIAN MEAN MEDIAN

OPENSFM [121] 27.62 22.22 9.52 0.36 1.88 0.12
OPENMVG [145, 19] 13.94 8.70 3.84 0.37 0.41 0.10

OURS (W/ ST + AA) 60.70 57.10 3.69 0.03 0.81 0.26
OURS (W/ PGO + AA) 60.70 57.10 3.73 0.17 0.80 0.25

from motion systems that support optimization from 360◦ images.

OpenMVG [145, 19]. We use the recommended setting for 360◦ image input, with incre-
mental SfM using an upright SIFT feature orientation, an upright 3-point Essential matrix
solver with A-Contrario RANSAC, following the planar motion model described by [161,
167, 168], with an angular constraint for matching.

OpenSfM [121]. Incremental SfM system that uses the Hessian-Affine interest point de-
tector [61], SIFT feature descriptor [22], and RANSAC [169].

In Table 2.1, we show the results of global pose estimation on the ZInD test set. We out-
perform OpenMVG by 656% and OpenSfM by 257% in the median percentage of panora-
mas localized (their 8.7% and 22.2% vs. our 57.1%), with even lower median rotation
error (our 0.17◦ vs. their 0.37◦ and 0.36◦). Our median translation error is comparable
(our 25 cm vs. their 12 cm and 10 cm). PGO is significantly more accurate than spanning
tree when VP estimation is not employed (see Table 2.3). However, when using vanishing
point-based dominant axis-alignment, both spanning trees and pose graph optimization on
SALVe-verified measurements produce similar global aggregation results. In the left col-
umn of Figure 2.7, we show the topological structure of the largest component of the pose
graph for a few homes.

2.6 Discussion

Is deep learning necessary for verification, or can heuristics be used? To verify pairwise
alignment, matching texture is necessary but hard to feature engineer. Using geometry
alone is insufficient (See Figure 2.5(a-b) and Table 2.2), motivating others to explore graph
neural networks for the task [122]. We implemented several classifying BEV image pairs
via cross-correlation scores, including FFT cross-correlation [170], and they do not work
well due in part to difficulty in choosing thresholds. We implemented such a rule-based
baseline, and found the results to be near random. Previous works such as LayoutLoc
[14] have explored rule-based checking, but found that it only can be successful when
given access to oracle within-room pano grouping information; estimation of such within-
room grouping (i.e. adjacency) is itself one of the fundamental challenges of global pose
estimation in an indoor environment.
What type of semantic object is most useful for alignment in this semantic SfM prob-
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Table 2.2: Results of ablation experiments on how inputs to SALVe affect global pose
estimation accuracy and completeness. Pose graph optimization and vanishing point-based
axis alignment (‘PGO + AA’) are utilized for all entries below.

W/D/O INPUTS RASTER INPUTS LOCALIZATION % TOUR AVG. ROTATION TOUR AVG. TRANSLATION
Doors Windows Openings Floor Ceiling Layout ERROR (DEG.) ERROR (METERS)

Texture Texture MEAN MEDIAN MEAN MEDIAN MEAN MEDIAN

X X X X X 60.70 57.14 3.73 0.17 0.80 0.25
X X X 43.30 40.00 2.41 0.07 0.59 0.20

X X X 15.57 13.33 2.20 0.00 0.74 0.11
X X X 23.87 23.08 0.66 0.05 0.34 0.18

X X X X 60.64 58.33 3.75 0.15 0.91 0.25
X X X X 60.93 64.58 10.94 0.28 2.12 0.35
X X X X 19.19 16.67 3.43 0.03 0.53 0.11

lem? Doors, but all are essential. Openings are the second-most effective object type to
achieve complete localization, and windows are least effective. Among the alignments
that the model predicts to be positives with confidence ≥ 97%, we find that 63% origi-
nate from door-door hypotheses, while 24% originate from opening-opening hypotheses,
and 20% originate from window-window hypotheses. While rooms in residential homes
are very rarely connected by a window, these window alignments can provide additional
redundancy, or ground alignments in very large open spaces when doors are not visible as
in Figure 2.3, pair 2. In Table 2.2, we report global pose estimation results when only one
type of semantic object is used to create the edges E of the relative pose graph G.
To what extent is the pose graph shattered into multiple clusters? Typically, the first
three connected components contain 61%, 20%, and 7% of all panoramas (See Figure 2.6a).
We measure the distribution of connected components (CCs), as global pose estimation re-
lies upon a single CC (we use the largest), and we find that often the second and third
largest CCs are also large, indicating the potential for merging, e.g. combining ideas from
[122] or [171]. We compute an average probability density function and cumulative density
function by averaging per-floor distributions across the test set.

Is the RGB photometric signal from panoramas actually necessary, as opposed to
solely using geometric context? Yes, the RGB texture is essential. In Table 2.2, we show
that using a layout-only rasterization as input to the CNN, instead of a photometric texture
map, leads to severe performance degradation.

Does floor or ceiling texture provide a more useful signal for alignment classification?
Floor texture. However, using both signals jointly improves performance. In Table 2.2, we
show the results of using as input to the network only the floor texture maps, or only the
ceiling texture maps, as opposed to reasoning about both jointly.

Is a Manhattan world assumption helpful? For pose estimation, yes, but for shape esti-
mation, no. Many rooms at critical junctures in the floorplan are non-Manhattan in shape,
and ‘Manhattanizing’ them would be destructive when chaining together. However, room
organization in a home is usually tied to three dominant, orthogonal directions. In Table 2.3,
we show that using vanishing point estimation to align relative poses up to a 15◦ correction
significantly improves both global pose estimation accuracy and slightly improves floor-
plan reconstruction accuracy. Both vanishing point relative rotation angle correction and
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OpenSfM OpenMVG SALVe Ground Truth

Figure 2.7: Qualitative comparison of floorplan results. Column 1: OpenSfM. Column 2:
OpenMVG. Column 3: Ours. Column 4: Ground truth floorplan. All results are superim-
posed on the ground truth floorplan. Colored regions indicated the reconstruction result; at
times, the baselines localize no panos. Our floorplan recall is significantly better than the
state-of-the-art. Each row corresponds to a single floor of a different home. Colored lines
represent W/D/O objects – doors, openings and windows. The multiple cyan edges in the
overlaid graph correspond to verified W/D/O alignment hypotheses. For an open layout, a
successful case often involves edges from panoramas in many different rooms to a single
pano. These examples are intended to offer an even-handed selection of reconstructions
that indicate both good performance as well as areas for improvements. Rows 1 and 6
illustrate good reconstructions. Row 2 illustrates a more challenging case with only 1-2
panos in most rooms. Rows 3-5 are more challenging as they include bottlenecks in the
actual physical layout, which is critical in joining connected components.
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Table 2.3: Comparison of results with and without axis-alignment (‘AA’) of relative poses
(via vanishing angles) before global aggregation. The amount of panoramas localized is
unaffected, as adjacency is maintained during the correction. For this comparison, ‘oracle’
layouts are used to isolate the effect of pose error. With vanishing point (VP) information,
the difference between PGO and Spanning Tree is not statistically significant (1 cm and
0.04◦ error on average).

METHOD TOUR AVG. ROTATION TOUR AVG. TRANSLATION FLOORPLAN
ERROR (DEG.) ERROR (METERS) IoU

MEAN MEDIAN MEAN MEDIAN MEAN MEDIAN

Spanning Tree 5.41 1.92 0.86 0.33 0.55 0.52
Spanning Tree + AA 3.69 0.03 0.81 0.26 0.56 0.52
PGO 4.93 1.53 0.81 0.29 0.56 0.52
PGO + AA 3.73 0.17 0.80 0.25 0.56 0.53

Table 2.4: Floorplan reconstruction results against the ground truth manually annotated
floorplan. Floorplan 2D IoU is measured in the bird’s eye view. The IoU is measured on
the largest connected component. ‘AA’ represents axis-alignment.

METHOD GLOBAL POSES LAYOUT FLOORPLAN IOU
ORACLE ESTIMATED ORACLE ESTIMATED MEAN MEDIAN

OPENSFM X X 0.29 0.26
OPENMVG X X 0.16 0.07
OURS X X 0.94 0.95
OURS (PGO + AA) X X 0.56 0.53
OURS (PGO + AA) X X 0.49 0.45

pose graph optimization are effective means of decreasing the rotation error. In the Ap-
pendix we show how using ground truth layout (near-perfect shape) and W/D/O locations
affects performance, as an upper-bound on performance of the first module in our system.

2.6.1 Floorplan Reconstruction Results

Next, we compare performance of the entire floorplan reconstruction system. In Table 2.4,
we demonstrate that compared to traditional SfM with oracle room layout and oracle scale,
our end-to-end system is able to produce more accurate floorplans with estimated room lay-
outs (our 0.49 mean IoU vs. OpenSfM’s 0.29 and OpenMVG’s 0.16). The 0.56 mean IoU
score using our estimated global poses and oracle layout primarily reflects the complete-
ness of our final floorplan. With oracle pose and estimated room layouts, the 0.94 mean
IoU reflects the accuracy of our layout estimation and stitching stages. This baseline has
significantly larger IoU in part because the ‘oracle’ poses are provided for all panoramas
(see the Appendix for comparison visualizations).
Qualitative Results. Figure 2.7 provides qualitative results for a number of different
homes. For floors of some homes, our method produces nearly complete reconstructions,
while for others, the results are more sparse. As shown by the third column of Fig. Fig-
ure 2.7, the topology of the pose graph directly affects the completeness of the reconstruc-
tion; when multiple large connected components appear, the reconstruction is shattered
apart. For several homes, OpenMVG and OpenSfM fail to converge, localizing no panora-
mas.
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2.7 Conclusion

We present a new system for automatic 2D floorplan reconstruction from sparse, unordered
panoramas. This work represents a breakthrough in the completeness of reconstructed
floorplans, with over two times more coverage than previous systems [121, 19], without
sacrificing accuracy. We demonstrate how SALVe, our novel pairwise learned alignment
verifier, capitalizes on the mature field of semantic detection of features (W/D/O) to handle
a tractable number of alignment hypotheses and generate high-quality results. A human
annotator may use it to accelerate labeling by automatically generating the majority of
necessary decisions before making the final choices about glueing connected components.
Figure 2.7 only illustrates the largest CC; other CCs are also generated, but not shown
(Figure 2.6, a CDF of 89% for the first 3 CCs).
Limitations. Because the number of pairwise alignments is combinatorial in the num-
ber of W/D/O, the runtime of the current system is limited, although we have not heavily
optimized it. As ZInD [14] contains only unfurnished homes, our system has not yet been
evaluated in a furnished home regime, due to dataset availability. Camera localization com-
pleteness is still in the 55-60% range. With future improvements to each part of the system,
especially omnidirectional depth estimation and layout estimation, we expect floorplan re-
construction performance to continue to improve.

2.8 Appendix

In this Appendix, we provide additional analysis and implementation details. In section 2.9,
we provide qualitative comparisons of our floorplan reconstructions, vs. an upper-bound
oracle baseline that uses ground-truth global pose estimation. In section 2.10, we provide
quantitative analysis of SALVe’s relative pose classification accuracy with various input
modalities. In section 2.11, we provide pseudo-code for our layout stitching algorithm. In
section 2.12 and section 2.13, we report detailed quantitative analysis of W/D/O detection
accuracy, and W/D/O and layout estimation failure cases. In section 2.14, we describe the
coordinate systems used in our work. In section 2.15, section 2.16, section 2.17, we provide
additional implementation details about rendering, vanishing-point based axis alignment,
and pose graph optimization and spanning tree aggregation. In section 2.18, we describe
ablation experiments that compare the use of ground truth W/D/O and ground truth lay-
out, vs. estimated W/D/O and estimated layout. Insection 2.19, we provide additional
discussion about our evaluation procedures versus those of concurrent work [122]. In sec-
tion 2.20, section 2.21, section 2.22, section 2.23, and section 2.24, we provide additional
analysis and further examples of positive and negative training examples.

2.9 Qualitative Results: Predicted vs. Oracle Poses

In this section, we provide qualitative comparisons with a baseline that stitches predicted
layouts placed at ‘oracle’ global pose locations (referred to by subsection 2.6.1 of the main
paper). For this baseline, the high fidelity of reconstructed shapes (middle column of Fig-
ure 2.8 and Figure 2.9) demonstrates the maturity of modern layout estimation networks.
This baseline also illustrates the impact of global pose estimation on the entire system.
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Figure 2.8: Example floorplan results of varying completeness, comparing SALVe’s per-
formance vs. an upper bound (perfect global pose estimation). Left: predicted poses of
the largest connected component and predicted room layout. Middle: oracle (ground truth)
poses and predicted room layout. Right: ground truth floorplan with positions of captured
panoramas.
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Figure 2.9: Additional comparison between SALVe’s performance and an upper bound
(perfect global pose estimation). Each row corresponds to a single floor of a different
home. Left: predicted poses of the largest connected component and predicted room lay-
out. Middle: oracle poses and predicted room layout. Right: ground truth floorplan with
positions of captured panoramas. Colored lines represent W/D/O objects – doors, openings
and windows. 24



Table 2.5: Relative pose classification accuracy on the ZInD test split with different inputs
and architectures. Precision, recall, and mean accuracy are reported. Extreme class im-
balance means that with more expressive model architectures, gains in mean accuracy are
minor, but gains in precision are significant.

MODEL CEILING FLOOR PREC. REC. MACC.
ARCHITECTURE TEXTURE MAP TEXTURE MAP

RESNET-50 X X 0.77 0.91 0.96
RESNET-152 X X 0.85 0.91 0.95
RESNET-152 X 0.70 0.88 0.93
RESNET-152 X 0.84 0.91 0.95

Table 2.6: Additional W/D/O detection accuracy results.

0.5 IoU 0.7 IoU 0.9 IoU
Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

DOOR 0.88 0.92 0.90 0.87 0.91 0.89 0.86 0.81 0.84
WINDOW 0.94 0.91 0.92 0.94 0.89 0.91 0.93 0.82 0.87
OPENING 0.79 0.65 0.72 0.78 0.59 0.67 0.72 0.43 0.54

2.10 Additional Analysis of Relative Pose Classification Accuracy

Here we provide a more comprehensive quantitative analysis of the influence of input
modalities and CNN backbone architecture on SALVe’s relative pose classification accu-
racy (referred to in subsection 2.5.5 of the main paper). We compare ceiling-only texture
map input, vs. floor-only texture map input, vs. using both as input.

2.11 Details on Layout Stitching for Floorplan Reconstruction

This section provides additional details about the reconstruction algorithm mentioned in
subsection 2.4.5 and Figure 2.4 of the main paper.

Floorplan reconstruction involves three steps: (1) panorama room grouping, (2) high-
est confidence room contour extraction, and (3) floorplan stitching. Please see Algorithm
Algorithm 1 for implementation details. In Figure 2.10, we demonstrate the process of gen-
erating final room layout using estimated panorama poses grouped by step (1). Comparing
plot (b) to plot (a), we can see that room contour confidence provide useful guidance in
selecting the high confidence contour point among different views. In plot (c), each view-
dependent room contour largely will agree with each other. In the end, we take the union of
different view-dependent room contours to account for the occlusions from each panorama
view.

2.12 Details on W/D/O Detection Evaluation

In subsection 2.5.4 of the main paper, we report W/D/O detection results of our HorizonNet
[117] model at a 70% IoU threshold. For completeness, we provide here an evaluation of
1d IoU at 50%, 70%, and 90% true positive thresholds (see Table 2.6).

25



Algorithm 1 Floorplan Reconstruction for a Connected Component in Pose Graph
Inputs:
{Ii}: A list of the input panorama images in the connected component.
{Ti}: Estimated panorama poses from pose graph, in top-down global 2D coordinates.
{(Ci, σi)}: Estimated room contour points and contour point confidence for panorama
Ii, in top-down global 2D coordinates. (One point per panorama column.)

Output:
Soptfloorplan: Optimized floor plan polygon shape.

Solution:
% Step 1: Group panoramas that come from the same room
Initialize panorama connectivity graph Γ with one node per pano Ii and no edges
for (Ti,Tj) ∈ {Ti} × {Ti} do

IoU ← ComputeContourIoU(Ti, Ci,Tj, Cj)
if IoU > Threshold then

Γ.AddEdge(i, j)
end if

end for
% Each connected component in Γ is a room
G = {Gr, r = 1, ..., Nrooms} ← Γ.GetConnectedComponents()

% Step 2: Extract highest confidence contour for each room
for Gr ∈ G: do

Let optimized room shape Soptr = ∅
for Ii ∈ Gr do
P i = {(P i

j , σ
i
j)} ∀ Ij ∈ Gr, where (P i

j ,σ
i
j) are the projections of (Cj, σj) onto

pano i’s image
In each image column of pano i, choose the most confident contour point from

P i.
Si ← the selected points, projected back into the 2D global coordinates using Ti

end for
Soptr =

⋃
Ii∈Gr polygon(Si)

end for

% Step 3: Floorplan stitching
Soptfloorplan =

⋃Nrooms

l=0 Soptr
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Figure 2.10: Visualization of room shape reconstruction using localized panoramas
grouped by room. (a) Predicted room layout and predicted panorama locations (blue dots).
(b) Predicted room layout with contour confidence (transparency) and predicted panorama
locations (blue dots). (c) Overlay of room contours generated by voting on the highest con-
fidence contour point at each panorama column from each panorama view. The final room
layout is the union of these view-dependent contours of highest confidence. (d) Ground
truth room shape and ground truth panorama positions.

2.13 Layout and W/D/O Failure Cases

Section subsection 2.5.4 of the main paper discusses the accuracy of W/D/O detection.
Here we offer, in Figure 2.11, two examples of some the failure modes of the Layout and
W/D/O model that provides the input to SALVe.

(a) (b)

Figure 2.11: Mistakes made by the joint HorizonNet + W/D/O model. Vertical lines in-
dicate start and end columns for each W/D/O object – window, door, and opening. The
yellow contour indicates the predicted floor-wall boundary, and dots indicate corner pre-
dictions (floor-wall corners in green, and ceiling-wall corners in red). Left and right images
are panoramas across which we seek to match W/D/O objects. Top: A circuit breaker panel
is mistakenly identified as a door (top left), but redundancy still allows matching of the true
garage door. This allows a relative pose hypothesis to be generated between the foyer and
garage panoramas, that have very little visual overlap. Bottom: A false negative window
prediction and inaccurate opening prediction (bottom left) makes matching with the (bot-
tom right) panorama impossible using W/D/O.
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2.14 Coordinate System Conventions

Figure 2.12 shows the coordinate systems used in our work: panoramic spherical coordinate
system, room Cartesian coordinate system, world-normalized Cartesian coordinate system
(with camera height set to 1.0), and the world-metric coordinate system. These are also the
coordinate conventions used by ZInD3.
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Figure 2.12: Coordinate system conventions.

Scaling to Metric Space. With known camera height, a predicted floor-wall boundary in
pixel space with vertices {(u, v)k}Kk=1 can be mapped to 3D by first converting each vertex
to spherical coordinates, and then to Cartesian coordinates, as follows:

θ =
(
u · 2π

(w − 1)

)
− π, θ ∈ [−π, π]

ϕ = π
(

1− v

(h− 1)

)
− π

2
, ϕ ∈

[
− π

2
,
π

2

]
,

(2.1)

where h and w is the height and width of input image in pixels.
We next obtain ray directions (x, y, z) in Cartesian space by assuming that all points

3ZInD is publicly available under the following license: https://bridgedataoutput.com/zillowterms.
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(θ, φ, ρ) lie on the unit sphere (see Figure 2.12d), i.e., ρ = 1, and

x = cos(ϕ) sin(θ)

y = sin(ϕ)

z = cos(ϕ) cos(θ).

(2.2)

Finally, we rescale the length of each ray such that it intersects the ground plane at y = 0,
i.e., the magnitude of its y coordinate is equal to the camera height hc (see Figure 2.12e).
These rescaled ray directions are now coordinates in meters.

2.15 Texture Mapping Procedure

In this section, we discuss the interpolation procedure we use when creating bird’s eye view
(BEV) texture maps, as mentioned in subsection 2.5.2 of the main paper. When generating
the orthographic imagery, the raw signal from pixel values at all backprojected depth map
locations is sparse and insufficient. We rely upon interpolation to generate a dense canvas
from the sparse canvas (see Figure 2.13, top). This interpolation also adds unwanted and
undesirable interpolation artifacts (See Figure 2.13, middle subfigure). We design another
step to identify the regions where the signal was too sparse to interpolate accurately. We
convolve the canvas that is populated with sparse values with a box filter. We zero-out
portions of an interpolated image where the signal is unreliable due to no measurements. If
a K ×K subgrid of an image has no sparse signals within it, and is initialized to a default
value of zero, then convolution of the subgrid with a box filter of all 1’s will be zero. In
short, if the convolved output is zero in any ij cell, then we know that there was no true
support for interpolation in this region, and we should mask out this interpolated value.
We multiply the interpolated image with binary unreliability mask to zero out unreliable
values. Convolution with a large kernel, e.g., 11 × 11 pixels in size on a 500p image, can
be done on the GPU. We populate the canvas from bottom to top.

2.16 Vanishing Point Axis Alignment

Here we provide details about how we refine the hypothesized relative alignment described
in Section 4.2 of the main paper.

To correct minor errors of W/D/O vertex localization, we compute vanishing points
and convert them to a vanishing angle θvp with direction voting from line segments [160].
The vanishing angle θvp is defined as the horizontal angle between left edge of panorama
and the first vanishing point from the left side of the panoramic image. We then refine the
panorama horizontal rotation by aligning the pair of vanishing angles, while maintaining
the distance between the matching W/D/O. The angular adjustment can be represented by:
θcorrection = (θvp,1 − θvp,2) − 2θ1, where θvp,1, θvp,2 are the vanishing angles of panorama
1 and panorama 2, and 2θ1 corresponds to the relative rotation of panorama 1’s pose in the
room Cartesian coordinate system of panorama 2, i.e. of 2T1. We then rotate panorama
1’s room vertices (in panorama 2’s frame) about the W/D/O midpoint, and recompute T̂ =
(x̂, ŷ, θ̂) by least-squares fitting between point sets to obtain T̂corrected = (x̂′, ŷ′, θ̂′) with
fixed wall thickness.
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Figure 2.13: Visualization of the sparse to dense interpolation scheme. Top: sparse texture
map from mono-depth. Middle: linearly interpolated texture map. Bottom: result after
removing interpolation artifacts.
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2.17 Details on Global Pose Estimation

Estimated shape & 
semantic features

Derived 
renderings

Evaluate discrete relative 
pose hypotheses

Optimize 
pose graph

(a) (b) (c) (d) (e)

Figure 2.14: Starting with sparse panoramas (1-3 per room), in (a) we infer layout and
semantic elements (Windows, Doors, Openings, or W/D/O). From these, in (b) we gen-
erate birds eye view (BEV) renderings of floors and ceilings (ceilings not shown here).
Next, plausible pairwise relative poses are hypothesized based on matching W/D/O. Each
is accepted or rejected (c), by feeding the hypothesis-aligned renderings into our learned
SALVe verifier. This example shows two aligned renderings computed by hypothesizing
that a window can be used to align both shapes Brighter areas indicate overlap regions.
SALVe is trained to evaluate these aggregated overlap regions and output an accept/reject
decision about whether the hypothesized relative pose is plausible. From the plausible
relative poses, a pose graph is created and optimized (d). This allows room layouts to be
positioned in a world coordinate system and fused into a final reconstructed raster floorplan
(e).

Here we provide details on the pose estimation and optimization referred to in Section
4.4 of the main paper.
No optimization (unfiltered spanning tree). For N images, the global motion can be
parameterized by N − 1 motions. In the pose graph G = (V , E), when the graph G has a
single connected component, the spanning tree is a set of edges such that every vertex in
V is reachable from every other vertex in V . For a graph with N vertices, the minimum
spanning tree always has N − 1 edges. However, global pose estimation with this method
is inherently susceptible to error due to contamination by outliers. To describe the method
to compute a spanning tree, we assume the images are randomly ordered. Starting from
the first image as the root, we incrementally include images in sequence, adding each next
image into the current tree at its shortest path from the root.
Pose Graph Optimization. Spanning tree solutions are susceptible to outlier edges in the
tree. In order to exploit redundancy and utilize all the available information in the graph,
we use pose graph optimization.

MAP inference for SLAM problems with Gaussian noise models is equivalent to solv-
ing a nonlinear least squares problem [172]. MAP inference comes down to maximizing
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the product of all factor graph potentials:

TMAP = arg max
T

∏
(i,j)∈E

φij(Ti,Tj), (2.3)

where φij(Ti,Tj) is a factor graph potential:

φij(Ti,Tj) ∝ exp

{
− 1

2
‖hij(Ti,Tj)− zij‖2

Σij

}
, (2.4)

with hij(Ti, Tj) = Ti
−1 · Tj and zij is the estimated relative pose between images i and j

from the alignment step described earlier.
The following objective function is then optimized using GTSAM:

arg min
T

∑
(i,j)∈E

ρ
(
‖hij(Ti,Tj)− zij‖2

Σij

)
, (2.5)

making updates Ti⊕ξ := Ti ◦exp(ξ̂), where ξ ∈ se(2). Here, ρ(·) is a Huber noise model.
MAP inference over the pose graph with Gaussian noise models [172] is done by max-

imizing the product of all factor graph potentials. We initialize the solution from a greedy
spanning tree and then optimize using GTSAM [116].

We follow the official GTSAM’s PGO implementation example 4.
Once the pose graph is optimized, we use the estimated poses and room layout to create

the final floorplan.

2.18 Ablation Experiments Using Oracle W/D/O Detection

In this section, we perform ablation experiments comparing global pose estimation and
floorplan reconstruction results with estimated W/D/O locations and estimated layout, vs.
a baseline that has access to ground truth W/D/O detections and ground truth layout.
How much worse is performance with predicted W/D/O and predicted layout vs. an-
notated D/W/O and annotated layout? In Table 2.7, we compute an upper bound for the
completeness of our method, by using human-annotated W/D/O and human-annotated lay-
out as input to the system. This measures the ability of the CNN to reason about photomet-
ric signal in a less noisy setting (there is still noise from HoHoNet). Note that annotations
are not perfect.

The results indicate the already-strong localization precision of our system, with roughly
similar camera pose estimation errors (in rotation and translation). We provide no vanishing-
point axis-alignment post-processing to these generated relative poses, which leaves the
ground-truth (GT) based system susceptible to higher rotation errors. However, the trans-
lation error of the model with access to GT W/D/O is still lower on average (22 cm vs. 25
cm).

With GT layout and GT W/D/O, the floorplan IoU is 91% higher – 0.86 median IoU
vs. 0.45 IoU with our predicted poses and layout. The percentage of cameras localized is

4https://github.com/borglab/gtsam/blob/develop/python/gtsam/examples/Pose2SLAMExample.py
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Table 2.7: Ablation experiments on global pose estimation, comparing performance with
estimated W/D/O locations and estimated layout, vs. performance with ground truth
W/D/O locations and ground truth layout (oracle).

INPUT LOCALIZATION % TOUR AVG. ROTATION TOUR AVG. TRANSLATION FLOORPLAN IOU
ERROR (DEG.) ERROR (METERS)

MEAN MEDIAN MEAN MEDIAN MEAN MEDIAN MEAN MEDIAN

PREDICTED WDO + PREDICTED LAYOUT 60.70 57.14 3.73 0.17 0.80 0.25 0.49 0.45
GT WDO + GT LAYOUT 88.58 93.44 5.02 0.21 0.98 0.22 0.78 0.86

Table 2.8: Summary of comparison of our method vs. that of Extremal SfM by Shabani et
al. [122].

Extremal SfM [122] Ours

Computational Complexity Exponential Time O(n!) Polynomial Time O(n2k2)
# Panoramas / Room 1 ≥ 1
# Panoramas / Floor 3.4 23.2
# Floors in Test Set 46 291
Door Configuration Opposite facing surface normals Any configuration
Supported Room Type Small size, Little self-occlusion Any
Home Type Apartment Residential Home
Wall Assumption Manhattan None
Evaluated Error Types Translation Rotation and translation
Input Signal BEV mask BEV (image)
Verifier Type GNN on tree-structured graph CNN on pairwise renderings

also much higher (93.44% vs. 57.14%) than the system without access to GT. These results
are extremely promising, underscoring the significant potential for further improving the
floorplan reconstruction completeness of our system by improving the layout estimation
and W/D/O detection network.

2.19 Comparison with Extremal SfM [122]

In this section, we provide additional comparisons with concurrent work by Shabani et al.
[122] (See Table 2.8 and Table 2.9).
Differences in Assumptions.

• Shabani et al.’s one-panorama-per-room assumption limits the number of door hy-
potheses, as they assume door surface normals must point in opposite directions,
whereas we consider twice as many hypotheses, i.e. when surface normals may also
point in the same direction. The restricted door hypotheses would be analogous to
querying a ZInD oracle for ground truth adjacency, which we do not do.

Differences in Method.

• They do not use openings. Accordingly, the rooms cannot be too large or complex
enough to have significant amounts of self-occlusion.
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Table 2.9: A more detailed comparison of our input, method, and evaluation vs. those of
Shabani et al. [122].

COMPARISON TYPE EXTREMAL SFM (SHABANI ET AL. [122] OURS

INPUT

• Assumes no room shape overlap in dataset.

• Requires exactly one panorama per room.

• Requires each input panorama to see most of the room, including W/D.
This would be problematic for complex rooms where one panorama sees
only a fraction of the room.

• Demonstrated on apartments.

• Handles any amount of overlap, but not zero overlap.

• Requires one or more panoramas per room.

• Has no requirement on panorama capture locations.

• Evaluated on ZInD with complex room layouts, including open floor-
plans.

METHOD

• Uses W/D alignment, but not openings.

• Uses HorizonNet [117] for layout and separately predicted W/D objects
at test time.

• Uses room topologic information and BEV semantic masks (with no pho-
tometric information) directly as input to GNN.

• Relies on a tree-type graph topology. They verify on all possible global
graph configurations (room snapping combinations) with graph neural
network Conv. MPN [157].

• Runs in exponential time with number of rooms.

• Uses W/D/O alignment to generate pairwise initial pose hypotheses.

• Uses predicted room layout from HorizonNet [117] with joint W/D/O
predictions and wall-floor boundary uncertainty.

• Uses BEV photometric signal in panorama pairwise pose verification.

• Uses global filtering and optimization similar to traditional Global SfM.
Our method is also able to refine coarse panorama poses.

• Runs in polynomial time with number of rooms.

EVALUATION

• Evaluated on a small dataset of 46 apartments. The dataset contains 3.4
panoramas per apartment with all Manhattan room layouts.

• Generates top-5 possible floorplans.

• Localization is considered a success if any of K possible solutions has es-
timated global poses with mean positional error below δ meters. Rotation
error is not considered.

• Evaluated on the test split of ZInD with 291 floorplans of residential
homes. ZInD contains 23.2 panoramas per floorplan with Manhattan and
non-Manhattan room layouts.

• Generates 1 final floorplan.

• Evaluated by per-panorama average pose rotation and translation error,
and localization completeness.

• Exponential time: They rely upon a tree-type graph topology. They verify on all pos-
sible global graph configurations (room snapping combinations) with graph neural
network. Conv MPN [157] machinery (follows up on HouseGAN [173] and House-
GAN++ [174] machinery). This requires exponential time.

Differences in Evaluation.

• Instead of computing a mean error per pano, they just count the successes. This
does not take into account catastrophic failures (see their Figure 9). We have been
evaluating as “you get one shot, and for every pano you try to localize, it will go into
your mean error”. By comparison, they find the minimum subset out of all panos
they localized that are good.

Unfortunately, at the time of our submission their code and dataset used were not pub-
licly available, so a comparison of accuracies on a common dataset is not possible at this
time.

2.20 Analysis of Computational Complexity

We compute over the ZInD train/val/test sets putative estimates of these constants n, k. On
average for each ZInD tour, we find n ≈ 23.2. When evaluatingO(n2k2), we find that each
floor has on average 10795 (mean) and 8188.0 (median) putative alignments.
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After pruning away impossible hypotheses via width ratios, n is unchanged but k is
reduced, leaving O(n2k2) ≈ 5804.5 (mean) and 3441.0 (median). Although there are just
as many panoramas to match with, we effectively have fewer instances of each W/D/O type
we can feasibly match with (thus reducing k).

This leads to a highly imbalanced classification problem, with negative-to-positive ra-
tios of 18:1 on average, when using predicted layout and predicted W/D/O locations.
Oracle Layout Generator Baseline. For alignments generated from GT W/D/O and
GT layout, we halve the computational complexity by discarding those with penetrated
freespace (an average negative-to-positive ratio of 7:1). For predicted layout, we cannot
prune alignments by freespace penetration heuristics due to arbitrary predicted locations of
openings in large rooms.

2.21 Details on Layout-Only Rasterization Baseline

In Table 2.2 of the main paper, we reported results of a model that has no access to pho-
tometric information as input, but only to rasterized BEV layout. In Figure 2.15, we show
examples of such input.

2.22 Additional Discussion Points

2.22.1 Accuracy vs. Amount of Visual Overlap

Poor accuracy for examples with small support in the dataset (see Figure 2.16) shows the
potential for hard negative mining in future work. Negative examples with high IoU (see
Figure 2.16d, right) are few in the dataset, and present high error (see Figure 2.16a, right).

2.22.2 Additional Details on Evaluation Metrics

To compute both the ground truth mask and estimated binary mask for IoU computation,
we rasterize the scene to a grid resolution of 10×10 centimeters per cell (we found an even
finer resolution did not affect results significantly).

Error Rate in Supervision Generation. Noisy generation of ground truth is susceptible
to false negatives. In other words, the generator falsely assumes that there are no ‘positive’
alignments for certain panorama pairs, due to errors just above the maximum tolerated
rotation or translation thresholds. At inference time, these lead to false positive predictions,
as the model identifies these pairs as positives, conflicting with the ground truth. We find
that for spatially adjacent rooms, no putative ‘positive’ hypothesis is generated for less than
9.67% of panorama pairs, due to layout estimation or W/D/O prediction errors.

2.22.3 Model Learning

Previous work has proven that domain-knowledge of indoor space, such as room intersec-
tions, loop closure, and multi-view alignment, can be helpful in solving the ‘room merge’
problem [14]. On the other hand, visual overlap of floor and ceiling areas from different
texture images provides helpful clues, such as light source reflections, paneling direction
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(a) Positive example pair 1.

(b) Positive example pair 2.

(c) Negative example pair 1.

(d) Negative example pair 2.

Figure 2.15: Examples of layout-only rasterized input. Each row represents an alignment
pair. Left: rendering for panorama 1. Middle: rendering for panorama 2. Right: blended
images (for visualization only).
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Positives )
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(c) Rotation and Translation Error vs. Visual Overlap (for GT
Negatives )
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(d) Visual Overlap Distribution in ZinD (for GT Positives vs.
Negatives)

Figure 2.16: (Row 1) Classification accuracy vs. overlap for the GT positive class only
(left) and negative class only (right) for ResNet-152 model. (Row 2) Relative pose ro-
tation error (left) and translation (right) vs. amount of visual overlap for GT positive
examples. (Row 3) Relative pose rotation error (left) and translation (right) vs. amount of
visual overlap for GT negative examples. (Row 4) Distribution of visual overlap (IoU) over
rendered buildings for positive pairs (left) and negative pairs (right) from SE(2) alignments
generated from predicted W/D/O’s.
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of wood flooring, and shared ceiling features, to verify panorama registration [162]. We
extract undistorted floor and ceiling orthographic views from each panorama using inferred
depth and register each view using an estimated W/D/O alignment hypothesis. While in-
ferred depth signal alone suffers from inaccuracies at very close or far range and near
reflective objects such as mirrors, the orthographic views still contain small distortion and
therefore provides a strong signal for alignment verification. We train a model to implic-
itly verify the aligned texture signals (such as light source reflections, paneling direction
of wood flooring, and shared ceiling features), as well as model other priors on room adja-
cency, such as the fact that bathrooms and bedrooms are often adjacent.

While ceiling features on a mosaiced ceiling image have been used for robot localiza-
tion for at least two decades [162], success of registration using traditional explicit image-
based matching is highly dependent on significant appearance similarity. This is typically
not the case for our work, due to the large baselines and potentially very different times of
capture.

Aligned orthographic views can help identify shared floor texture around room open-
ings, identifying common objects (i.e. refrigerators), or known priors on room adjacency,
such as the fact that bathrooms and bedrooms are often adjacent. axis-alignment of walls
between two layouts. Because floorplan adjacency is governed by strong priors, such as
primary bedrooms are attached to primary bathrooms, such signals can be learned.

Whereas previous works have employed domain-knowledge to manually define features
for room-merge costs to employ in ranking [14], we set out to learn such features from data.
Previous work has defined costs that aim to minimize room intersections, maximize loop
closure, maximize multi-view alignment of semantic elements, and produce the most axis-
aligned floorplans [14]. However, some of these costs are only applicable if an annotator
can identify which panoramas were captured in different rooms, as layouts within the same
room should instead maximize room intersection, while those captured in separate rooms
should minimize room intersection. Each window from panorama Ia should reproject onto
a window in panorama Ib only if the panoramas were captured in the same room, which is
an unknown latent variable. IoU should be high between the two overlaid room-layouts;
however, this is not true if they are in separate rooms (cross-room). If, on the other hand,
we knew a “same-room” label, then layout-IoU would be useful during localization.
Available Signals for Learning Priors. Many possible complementary signals can be em-
ployed in the reconstruction problem. The 360◦ image suffers from significant distortion,
while inferred depth suffers from inaccuracies at very close or far range and near reflective
objects such as mirrors. Taken together, however, undistorted texture can be extracted in
an orthographic manner. As the floor alone can have highly homogeneous texture or varied
lighting, the ceiling can also provide helpful clues. Registration of inferred layout alone,
with consideration of the image content, can lead to implausible arrangements. No single
signal is sufficient.

Human annotators use a variety of different cues to solve the merge task, most of them
grounded in visual features within the image. For example, they often rely upon identifying
shared floor texture around room openings, identifying common objects (i.e. refrigerators),
or known priors on room adjacency, such as the fact that bathrooms and bedrooms are
often adjacent. axis-alignment of walls between two layouts. Because floorplan adjacency
is governed by strong priors, such as primary bedrooms are attached to primary bathrooms,
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such signals can be learned. Additional such relationships include hallway-to-bedroom
adjacency.

2.23 Additional Examples of Illumination Changes

In Figure 2.17, we provide an example of extreme illumination changes in ZInD [14], which
prevent the use of classical image alignment algorithms for BEV image registration.

2.24 Ethical/Privacy/Transparency/Fairness/Social Impact Concerns

Floor plan reconstruction, in general, could potentially lead to privacy issues. However,
schematic floorplans are able to abstract away details of the real interior space, thereby
revealing the layout and functionality of a home while hiding personal information (PI) and
personally identifiable information (PII) information from the images used to reconstruct
it. In other words, we can build the floorplan from 360 panos and then immediately use
the floorplan as a medium (to convey the space), while suffering from fewer privacy issues
compared to releasing all the 360 images used to create it.
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(a) Input panorama pair.

(b) Orthographic floor texture maps, with an extreme illumination change.

(c) Orthographic ceiling texture maps.

Figure 2.17: Example of an extreme illumination change, as the carpet color appears to
shift from brown to grey (middle), and ceiling from warm yellow to light blue (bottom).
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CHAPTER 3
CREATING OUTDOOR 3D GEOMETRIC MAPS VIA GLOBAL SFM

In this chapter, we transition from the creation of 2d geometric maps to the construction of
3d geometric maps, via Structure-from-Motion. We first analyze the performance of recent
“deep front-ends” for SfM and SLAM by comparing them with classical front-ends on two
datasets – HPSequences and YFCC. Afterwards, we put the best-performing methods to
the test on several real-world “in-the-wild” datasets by using them in a new global SfM
system that we design, called GTSFM.

3.0.1 Deep Front-Ends

In the first portion of this chapter, we introduce comprehensive benchmarks for the analysis
of “Deep Front-Ends.” We design a novel framework for benchmarking sparse local feature
matching and we provide the most comprehensive study to date of such methods. We focus
on methods suitable for the “front-end” of 3D computer vision applications and exhaus-
tively test over 800 combinations of detection, matching, and verification methods. We
standardize evaluation metrics from the literature and provide a uniform way of evaluating
varied approaches to learning keypoint detectors, encoding feature descriptors, and outlier
filtering with convolutional neural networks (CNNs). While homography-based datasets
are preferred in the literature for detector and descriptor evaluation because of their ground
truth pixel-to-pixel mappings, such datasets are not representative of the real 3d world.
Accordingly, we experiment not only with a homography dataset (HP-Sequences) but also
with a diverse wide-baseline stereo dataset (YFCC-100M) and discover unusual combi-
nations of methods that are extremely effective. We develop new metrics based around
the needs of practitioners and find, surprisingly, that many recent joint detector-descriptor
methods are not competitive.

3.0.2 GTSFM

In the latter portion of this chapter, we introduce the Georgia Tech Structure from Mo-
tion (GTSFM) system, a distributed, global SfM system that incorporates state-of-the-art
practices from dozens of recent works in SfM. We demonstrate the several new “Deep
Front-Ends” increase the signal-to-noise ratio in Global SfM over classical methods, but
most do not permit a signal-to-noise ratio sufficient for challenging large-scale datasets.

3.1 Introduction

Local feature matching systems remain a fundamental building block for camera calibra-
tion [175, 176], panorama stitching [177], image retrieval [178], visual localization [179],
visual SLAM [180], and wide-baseline stereo applications such as Structure from Motion
(SfM) [181, 182, 183]. These systems generally consist of three main stages: (1) identi-
fying salient points (“features”) inside each image to track, and (2) finding potential cor-
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Figure 3.1: Competing objectives for a front-end – speed vs. accuracy – suggest a Pareto
front. We illustrate several top-performing methods within each frame-rate range, and mark
the rest with light gray dots. Accuracy is measured by the Usable Image Fraction (UIF)
for the Essential matrix on YFCC-100M.

respondences between these salient points across different images (in order to track them),
and (3) identifying and discarding incorrect correspondences.

We refer to these three steps as D, M, and V, i.e. (1) Feature Detection, (2) Fea-
ture Description and Matching, and (3) Putative Correspondence Verification (See Figure
Figure 3.2). In short, the D stage provides detections, the M stage provides putative corre-
spondences, and the V stage provides verified correspondences. When considering SLAM
or SfM “front-ends”, one could argue that descriptor matching should be viewed as a sep-
arate stage to descriptor extraction. We recognize this viewpoint, but in this work, we will
associate the descriptor algorithm with descriptor matching as a single stage, rather than
considering them in isolation. Specific matching criteria have almost always been associ-
ated with a descriptor; SIFT uses a one-way KNN ratio test [22], RootSIFT is SIFT with
a Hellinger kernel [28]. Binary descriptors such as BRISK are to be matched using Ham-
ming distance [54]. Convnet-based descriptors follow a similar protocol; D2-Net [43] uses
a reciprocity-based matching test and GLAMPoints [87] uses the ratio test.

In this work, we perform a comprehensive evaluation of subsystems through five ma-
jor experiments: feature detection on a wide-baseline dataset (wD) and homography dataset
(hD), feature matching on a wide-baseline dataset (wDM) and homography datasets (hDM),
and combined detection, matching, and verification on a wide-baseline dataset (wDMV).
In addition, we take this opportunity to standardize several metrics, and also discover cor-
relations between intermediate performance measures and final error metrics. Surprisingly,
we find that a classical detector, DoG [22], provides the most effective final system per-
formance. Many deep detectors optimized for intermediate metrics such as detector re-
peatability cannot compete with DoG on the usability of the system for epipolar geometry
estimation. We find that although detector and descriptor implementations are abundant,
no standard, accepted evaluation framework is readily found. In fact, most works evalu-
ate their method with their own definitions of metrics and private implementations. For
example, the proper definition of the repeatability rate and matching score is not agreed

42



Figure 3.2: We graphically describe our sparse local feature matching framework that ac-
cepts either a pair of different images or patches. We denote the stages as DMV: Detection-
Description and Matching- Verification.

upon in current works. We believe the lack of a standard evaluation protocol for modern
feature-matching implementations is a significant hindrance to comparing and understand-
ing their relative performance. Practically every state-of-the-art feature matching method
uses a different set of metrics to gauge its quality (see Appendix).

In recent literature, a large number of new data-driven methods have been introduced
for individual stages of a DMV system, but the optimal pairing of detector, descriptor, and
verifier is poorly understood. Advances in convnet-based detectors and convnet-based de-
scriptors have been measured without regard to the final verification stage, focusing mainly
on the repeatability and matching precision of the detector-descriptor pair. This is a limited
view, as epipolar geometry provides simple techniques to improve the purity of putative
correspondences. Advances in convnet-based verifiers have been focused on verifying spe-
cific algorithms, such as SIFT, rather than on benefiting all-purpose system-performance.
This is also a limited view, as the verifier may be designed and trained for a non-optimal
detector-descriptor pair.

We tackle this problem with a combinatorial search for the best-performing feature
matching system, exhaustively evaluating 808 possible combinations. Accordingly, we de-
velop an notion of “final error” – system-based performance measures over a proxy task that
we believe benefits a variety of downstream applications – numerous completely outlier-
free verified matches. We do not directly measure SfM reconstruction error or visual local-
ization performance.

In concurrent work, Jin et al. [104] also present a benchmark to measure the impact of
pairing detectors, descriptors, and verifiers according to downstream performance. We have
a much more comprehensive study, so we identify a different pipeline as most performant,
but in line with their findings.

In our experience, SLAM/SfM practitioners often use the following rule of thumb: for
each image pair, a front-end should provide five times as many correct correspondences
as the minimal inlier set, and there should be zero outliers. The reasons are threefold: (1)
least square residuals on outliers will cause significant problems for downstream bundle
adjustment, thus purity is essential; (3) a minimal set alone of correspondences may provide
insufficient support to RANSAC; (3) there is measurement noise in the image, so a minimal
set is still too noisy for estimation in practice. For Essential matrix estimation, these criteria
boil down to two measurable quantities that foretell the usability of the system for SfM: (1)
after DM, the system should embed at least 5 × 5 = 25 correct correspondences in the
putatives; (2) after DMV, the system should provide at least 25 inliers per image pair, with
zero outliers.

We provide three lessons from our analysis, one about D, one about DM, one about
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DMV:

• D: Highest performance on Repeatability doesn’t directly correlate to highest DMV
performance. Surprisingly, classical detectors take 8 of the top 9 ranks according to
usability of the front-end system.

• M: We find no overlap in the top-15 methods by inlier ratio and the top-15 meth-
ods according to front-end system usability for SfM. In addition, classical and deep
descriptors have surprising parity for system usability.

• DMV: If numerous image pairs usable for Essential matrix estimation is desired,
DoG+ConvOpt+OA-Net, DoG+RootSIFT+OA-Net appear to be two of the best cur-
rent options.

Our contributions are as follows:

• We perform a comprehensive evaluation of subsystems through five major experi-
ments, placing performance on homography and wide-baseline stereo datasets on a
uniform footing through our empirical study.

• We introduce two new metrics for downstream performance suited for practitioner’s
needs – the Usable Image Fraction Upper Bound and Usable Image Fraction.

• We perform the most exhaustive study to date of the optimal pairing of methods
for a feature matching system. As part of an exhaustive combinatorial search, we
discover a novel feature matching system – DoG+ConvOpt+OA-Net that can provide
a guaranteed 25 correspondences with zero outliers on 42% of our sampled image
pairs from 72 scenes in YFCC-100M.

3.2 Related Work

As we described above, SFM front-ends involve DMV: combined detection (D), descriptor
matching (M), and verification (V). Due to the extremely extensive literature, we refer the
reader to the Appendix for a survey where we describe the following methods in more
detail.

Detection There has been a significant amount of progress in learning feature detectors
from data but these methods are only evaluated only on homography datasets. Local feature
detectors date back 40 years [184]. Originally hand-crafted [185, 186, 187, 59, 58, 22,
32, 89] feature detectors were eventually learned from data [188, 52, 73] and in the recent
literature are all convnet-based [90, 95, 27, 42, 53, 98, 77, 189, 72, 87, 93, 33, 31, 93]. Over
the years, many have worked to compare the relative performance of different detectors and
place them on a uniform footing. In 2000, Schmid [190] presented an evaluation framework
for interest point detectors to measure their repeatability and in 2004 [61] and 2005 [63]
Mikolajczyk et al. presented benchmarks for the D stage. More recently, Lenc and Vedaldi
[191] presented an empirical study of feature detectors in 2018.
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Matching (including Descriptors) Similarly, deep learning has impacted descriptors
and matching, but such methods are only evaluated on homography or patch-based datasets,
which are not fully general to the 3d world. Local feature descriptors were also originally
hand-crafted [184, 192, 21, 193, 22, 32, 28, 62, 86, 38, 54, 75, 194] then learned from
data [51, 92, 91, 75, 78], and in the recent literature are also completely convnet-based [50,
47, 96, 96, 79, 40, 30, 64, 84, 95, 68, 42, 67, 49, 39, 43, 57, 72, 85, 44]. Several bench-
marks for measuring DM have been proposed: two in 2005 by Mikolajczyk et al. [62]
[63], one in 2012 by Heinly et al. [195] focused on the use of binary descriptors. Several
benchmarks have measured the M stage without considering the D stage, such as two patch-
based datasets: UBCPatches [91, 37] and HPatches [196]. Indeed, patch-level datasets led
to seminal breakthroughs [91] for the field, as they enabled the earliest learning-based
approaches, which now represent the dominant paradigm. While correctly matching or re-
trieving patches is certainly helpful, it discards the impact of the the detector, which plays
a vital role in a DMV system. In addition, most modern methods no longer operate on
patch input, but rather on image-input. For example, UCN [40] [197], SuperPoint [42],
D2-Net [43], Key.Net [31] and R2D2 [72] accept full-images to their fully-convolutional
backbones. Accordingly, we believe the current focus of benchmarks involving the M
stage should measure image-level metrics image-level datasets, such as HP-Sequences or
YFCC-100M.

Deep Matching [76]

DMV Systems that use combined local feature detection, descriptor matching and geo-
metric verification (DMV) for wide-baseline stereo date back to [198, 88] and were used
in the well-known PhotoTourism project [199]. Geometric verification using robust esti-
mation techniques [169, 200, 201] has been replaced with deep putative correspondence
verifiers [35, 94, 70, 41, 102, 202, 69, 97, 36]. The jury is still out on deep architectures for
the verification stage. Schonberger et al. [203] performed an end-to-end DMV evaluation
specifically for SfM and measured the reconstruction quality by reprojection error. Their
finding was surprising – advances in raw matching performance from learned descriptors
did not necessarily lead to superior reconstruction results.

3.3 Detection (D) Benchmark

In this section, we discuss the “D” stage of our Deep Front-Ends benchmark, corresponding
to feature detection. We define the task, evaluation metrics, and present an analysis of
experimental results.
Problem Description Given two images of a scene, the D-stage task is to identify numer-
ous small 2d features in both images that are equivariant to viewpoint [63, 53, 98, 42, 204],
invariant to photometric transformations [21, 90], and are highly spatially distributed over
the image [205, 206, 26, 87].
Datasets Because wide-baseline stereo represents many applications in the 3d world and
homography datasets are the de facto choice in the literature, we select datasets that cover
both regimes. For wide-baseline stereo, we select the test split of YFCC-100M [207, 208];
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since it provides relative poses between each image pair as would be obtained by Structure
from Motion or visual SLAM, it can be employed for the D, DM, and DMV benchmarks.
While several other suitable datasets exist, such as Wilson and Snavely’s 1dSfM (e.g. Ro-
man Forum) [209], we note that YFCC-100M has seen adoption in several works [94, 197,
69, 97]. YFCC-100M has significant diversity of scenes throughout the world (72 scenes)
and large size: the visibility graph of several scenes exceeds 10,000 edges with at least 100
covisible keypoints per image pair. However, due to its large size, we are forced to reduce
the size of the evaluation split; we randomly sampling 5 image pairs from the edges of the
visibility graph of each scene (with at least 100 covisible keypoints). For each of YFCC-
100M’s 72 scenes, we take these five image pairs from the scene’s test split, providing 360
image pairs in total.
Methods and Evaluation We evaluate nine method detector-only methods and also scrape
the detections from 10 joint detector-descriptors methods, leading to an evaluation of 19
methods (see Column 1 of Table 3.3). In order to measure the D-stage, we use keypoint
distance-based repeatability between each image pair, i.e. the ratio of corresponding key-
points and covisible keypoints [190, 42, 87], with a 3 pixel true positive threshold. Because
(YFCC-100M) does not provide per-keypoint covisibility information, we use two slightly
different repeatability metrics for our wide-baseline stereo dataset (YFCC-100M) and ho-
mography dataset (HP-Sequences); while for HP-Sequences we set the ratio’s denominator
to the number of covisible-keypoints, for YFCC-100M we use the number of all keypoints.
We refer the reader to the Appendix for additional evaluation details. As many of noted
[53, 191], repeatability tends to increase with additional feature detections; accordingly, we
sort keypoints by confidence and compute repeatability with cardinality thresholds of 150,
300, 600, 1200, 2400 keypoints, in accordance with [77, 72]. Due to the very large size of
YFCC-100M, we randomly sample five image pairs from each of the 72 scenes for evalu-
ation. In order to accelerate computation, we resize YFCC-100M images from an original
average resolution of 444 × 625 px to 267 × 375 px, preserving aspect ratio. We resize
HP-Sequences images from an original average resolution of 768 × 1078 px to 307 × 431
px, also preserving aspect ratio.

Analysis

We present a graphical representation of results on both datasets in Figure 3.3; due to space
constraints we provide the two full tables in the Appendix. We also provide comparisons of
methods according to feedforward runtime in the Appendix. We note that the top-achieving
method differs among homography datasets and wide-baseline stereo datasets: SuperPoint
and FAST for illumination-invariance on homography, Harris and FAST for viewpoint-
invariance on homography; D2-Net performs poorly on homography and well on wide-
base line; SuperPoint follows the opposite trend. Notably, the FAST detector appears to
perform well in both regimes. R2D2 and LF-Net have a rapid increase in repeatability as
the number of keypoints increase.
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Figure 3.3: D-stage results depicting repeatability as a function of keypoint budget. Top:
hD, on the two splits of a homography dataset (HP-Sequences), one with illumination-
variant image sequences, and the other with viewpoint-variant image sequences. Below:
wD, on the test split of a wide-baseline stereo dataset (YFCC-100M).
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DETECTORS DESCRIPTORS MATCHERS VERIFIERS

HARRIS [186], MSER [58] SIFT DESC. [21, 22] ONE WAY W/O RATIO TEST W/O BIJECTION RANSAC [169], LMEDS [200]
HARRIS-LAPLACE [59, 61], FAST [73] PCA-SIFT DESC. [51], SURF DESC. [32] ONE WAY W/O RATIO TEST W/ BIJECTION DEEP FUNDAMENTAL MATRIX [70]

DOG [22], ROOTSIFT DESC. [28], CONVOPT [78] ONE WAY W/ RATIO TEST W/O BIJECTION LEARNEDCORR [94], MLESAC [201]
DDET/COVDET [53], KEY.NET [31] DEEPDESC [79], BRIEF [38] ONE WAY W/ RATIO TEST W/ BIJECTION EIG-FREE [41], N3 NET [69]

GLAMPOINTS [87], TFEAT [30], UCN [40, 197] TWO WAY W/O RATIO TEST ORDER-AWARE NET [97]
HARRISNET (OURS) SPREAD-OUT HARDNET [99] TWO WAY W/ RATIO TEST NG-RANSAC [36]

SIFTNET (OURS), BRISK DESC. [54] SUPERGLUE [76] combinations of Deep + classical
ORB DESC. [75]

JOINT DETECTOR-DESCRIPTORS

BRISK [54], CONTEXTDESC [57] D2-NET [43], KAZE [25], LF-NET [68],
ORB [75], R2D2 [72], ROOTSIFT [28] SIFT [22], IMIPS [39],

PCA-SIFT DESC. [51], LIFT-TF [95], SUPERPOINT [42], SURF [32]

Table 3.1: “Front End” Search Space. Open-source methods of each group are listed
in chronological order. All classical front-end implementations (not deep nets) are from
OpenCV or VLFeat, all dating to 2014 or earlier. Methods that lacked publicly available
models and source code at the time of experiments included: Quad-Networks [77], Self-
Improving Visual Odometry [210], Epipolar Adaptation [93], KeyPointNet + IO-Net [83],
Reinforced SuperPoint [33] (five detectors), and the SuperGlue matcher (Source code has
since been made publicly available for SuperGlue).

[76].

3.4 Detection and Matching (DM) Benchmark

In this section, we present the combinatorial DM stage of our Deep Front-Ends benchmark,
corresponding to descriptor description and matching (M) using detections from the (D)
stage. We define the problem and discuss the choice of suitable evaluation metrics and
evaluation datasets. For the DM benchmark, we use the same splits of YFCC-100M and
HP-Sequences as employed in the D benchmark.
Problem Description and Evaluation The DM task is defined as, given an image pair,
detect features, form a fixed dimensional descriptor vector to describe each feature, and
then match their descriptors, providing putative correspondences. We evaluate four metrics
(described below: Inlier Ratio, PMR, MMA-AUC, UIF-LB) on both homography (HP-
Sequences) and wide-baseline (YFCC-100M) datasets, but can compute another two met-
rics (MCovFrac and M-Score) only on the homography dataset due to the lack of per-point
co-visibility information on YFCC-100M [207], which these two additional metrics re-
quire.
Inlier Ratio Measures the precision of matching and the descriptor’s discriminative ability
as (#Correct Matches/#Putative Matches). We define correct matches (true positives) as
putative correspondences with 3 px deviation from a pixel-pixel mapping (homography)
[62] or 3 px from a pixel-to-line mapping (symmetric distance from the epipolar line) [40].
The Inlier Ratio has significant performance consequences for robust estimation modules
that use feature matches, such as RANSAC, where execution times increase exponentially
as the inlier ratio decreases [195].
Putative Match Ratio (PMR) PMR is the quantity of features useful for generating matches:
(#Putative Matches/#Covisible Features Proposed) [195].
Matching Score (M-Score) [63, 195, 43, 31, 95] The matching-score is the product of
PMR and the Inlier Ratio [195]. In other words, it is the ratio of ground-truth correspon-
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dences that can be recovered by the two detection-description stages, over the number of
features proposed by the detector in the shared viewpoint region, per LIFT [95].
Mean Matching Accuracy Area-Under-the-Curve (MMA-AUC) Since the 2.5 or 3 pixel
true positive (TP) threshold in Inlier Ratio and M-Score is arbitrary, MMA instead evalu-
ates the Inlier Ratio (matching-precision) at different thresholds from 1 to 10 px [43, 72],
averaged over many image pairs. We define MMA-AUC as the area under this curve, pro-
viding a single scalar with information about how inlier ratios fluctuate with the choice of
TP threshold.
Matching Coverage Fraction (MCovFrac) Measures the coverage of the covisible por-
tion of an image by correctly matched key points. A coverage mask is generated from true
positive keypoints, each one adding a disk of fixed radius (25px) [26, 87]. Because YFCC
does not provide co-visibility information, we report MCovFrac only on HP-Sequences.
Usable Image Fraction Upper Bound (UIF-UB) Given nc correct correspondences em-
bedded in np putative correspondences for a single image pair, and given the size of a
minimal inlier set nmi, the feasible usability of this i’th image is ζi = 1{nc ≥ 5 · nmi}. In
other words, an accepted practice is to require 5x correct correspondences as the number
of minimal correspondences. Thus, an upper bound on the verifier’s performance (given
a perfect verifier) is formed by averaging ζi over nD images in the dataset D: 1/nD

∑
i ζi.

For a homography, this is the number of image pairs that have at least 4 × 5 = 20 correct
correspondences retrieved by the DM stages; for an Essential matrix [176], 5 × 5 = 25,
and for a Fundamental matrix, 8× 5 = 40.
Combinatorial Search Problem for Methods Our combinatorial search space for DM
consists of 9 detectors, 10 descriptors, 11 detector-descriptors (see the first two columns of
Table 3.3). This provides 9×10 = 90 pairwise combinations by combining a detector-only
and descriptor-only method, and another 11 from joint detector-descriptors. In practice, a
novel pair is formed by using a detector-only pair to detect m keypoints, which are then
passed to the descriptor-only method for description. For many models, the detector and
descriptor are not advertised as separable, e.g. SIFT [22] and SURF [32], but can be sepa-
rated in practice, e.g. by using Harris keypoints with the SIFT descriptor.

Of course, there is varied input for different methods at intermediate stages. For exam-
ple, we note that several descriptor-only methods accept as input entire images, e.g. UCN
[40] and SIFTNet (see Appendix). Therefore, in such scenarios, when a detector passes m
keypoints to a descriptor-only method, instead of feeding in local patches, an entire image
is passed to the descriptor-method, and then embeddings are selected at all m keypoints.
When the descriptor requires a scale or orientation which the detector cannot provide, we
use a default value (see Appendix).

We aim to preserve the fidelity of the original authors’ implementation (including pre-
scribed matching strategy) as much as possible; additional details about the matching
schemes employed are provided in the Appendix.

Results

We present the M-stage results on a homography dataset (HP-Sequences) in Figure 3.4 and
M-stage results on a wide-baseline stereo dataset (YFCC-100M) in Figure 3.5. We pro-
vide a comparison of relative feedforward runtimes for different methods in the Appendix.
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Across both datasets, we find a number of common trends. First we discover that the inlier
ratio (matching-precision) is directly correlated to MMA AUC, intuitive because the inlier
ratio is a single point on the MMA curve. Second, surprisingly, we find no correlation
between UIF-UB and the inlier ratio. However, when examining usability, we discover that
even if the inlier ratio is low, a high PMR can drive up the UIF-UB metric (see Figure 3.5).
When PMR is high, a larger amount of feature detections are converted to matches, provid-
ing a balancing force even if they are incorrect.

In the homography setting of the M-stage, we make a number of discoveries. First,
viewpoint-variant images are more challenging than illumination-variant images for all
detector-descriptor pairs. Since Inlier Ratio is more interpretative, we report Inlier Ratio in
Figure 3.4. We find that the usability of the top methods are nearly identical: A classical
detector like FAST/Harris combined with OpenUCN/SpreadOut HardNet achieve greater
than 97% usability. Joint methods like R2D2 and ConvOpt make an appearance in top-10
ranks by usability in the homograpy dataset, unlike their absence in wide base line methods.
No other metric demonstrates a high correlation with UIF-UB: low PMR is bad but high
PMR does not guarantee a good usability. Methods like SuperPoint and MSER+SURF have
high inlier ratio but lower usability. Matching Coverage Fraction surprisingly turns out to
be the most correlated with usability.

In the wide-baseline setting of the M-stage, we make a number of discoveries. Notably,
SIFT provides the highest inlier ratio of any method, outperforming the 2nd-ranked method
HarrisNet+TFeat by 11% (73% vs. 62%). When comparing usability of the method for
Essential Matrix or Fundamental Matrix estimation, we discover that the ability to estimate
one matrix is nearly identical with the other. Accordingly, we show only E-Matrix usability
in Figure 3.5. FAST+OpenUCN provides the most usability, outperforming ContextDesc
by 2% (100% vs. 98%). No single detector “wins” for usability (UIF-UB), and classical
and deep methods perform about as well; FAST, Harris, ContextDesc, and SURF perform
similarly on UIF-UB.

3.5 Detection, Matching, and Verification (DMV) Benchmark

In this section, we discuss the DMV system-wide benchmark, corresponding to all three
combined front-end stages. We define the task, evaluation metrics, and present experi-
mental results. This final benchmark measures the quality of the entire feature-matching
system. An end-to-end evaluation of front-ends is important because feature detectors in
and of themselves have little utility. Feature descriptors do have have utility, for example as
bags of visual word (BoW) elements for applications such as image database retrieval and
cross-time localization [179]. Most 3D computer vision applications cannot afford high
descriptor outlier rates and thus require all three of the DMV phases.
Problem Description The DMV task is defined as, given an image pair, detect features,
match their descriptors, verify the putative correspondences by providing binary labels, and
present the final, verified correspondences. In other words, the verification stage shatters
the putative correspondences into two sets – inliers and outliers – by performing binary
classification. If the user cannot provide such binary labels, but can only estimate an E or
F matrix, this is also acceptable, as we will immediately classify each putative correspon-
dence according to a fixed epipolar constraint violation threshold ρ. Indeed, after DMV,
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one should be able to assume the verified correspondences are practically noise-free and
directly employ them in the Normalized 8-Point [175] or 5-Point [176] algorithms, with-
out any further filtering. After DMV, the “front-end” is considered completed, and the
“back-end” [211] begins its work.
Method Combinations We present a large combinatorial search problem for DMV: iden-
tifying the three most effective detectors, descriptors, and verification algorithms to use
together for a specific end-to-end task. Our combinatorial search space for DMV consists
of 808 possible (detector, descriptor, verifier) triplet combinations: (9 × 10) + 11 = 101
from the DM stage, and and 8 verifiers (see Table Table 3.3, giving (90 + 11)× 8 = 808 ,
which represents a non-trivial amount of evaluation computation. Several verification (V)
methods require specific side information [70, 102] from specific detectors and cannot be
paired with arbitrary detection-descriptor pairs. Accordingly, we exclude them from our
benchmark. We discuss evaluation and implementation details in the Appendix.
Datasets In the DMV benchmark, we exclusively use the YFCC-100M dataset. Homog-
raphy based datasets are not suitable for such a verification benchmark for a number of
reasons, mainly because the scenes are not representative of the real 3d world and while
at least two deep homography estimation models [212, 213] have been proposed, the pre-
trained models are not publicly available. In addition, several deep verifiers [94, 69] re-
quire knowledge of camera intrinsics for normalization of image coordinates, which HP-
Sequences cannot provide.
Evaluation We define a new metric, the Usable Image Fraction (UIF). Significantly more
stringent than its upper-bound, UIF-UB, the UIF states that for each image pair, a method
must generate at least 5x the number of minimal correspondences, with 100% purity. The
UIF is the fraction of image pairs in the dataset that are “usable” for E- or F-matrix estima-
tion. Others have defined metrics to measure F-matrix estimation using virtual points [70];
however, we find that these metrics are less interpretable for practitioners than the UIF.

Analysis
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(a) Top 10, sorted by UIF-UB (forH), and other representative entries

(b) Top 10, Sorted by Inlier Ratio

Figure 3.4: Homography DM (hDM) results on HP-Sequences. (top) From left-to-right,
we show the top-10 performers on usability for homography estimation (UIF-UB), and
other representative entries. (bottom) Top-10 performers according to Inlier Ratio. We
note that viewpoint-variant sequences are more challenging than illumination-variant se-
quences. We provide the full table in the Appendix.

52



Figure 3.5: Wide-baseline stereo descriptor matching (wDM) results (YFCC-100M). From
left to right, the 20 top-ranking methods (of 102 methods) are presented, (top) sorted ac-
cording to their E-Matrix estimation usability, or (bottom) according to inlier ratio. It
appears that high PMR may help boost E-Matrix estimation usability. We provide the full
table in the Appendix.
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DoG+ConvOpt BRISK Key.Net+SpreadOutHardNet SIFT FAST+SpreadOutHardNet DoG+OpenUCN
+OA-Net +OA-Net +OA-Net +LMedS +NG-RANSAC +RANSAC
42.22% 25.56% 25.28% 24.44% 7.50% 0.00%

Figure 3.6: Performance of six DMV systems on YFCC-100M. Rows 1-2: Grand Place
Brussels, Rows 3-4: Paris Opera, Rows 5-6: Florence Cathedral Dome Interior, Rows
7-8: Pantheon Interior.
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SIFT R2D2 SuperPoint D2Net LIFT SURF+BRIEF
+RANSAC +OA-Net +OA-Net +OA-Net +OA-Net +MLESAC

14.44% 12.22% 3.89% 0.56% 0.56% 0.00%

Figure 3.7: Performance of six DMV systems on YFCC-100M. Rows 1-2: Grand Place
Brussels, Rows 3-4: Paris Opera, Rows 5-6: Florence Cathedral Dome Interior, Rows
7-8: Pantheon Interior.
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DoG+ConvOpt BRISK Key.Net+SpreadOutHardNet SIFT FAST+SpreadOutHardNet DoG+OpenUCN
+OA-Net +OA-Net +OA-Net +LMedS +NG-RANSAC +RANSAC
42.22% 25.56% 25.28% 24.44% 7.50% 0.00%

Figure 3.8: Performance of six DMV systems on YFCC-100M. Rows 1-2: Westminster
Abbey, Rows 3-4: Sacre Coeur, Rows 5-6: Notre Dame Front Facade, Rows 7-8: Grand
Central Terminal.
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SIFT R2D2 SuperPoint D2Net LIFT SURF+BRIEF
+RANSAC +OA-Net +OA-Net +OA-Net +OA-Net +MLESAC

14.44% 12.22% 3.89% 0.56% 0.56% 0.00%

Figure 3.9: Performance of six DMV systems on YFCC-100M. Rows 1-2: Westminster
Abbey, Rows 3-4: Sacre Coeur, Rows 5-6: Notre Dame Front Facade, Rows 7-8: Grand
Central Terminal.
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Figure 3.10: Wide-baseline stereo DMV (wDMV) results. (From left to right): the top-10
entries out of 808, sorted by E-matrix usability fraction (UIM-LB). Rightmost 11 entries:
a representative sampling of other methods in the remaining 808− 10 = 798 methods .

We provide a graphical representation of quantitative results in Figure 3.10. Because of
the huge amount of entries in each table, we provide a link1 to CSV files with the complete
results. Because performance comes at a cost, we additionally report the computational
cost (in feedforward runtime) per method in the Appendix. We also provide qualitative
examples of verified correspondences from our top method (DoG + ConvOpt+OA-Net)
and a traditional system (SIFT+RANSAC) in Figure 3.6. Surprisingly, none of the recently
proposed joint detector-descriptors [42, 72, 43, 39, 68] appear in the top-10 entries, when
ranked by usability for the F-matrix (UIF). While intuition might suggest that RANSAC
should provide a system with near 100% verification precision, we see in practice that this
is not the case. If there are insufficient inliers even to form a minimal set, one can expect
a degenerate E or F matrix estimate. Like Jin et al. [214], we note that simultaneously
increasing the strictness of the inlier threshold and number of iterations for RANSAC pro-
vides a significant performance boost; decreasing the inlier threshold from 3 px (OpenCV
default) to 0.5 px and increasing the correctness confidence from 0.99 (OpenCV default) to
0.999 increases the UIF of SIFT+RANSAC from 14% to 25%.

3.6 Additional Runtime Experiments

In this section, we perform a comprehensive evaluation of runtime requirements for each
DMV combination. We test each combination in isolation, averaging 50 passes over each
of 4 image pairs (200 forward passes per combination). We use a 4-core CPU (Intel(R)
Xeon(R) CPU @ 2.20GHz, 15 GB RAM) with a NVIDIA Tesla T4 GPU (14 GB RAM).

1https://github.com/deep-front-ends/deep-front-ends
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(a)

Figure 3.11: wDMV (YFCC-100M) combined runtime analysis.

All methods that can utilize a GPU are executed on a GPU, else run on the CPU. We run
this timing analysis on two image resolutions: VGA (480× 640) and QVGA (240× 320 ).

In Figure 3.11, we show a comparison of combined DMV runtime for the top-10 meth-
ods, and a representative sampling of other methods. Although Dog+ConvOpt+OA-Net
has slightly higher Usable Image Fraction (UIF) than Dog+RootSIFT+OA-Net (42.22%
vs. 41.67%), its drastically higher runtime (2.551 sec. vs. 290 millisec.) demonstrates that
for practitioners with real-time requirements, instead Dog+RootSIFT+OA-Net is a superior
choice.

In Figure 3.12, we show a comparison of where performance costs are paid per stage in
a DMV pipeline. Key.Net [31] detection is exceptionally slow, dramatically slowing down
the Key.Net +SIFTNet+OA-Net combination. MLESAC [201] is the slowest verifier. We
see that RootSIFT’s performance costs are significantly cheaper for descriptor formation
and matching than ConvOpt [78] or Open-UCN [40, 197], leading to significant runtime
gains across the DMV system.

3.7 Discussion: Deep Front Ends

In the above sections of this chapter, we have given a snapshot of the state of the art in
the front-end for visual SLAM and SfM. We discover that deep detectors optimized for re-
peatability cannot beat a combination that includes a classical detector such as DoG when
it comes to usability for the Essential or Fundamental matrix. Our results suggest that opti-
mizing for repeatability may not be the optimal approach to building a front-end for SLAM
or SfM. We find a surprising parity between deep and classical descriptors for usability, and
find OA-Net [97] provides excellent verification performance for practitioners. We make
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Figure 3.12: wDMV (YFCC-100M) per-stage runtime analysis. Runtime comparison of
the top-10 performing methods, and a sampling of other methods from the 808 tested. At
VGA resolution (shorter image size is 480 px)

our code (including a full suite of unit tests for each evaluation metric) publicly available
at https://github.com/borglab/gtsfm.

3.8 GTSFM: Incorporating the Deep Front End

Building accurate maps of the world is essential for spatial artificial intelligence (AI), with
applications from autonomous robots to AR/VR. Structure from Motion and multi-view
stereo (MVS) have proven to be effective methods for creating maps with vision-only in-
puts. For certain types of scenes with simple to medium complexity, high-fidelity world
models can be easily extracted with tools such as COLMAP [216]. This pseudo-ground
truth enabled new breakthroughs in machine learning, enabling methods such as NERF
[217], NerFormer [218], accurate monocular depth predictions for humans [219], and much
more.

However, state-of-the-art SfM techniques are incremental and accordingly are slow on
large datasets. Incremental SfM commences by finding a good first image pair, then tri-
angulating 3D points from two-views, then adding one additional image pair at a time,
registering it to the 3d points, then performing bundle adjustment, removing outliers, and
continuing until all possible image pairs have been registered. This is certainly not the only
possible approach; global SfM methods have also been explored for some time [220, 103,
221, 222, 146, 145, 223], but are known to suffer from poor accuracy [224].

Why is global SfM not sufficiently accurate? Without noise from ‘front-end’ measure-
ments, Global SfM would be exact. A single false positive can seriously degrade perfor-
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Figure 3.13: Qualitative results of GTSFM on the Lund Door dataset, consisting of 12
images. (Left) Depth maps, generated by PatchmatchNet [215]. (Right) Multi-view stereo
output (aggregation of backprojected depth maps).

mance. A key problem is that reasoning about outliers is challenging. Techniques from
sequential methods, such as filtering out measurements inconsistent with the current model
at each step, are not directly applicable in a global setting. It is harder to reason a priori
about which measurements are unreliable.

One way to think about the SfM or SLAM problem is to divide SfM into a front-end,
and a back-end (optimization). The hardest part of SfM is correspondence, and when to
trust correspondences, and of all the places where deep learning can be injected into the
geometric modeling of SfM, feature matching is the most apparent part.

In this work, we aim to overcome these accuracy shortcomings by injecting deep learn-
ing into the SfM front-end. Deep front-ends still produce some noisy measurements, so we
investigate new methods to make the system robust to this noise.

3.9 Related Work

A traditional SfM system computes keypoints, descriptors, matches, and verifies corre-
spondences. But very little, if any of 20 years of research on using machine learning for
the front-end, has been translated into practice or incorporated into libraries today, from
OpenSfM [19] to OpenMVG [19] to Theia [20] to COLMAP [216]. A generation of re-
search (two decades) in machine learning for the ‘front-end’, but no state-of-the-art SfM
system today uses deep learning. SfM systems were created before deep learning began to
show promise in this domain, thus all components are hand-crafted. Furthermore, end-to-
end methods for SfM aren’t accurate enough. Accordingly, we utilize local features and
well-modeled geometry in the back-end.

3.9.1 Incremental SfM

Incremental SfM traditionally uses point correspondences to iteratively establish camera
poses and global structure. Pollefeys et al. [225] introduced some of the modern frame-
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Figure 3.14: System diagrams of Incremental vs. Global SfM.

work for incremental SfM, which was expanded to massive datasets in Bundler [226], Visu-
alSfM [227], and COLMAP [216]. Benchmarks such as Tanks and Temple [224] indicate
that COLMAP represents the state-of-the-art over both incremental and global SfM, but
COLMAP can be slow in practice. COLMAP has been extended in many ways, such as the
use of feature volumes to refine track measurements in Pixel-Perfect SfM [228].

3.9.2 Global SfM

In Global SfM, also known as non-sequential SfM or batch SfM, one matches all possible
image pairs, obtains a large number of two-view pose constraints, synchronizes all of these
binary rotation measurements with some form of least squares, then estimates the camera
positions, triangulate 3D points, and use a single bundle adjustment to refine points and
poses. Both incremental and global SfM are subject to a feature matching stage withO(n2)
complexity for n images. Global SfM is not new – Govindu introduced formulations for it
two decades ago [220, 103, 221].

An advantage of Global SfM is its ability to exploit redundancy. For a graph with nodes
as camera poses, and edges as two-view pose measurements, we can exploit all of the links
in a graph, to average out noise and distribute error evenly across the entire graph. For a
dataset of N images, there can be up to N(N−1)

2
pairs for which the relative motions can be

estimated, potentially providing a highly redundant set of observations can be efficiently
averaged [103]. However, the community has yet to find techniques to use this redundancy
to an advantage in accuracy.

Many global SfM systems rely upon rotation averaging for accurate bundle adjustment
initialization [229]. OpenMVG [19] uses Martinec and Pajdla’s least-squares rotation aver-
aging [230] technique. New rotation averaging methods have recently been proposed, such
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as Shonan Rotation Averaging [119] and Rotation Coordinate Descent (RCD) [231].
DISCO [222] initializes a solution using a discrete Markov random field (MRF). Dis-

tributed SfM has been explored in HyperSfM [232, 233] and DAGSfM [234].
Other approaches to large-scale SfM rely upon external measurements, such as GPS,

IMU, and wheel encoders. For example, Google’s city-scale SfM project, Street View SfM,
uses 9.2 billion panoramic images [235] by combining local models. They avoid O(n2)
matching by using the natural linear path of the vehicle trajectory to establish potential
connectivity between images; only images within a fixed window of each other along the
path are considered for joint participation in image tracks. A window size of 1500 cameras
(a 100-panorama window of a 15-camera rosette) is used, and sub-centimeter accurate
relative poses come purely from IMU measurements, instead of from RANSAC.

3.9.3 Outlier Rejection for SfM

Outlier rejection is critical to successful SfM. Not only is it very difficult to triangulate
points from inexact camera positions, but Bundle Adjustment with Gaussian noise models
cannot deal with outliers. While incremental systems can reject outliers at each registration
stage via reprojection error, global SfM does not enjoy this privilege, and its performance
is heavily reliant upon low outlier rates. Global SfM systems instead utilize a number
of elaborate outlier rejection techniques to eliminate noisy measurements to prevent them
from playing a role in joint optimization.
Relative Pose Consistency The most common outlier rejection approaches rely upon cycle
consistency [236] of relative measurements within triplets. For example, [147] accumulat-
ing these deviations over a large set of loops one can obtain the statistics needed to infer the
the set of false positives. Likewise, Enqvist, Kahl, and Olsson [146] and Moulon et al. in
OpenMVG [145, 19] by composing rotations in a cycle and measuring the deviation from
identity. 1dSfM [209] rejects outlier translation directions based on consistent ordering on
1d projections. Theia [20] also uses filtering based on global-to-relative agreement heuris-
tics. Instead of using hand-crafted heuristics, Phillips [237] uses graph neural networks
(GNN) to introduce learning-based cycle consistency on the keypoint match graph, instead
of relative pose graph.
RANSAC Another technique for outlier rejection is to generate random spanning trees
from relative poses in a RANSAC-like scheme [229] for estimating global camera poses,
such that

wRi = wRj

(
jRi

)
(3.1)

roughly holds for as many relative rotations as possible.
Point Correspondence Consistency Other approaches reason about the consistency of
point correspondences. Sweeney et al. [223] optimizes a cost function that penalizes epipo-
lar transfer error [238] in each of 3 views for image triplets.

3.9.4 Multi-View Stereo

MVSNet [239] was a pioneering work, which showed how to use differentiable homogra-
phy warping to create a 3D cost volume. PatchmatchNet [215] removed the 3D cost volume
by introducing an iterative multiscale Patchmatch [240] in an end-to-end trainable archi-
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tecture. Some MVS methods are scene-specific, e.g. NeRF and many of its variants. NeRF
[217] allows generated depth maps for rendered novel views as the expected termination
of each camera ray in the encoded volume. MVSNerf [241] combine NeRF and learning-
based MVS, and evaluate depth reconstruction error, instead of only view synthesis quality.

3.10 Approach

GTSFM is a new global SfM library that exploits the following modules:

3.10.1 Front-End

We use a deep detector, SuperPoint [42], with a deep matcher, SuperGlue [76], and a
RANSAC verifier. We optionally follow with two-view bundle adjustment as recom-
mended by [242].

3.10.2 Outlier Rejection

We experiment with a number of different outlier rejection types.
Rotation Cycle Consistency In a noise-free setting, we have a consistency criterion over
loops L of image pairs ek:

RL = Re|L| × · · · ×Re1 = I, ek ∈ L (3.2)

However, in a setting with noisy measurements Rek , we can find all loops L ∈ Lk that an
image pair ek participates in, i.e. Lk = {L | ek ∈ L} and accept those with a median cycle
error below a certain threshold εcycle. More formally, we assign a label {yk} ∈ {0, 1} for
each image pair edge ek according to:

yk = median
L∈Lk

{
‖ log(RL)‖2 | ek ∈ L

}
< εcycle (3.3)

where log is the logarithmic map, extracting the magnitude of the axis-angle representation.
We reject all image pairs that fall into Ereject = {ek | yk = 0}. In practice, we find that the
median operator provides a better tradeoff of precision and recall than the min operator,
which optimizes recall but not precision (as it allows false positives).
Epipolar Point Transfer Given known epipolar geometry between a triplet of images,
we can (in certain cases) know exactly where a corresponding keypoint should be found
within a 3rd image. This allows us to “transfer points” to a 3rd image, using intersection of
epipolar lines (via Fundamental matrices). Hartley and Zisserman [238] (on p. 380) show
how to do this. Suppose we know the three fundamental matrices F21, F31 and F32 relating
the three views, and let points x and x′ in the first two views be a matched pair. We wish
to find the corresponding point x′′ in the third image.

The required point x′′ matches point x in the first image, and consequently must lie
on the epipolar line corresponding to x. Since we know F31, this epipolar line may be
computed, and is equal to F31x. By a similar argument, x′′ must lie on the epipolar line
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Figure 3.15: Qualitative results of GTSFM on the Skydio-Crane-Mast-32 dataset (top row),
and NASA asteroid data, as captured by a telescope during the RC-3 of the Dawn spacecraft
as it entered an Rotation Characterization 3 (RC3) orbit around the asteroid Vesta (middle
and bottom rows).
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F32x
′. Taking the intersection of the epipolar lines gives:

x′′ = (F31x)× (F32x
′) (3.4)

Similar details can be found in Section 3.1 of [223]. However, this method suffers from
degeneracy near the trifocal plane, and we find it to be less effective.
Trifocal Tensor Point–point–point correspondence. Given point x in view 1, x′ in view 2,
and x′′ in view 3, ...

[x′]×

(∑
i

xiTi

)
[x′′]× = 03×3 (3.5)

We follow the implementation of Julia and Monasse [242], but instead of extracting
camera poses from T, we count the number of inliers.

3.10.3 Rotation Averaging

We solve for the rotations of global camera poses via multiple rotation averaging [243].
We use only the relative rotation measurements corresponding to image pair edges in the
largest connected component of the relative pose graph. The problem can be defined as:

argmin
R1,...Rn∈SO(3)

∑
(i,j)∈N

d(iRj,
iRw

wRj) (3.6)

(modifying Hartley’s notation).
We use Shonan [119]. In Shonan Averaging [119], the maximum likelihood problem is

posed as:

max
R∈SO(d)n

∑
(i,j)∈E

κijtr(wRi
iRj

jRw) (3.7)

In the paper’s notation,

max
R∈SO(d)n

∑
(i,j)∈E

κijtr(RiRijR
T
j ) (3.8)

Shonan uses a convex relaxation based off of

f ∗MLE = min
R∈SO(d)n

tr
(
LRTR

)
(3.9)

where R = (R1, . . . ,Rn) is the d × dn matrix of rotations Ri ∈ SO(d), and L is the
connection Laplacian, a symmetric (d × d)-block-structured matrix constructed from the
measurements iRj .

3.10.4 Translation Averaging

Given camera rotations in a global frame, and pairwise translation directions, we recover
the position of each camera (translation in a global frame. We use 1dSfM [209], which
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Figure 3.16: Qualitative results on Lund-Door-12 dataset, before (left) and after (right)
bundle adjustment and filtering of 3d points by reprojection errors.

optimizes a chordal error:

errch(T ) =
∑

(i,j)∈E

dch

(
t̂ij,

tj − ti
‖tj − ti‖

)2

(3.10)

where dch is defined as:
dch(u,v) = ‖u− v‖2 (3.11)

3.10.5 Data Association + Triangulation

We triangulate points using DLT followed by non-linear refinement.

3.10.6 Bundle Adjustment

We refine the initial camera poses and triangulated point cloud using bundle adjustment
(see Figure 3.16). We use the Bundler camera model for calibration, with a single focal
length f , two radial distortion coefficients k1, k2 (quadratic and quartic), and a image cen-
ter (u0, v0) (principal point) in pixels. We initialize the 6-dof SE(3) camera poses from the
global camera rotations estimated from Shonan Rotation Averaging and the global cam-
era positions estimated from 1dSfM, and refine points and camera parameters using the
Levenberg-Marquardt algorithm [244, 245].

Bundle adjustment is an optimization problem that refines an initial estimate. It can be
formally defined as follows: Given sparse points {Pj ∈ R3}, intrinsic parameters Ci of
the cameras, and camera poses {(wRi,

wti) ∈ SE(3)}Ni=1 for each image, represented as
rotation matrices and translation vectors [1]:

EBA(·) =
∑
j

∑
(i,u)∈T (j)

‖Π(iRwPj + itw; Ci)− pu‖γ (3.12)

where T (j) is the set of images i and keypoints u in track j, Π(·) projects to the image
plane, and ‖ · ‖γ is a robust norm.
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Figure 3.17: GTSFM system architecture.

3.10.7 Multi-View Stereo

We experiment with PatchmatchNet [215] and Instant NGP [246]. PatchmatchNet esti-
mates depth maps for each reference frame independently using source images are used as
evidence. For cameras with known intrinsics, e.g.u · dv · d

d

 = Kref ∗ pc (3.13)

Depth maps are then backprojected into a 3d point cloud via:

pc = K−1
ref ∗

uv
1

 · d (3.14)

and then brought into the world frame via:

pw = wTc ∗ pc = wTc ∗

xy
z

 (3.15)

Instant-NGP [246], on the other hand, estimates 3d structure jointly using a neural field.
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3.11 Experimental Results

We now present results on 4 datasets – one of easy difficulty, two of moderate difficulty,
and one of extreme difficulty.

3.11.1 Datasets

Lund-Door-12 The first, the simplest, is Carl Olsson’s Lund Door 12 image dataset2, fea-
turing very small baselines and almost no occlusion. Exhaustive matching over the 12
images yields 66 image pairs.
Skydio-Crane-Mast-501 A dataset of extreme difficulty, consisting of 501 images cap-
tured in Crane Cove Park, San Francisco3, featuring object symmetry, repetitive features,
thin structures, and extreme depth ranges (from centimeters up to several miles). It is cap-
tured by a drone that makes multiple horizontal circular passes around a crane tower, and
then makes multiple sweeps over the top of the tower. Sequential image matching over the
501 images with a 20 frame lookahead yields 9790 image pairs.
Skydio-Crane-Mast-32 A medium difficulty dataset, representing a 32-image subset of the
aforementioned Skydio Crane Mast dataset, but with views of only a single face of the four
crane mast faces, limiting the effect of false positives due to object symmetry. Exhaustive
image matching over the 32 images yields 496 image pairs.
Notre-Dame-20 A medium difficulty dataset, representing a 20-image subset of the 715-
image Notre Dame PhotoTourism dataset4 [199]. Exhaustive image matching of the 20
images presents 171 image pairs.

3.11.2 Evaluation

We quantitatively measure the effect of different front-ends on GTSFM’s performance,
using as ground-truth the output of COLMAP [216] on each dataset, a high-quality incre-
mental SfM system. Each front-end that we analyze includes Essential matrix estimation
with RANSAC, using Nister’s 5-Point algorithm [247]. We do not employ any two-view
bundle adjustment postprocessing on the estimated relative pose, to avoid influencing the
performance of the front-end. In order to remove the effect of spurious image pair mea-
surements that would be rejected in a real SfM system, We report front-end relative pose
errors only after discarding any image pairs with an inlier ratio below 10% and any image
pairs with less than 15 absolute inliers (per COLMAP’s convention [216]).

For several methods, in order to disambiguate the errors from the front-end vs. back-
end optimization, we illustrate what access to a front-end ‘oracle’ provides. The oracle has
access to ground truth pose errors, and thus our ‘oracle’ baselines discard erroneous front-
end measurements if the relative rotation or relative translation angular error with respect
to ground truth exceeds a threshold (5◦ in our experiments).

We evaluate 9 metrics per each front-end combination:

2Available at https://www.maths.lth.se/matematiklth/personal/calle/dataset/dataset.html.
3Available on Sketchfab at [download link] with high-resolution images provided by Skydio [download

link].
4Available online at http://phototour.cs.washington.edu/datasets/.
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Relative Rotation Angular Error: Defined as θrel.rot.error = ‖ log
(
i2R̂>i1 ◦

i2Ri1

)
‖2, mea-

sured in degrees, where (i1, i2) represent an image pair. We report both median and mean
values, over all image pairs.
Relative Translation Angular Error: Defined as θrel.trans.error = cos−1

(
i2 t̂i1 ·

i2ti1
‖i2 t̂i1‖‖

i2ti1‖

)
,

measured in degrees, where (i1, i2) represent an image pair. We report both median and
mean values, over all image pairs.
Relative Pose Error Deg.: Defined as max(θrel.rot.error, θrel.trans.error) the maximum of rel-
ative rotation angular error and relative translation angular error above, per the convention
of [104]. We report both median and mean values, over all image pairs.
# Cameras Localized: The number of cameras for which a global pose is estimated, cor-
responding to the cameras located in the largest connected component of the relative pose
graph after outlier rejection.
# Tracks (Unfiltered): Defined as the total number of keypoint tracks j over the entire
dataset.
3d Track Length (Unfiltered): Defined as the number of views in each keypoint track j.
We report both median and mean values, over all tracks.
Reprojection Error (Unfiltered): Defined as ‖Π(iRwPj + itw; Ci) − pu‖2, for 3d point
Pj from track j, view i, keypoint detection pu, and optimized camera pose (wRi,

wti), in
the notation of Equation 3.12. Reprojection error is measured in pixels. We report both
median and mean values, over all image pairs.
Global Rotation Angular Error: Defined as θglobal.rot.error = ‖ log

(
wR̂>i ◦ wRi

)
‖2, and

measured in degrees. We report both median and mean values, over all camera poses.
Global Translation Angular Error: Defined as θglobal.trans.error = cos−1

(
w t̂i·wti
‖w t̂i‖‖wti‖

)
, and

measured in degrees. We report both median and mean values, over all camera poses.

Table 3.2: Quantitative results on the Lund Door-12 dataset. As the dataset is quite simple,
all methods (except SIFT + Mutal Nearest Neighbor Matcher + OANet + RANSAC) local-
ize all 12 images in the largest connected component with very low error. Global rotation
and global translation angular errors are below 2 degrees for all methods, in both mean and
median. “Mutual NN” indicates a mutual nearest-neighbor matcher.

METHOD FRONT-END RESULTS BACK-END RESULTS
RELATIVE RELATIVE RELATIVE # CAMERAS # TRACKS 3D TRACK REPROJ. ERROR GLOBAL GLOBAL

DETECTOR MATCHER VERIFIER ROTATION TRANSLATION POSE LOCALIZED LENGTH (UNFILTERED) PX ROTATION TRANSLATION
+ DESCRIPTOR ANGULAR ERROR ANGULAR ERROR ERROR (DEG.) (UNFILTERED) (MED. / MEAN) ANGULAR ANGULAR

(MED. / MEAN) (MED. / MEAN) (MED / MEAN) (MED. / MEAN) ERROR (DEG.) ERROR (DEG.)
(MED. / MEAN) (MED. / MEAN)

ORB Mutual NN RANSAC 1.00 / 1.29 1.75 / 4.99 1.95 / 5.04 12 / 12 777 2 / 3.21 0.37 / 0.48 0.12 / 0.14 0.68 / 1.11
Brisk Mutual NN RANSAC 0.45 / 0.50 0.90 / 1.26 0.90 / 1.30 12 / 12 8493 3 / 3.67 0.22 / 0.31 0.02 / 0.01 0.05 / 0.08
KAZE Mutual NN RANSAC 0.30 / 0.43 0.75 / 1.03 0.82 / 1.06 12 / 12 5081 4 / 5.58 0.22 / 0.39 0.02 / 0.03 0.07 / 0.08
DoG + ConvOpt Mutual NN RANSAC 0.29 / 0.34 0.61 / 0.98 0.61 / 0.99 12 / 12 7148 4 / 4.73 0.16 / 0.27 0.01 / 0.01 0.03 / 0.04
DoG + ConvOpt Mutual NN OANet + RANSAC 1.21 / 2.08 1.97 / 7.06 2.17 / 7.23 12 / 12 3133 3 / 3.96 0.11 / 0.17 0.06 / 0.06 0.24 / 0.31
SIFT Mutual NN OANet + RANSAC 1.22 / 2.46 2.73 / 7.70 3.05 / 7.97 3 / 12 3037 3 / 3.91 0.07 / 0.10 0.48 / 0.33 0.89 / 0.80
SIFT Mutual NN RANSAC 0.29 / 0.34 0.54 / 0.90 0.58 / 0.92 12 / 12 10065 4 / 4.82 0.16 / 0.26 0.02 / 0.02 0.04 / 0.05
SuperPoint SuperGlue RANSAC 0.44 / 0.52 0.81 / 1.22 0.84 / 1.29 12 / 12 3125 4 / 4.16 0.46 / 0.60 0.04 / 0.04 0.13 / 0.16

3.11.3 Quantitative Results

In Table 3.2, Table 3.3, Table 3.4, and Table 3.5, we present quantitative results on the four
aforementioned datasets. In general, catastrophic front-end average errors (i.e. the presence
of significant outliers) indicates that a high quality solution will not be recoverable from
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Table 3.3: Quantitative results on the Notre-Dame-20 dataset, a medium-difficulty dataset.
Many methods localize with low error, but SuperGlue yields the highest recall (most num-
ber of images localized in the largest connected component) while maintaining low global
pose angular errors. The oracle is not needed for SuperGlue, but for SIFT, the oracle re-
duces global translation angular errors from 20◦ to 2◦ (a massive 10x reduction in this error
metric). Metrics essential for qualitatively good scene reconstructions are shown in red.
“Mutual NN” indicates a mutual nearest-neighbor matcher.

METHOD FRONT-END RESULTS BACK-END RESULTS
RELATIVE RELATIVE RELATIVE # CAMERAS # TRACKS 3D TRACK REPROJ. ERROR GLOBAL GLOBAL

DETECTOR MATCHER VERIFIER ROTATION TRANSLATION POSE LOCALIZED LENGTH (UNFILTERED) PX ROTATION TRANSLATION
+ DESCRIPTOR ANGULAR ERROR ANGULAR ERROR ERROR (DEG.) (UNFILTERED) (MED. / MEAN) ANGULAR ANGULAR

(MED. / MEAN) (MED. / MEAN) (MED / MEAN) (MED. / MEAN) ERROR (DEG.) ERROR (DEG.)
(MED. / MEAN) (MED. / MEAN)

ORB Mutual NN RANSAC 0.23 / 0.30 76.29 / 65.02 76.29 / 65.02 3 / 20 285 2 / 2.08 0.15 / 0.23 0.14 / 0.16 74.48 / 70.22
Brisk Mutual NN RANSAC 2.32 / 3.42 5.71 / 16.85 5.71 / 17.13 7 / 20 930 2 / 2.61 0.28 / 0.55 1.30 / 1.80 1.85 / 15.11
KAZE Mutual NN RANSAC 2.72 / 3.36 7.11 / 19.66 7.11 / 19.75 12 / 20 2220 2 / 2.95 0.31 / 0.59 0.68 / 1.03 3.80 / 11.14
DoG + ConvOpt Mutual NN RANSAC 1.41 / 3.14 4.43 / 11.23 6.10 / 11.54 11 / 20 1915 2 / 2.91 0.28 / 0.51 0.57 / 0.66 2.07 / 7.62
DoG + ConvOpt Mutual NN OANet + RANSAC 2.64 / 3.63 14.27 / 30.13 14.27 / 30.18 5 / 20 539 2 / 2.23 0.16 / 0.24 2.03 / 3.17 15.74 / 22.51
SIFT Mutual NN OANet + RANSAC 3.62 / 8.51 9.84 / 26.90 10.00 / 28.60 10 / 20 1101 2 / 2.48 0.19 / 0.30 0.62 / 0.94 2.82 / 7.36
SIFT Mutual NN RANSAC 2.41 / 5.55 4.92 / 13.46 5.46 / 14.83 17 / 20 3724 2 / 3.11 0.30 / 0.78 0.57 / 0.96 1.64 / 20.01
SIFT + Oracle Mutual NN RANSAC 1.33 / 1.40 1.78 / 2.03 2.29 / 2.27 13 / 20 2509 3 / 3.25 0.29 / 0.66 0.25 / 0.33 0.97 / 1.71
SuperPoint SuperGlue RANSAC 2.12 / 3.11 3.50 / 7.39 4.17 / 7.69 19 / 20 2330 2 / 2.44 0.47 / 0.72 0.58 / 0.84 1.45 / 3.12
Superpoint + Oracle SuperGlue RANSAC 1.69 / 1.85 2.29 / 2.25 2.45 / 2.61 19 / 20 1517 2 / 2.81 0.65 / 0.96 0.47 / 0.58 1.11 / 2.50

Table 3.4: Quantitative results on the Skydio-Crane-Mast-32 dataset, a medium-difficulty
dataset. Superpoint+SuperGlue+Ransac-E alone recovers global translation angular errors
of < 14◦ in mean, SIFT+Mutual-Nearest-Neighbor-Matcher+Ransac-E has double the er-
ror at 26◦. This is evident in the reconstruction: SuperGlue’s poses are accurate, while
SIFT’s are catastrophically poor. Metrics essential for qualitatively good scene reconstruc-
tions are shown in red. “Mutual NN” indicates a mutual nearest-neighbor matcher.

METHOD FRONT-END RESULTS BACK-END RESULTS
RELATIVE RELATIVE RELATIVE # CAMERAS # TRACKS 3D TRACK REPROJ. ERROR GLOBAL GLOBAL

DETECTOR MATCHER VERIFIER ROTATION TRANSLATION POSE LOCALIZED LENGTH (UNFILTERED) PX ROTATION TRANSLATION
+ DESCRIPTOR ANGULAR ERROR ANGULAR ERROR ERROR (DEG.) (UNFILTERED) (MED. / MEAN) ANGULAR ANGULAR

(MED. / MEAN) (MED. / MEAN) (MED / MEAN) (MED. / MEAN) ERROR (DEG.) ERROR (DEG.)
(MED. / MEAN) (MED. / MEAN)

ORB Mutual NN RANSAC 4.14 / 9.97 24.80 / 55.31 24.80 / 55.99 3 / 32 33 2 / 2.15 0.41 / 0.54 1.55 / 1.78 120.76 / 100.82
Brisk Mutual NN RANSAC 1.78 / 3.80 4.86 / 33.17 5.68 / 33.68 26 / 32 2995 2 / 2.41 0.83 / 1.77 1.41 / 1.58 41.89 / 47.72
KAZE Mutual NN RANSAC 3.38 / 8.17 7.88 / 46.33 8.77 / 47.68 28 / 32 5440 2 / 2.91 0.69 / 2.07 0.92 / 2.46 30.09 / 36.19
DoG + ConvOpt Mutual NN RANSAC 1.28 / 2.92 2.10 / 24.91 2.49 / 25.28 32 / 32 3514 2 / 2.74 0.70 / 1.41 1.01 / 1.11 27.54 / 52.41
DoG + ConvOpt Mutual NN OANet + RANSAC 3.16 / 10.05 42.16 / 53.85 42.16 / 54.12 3 / 32 68 2 / 2.13 0.15 / 0.22 0.29 / 0.27 12.70 / 10.70
SIFT Mutual NN RANSAC 1.85 / 4.55 2.91 / 33.80 3.63 / 34.34 32 / 32 5498 2 / 2.82 1.01 / 26.13 1.50 / 1.87 9.93 / 26.16
SIFT + Oracle Mutual NN RANSAC 1.15 / 1.38 1.20 / 1.45 1.62 / 1.85 25 / 32 4666 2 / 2.86 0.67 / 1.48 0.76 / 0.75 0.66 / 6.17
SuperPoint SuperGlue RANSAC 2.24 / 13.93 4.14 / 32.74 4.93 / 36.50 31 / 32 7678 2 / 2.65 0.87 / 1.31 0.52 / 0.82 0.66 / 13.35
Superpoint + Oracle SuperGlue RANSAC 1.13 / 1.36 1.35 / 1.67 1.70 / 2.04 32 / 32 9088 2 / 2.79 0.84 / 1.23 0.21 / 0.21 0.35 / 0.46

Table 3.5: Quantitative results on the Skydio-Crane-Mast-501 dataset, an extreme-difficulty
dataset. All non-oracle methods with high recall (i.e. the ability to estimate at least 90 of the
501 cameras) fail catastrophically, with average global translation angular errors over 50◦.
Metrics essential for qualitatively good scene reconstructions are shown in red. “Mutual
NN” indicates a mutual nearest-neighbor matcher.

METHOD FRONT-END RESULTS BACK-END RESULTS
RELATIVE RELATIVE RELATIVE # CAMERAS # TRACKS 3D TRACK REPROJ. ERROR GLOBAL GLOBAL

DETECTOR MATCHER VERIFIER ROTATION TRANSLATION POSE LOCALIZED LENGTH (UNFILTERED) PX ROTATION TRANSLATION
+ DESCRIPTOR ANGULAR ERROR ANGULAR ERROR ERROR (DEG.) (UNFILTERED) (MED. / MEAN) ANGULAR ANGULAR

(MED. / MEAN) (MED. / MEAN) (MED / MEAN) (MED. / MEAN) ERROR (DEG.) ERROR (DEG.)
(MED. / MEAN) (MED. / MEAN)

DoG + ConvOpt Mutual NN RANSAC 1.82 / 3.62 10.09 / 40.88 10.47 / 41.07 31 / 501 3937 2 / 3.11 0.73 / 1.39 1.48 / 2.08 2.39 / 9.74
SIFT Mutual NN OANet + RANSAC 2.84 / 7.33 59.06 / 65.45 59.28 / 66.43 19 / 501 1132 2 / 2.49 0.58 / 1.07 2.74 / 3.20 35.60 / 43.25
SIFT Mutual NN RANSAC 2.8 / 5.41 13.30 / 45.98 13.79 / 46.34 137 / 501 21626 2 / 3.07 3.29 / 7.66 9.98 / 9.61 50.75 / 54.78
SIFT + Oracle Mutual NN RANSAC 0.92 / 1.26 1.55 / 1.84 1.88 / 2.14 59 / 501 10881 2 / 2.60 1.10 / 4.34 4.73 / 4.99 27.46 / 36.02
SuperPoint SuperGlue RANSAC 4.83 / 39.69 20.85 / 48.70 27.02 / 65.13 91 / 501 26191 2 / 2.52 1.57 / 3.88 70.21 / 83.99 57.14 / 61.37
Superpoint + Oracle SuperGlue RANSAC 0.87 / 1.22 1.27 / 1.61 1.62 / 1.93 193 / 501 68913 2 / 2.50 0.74 / 1.09 5.68 / 5.61 7.43 / 15.44

back-end optimization. Among the many back-end optimization metrics we compute and
analyze, we find that only two consistently correlate closely with the visual quality of
the reconstruction – (1) the average global translation angular error (indicating the correct
relative placement of cameras, as a measure of precision) and (2) the number of cameras
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localized by Global SfM (recall). In practice, we find that global rotation angular error can
be low after bundle adjustment, even when the result is qualitative poor. However, the same
is not true for translation angular error, which is generally indicate of significant errors in
global pose estimation. We find that high relative pose error in the front-end is almost
always correlated with high global translation angular error after translation averaging
and bundle adjustment in Global SfM.

New deep front-ends that exploit learned matching [76] demonstrate superiority on
the medium-difficulty datasets, Notre-Dame-20 and Skydio-Crane-Mast-32 (see Table 3.3
and Table 3.4), but do not provide a high enough signal-to-noise ratio to solve the most
challenging of datasets, Skydio-Crane-Mast-501, where all front-ends perform poorly in a
global SfM framework (see Table 3.5). For Skydio-Crane-Mast-501, this is likely due to the
fact that most deep front-ends and deep matchers are trained to maximize recall on datasets
where covisibility is always guaranteed, which is not the case “in-the-wild,” leading to false
positives. Perhaps unsurprisingly, on an easy benchmark, Lund-Door-12, both classical and
deep-front-ends perform comparably and easily solve the task (see Table 3.2).

When comparing front-ends “in-the-wild”, we find that a newly released method, Su-
perPoint + SuperGlue + RANSAC-E [76] outperforms in recall and pose precision our best
performing D-M-V combination by UIF from an earlier snapshot in time (DoG + ConvOpt
+ Mutual Nearest Neighbor Matcher + OANet + RANSAC-E), which recovers only 3 of
32 and 5 of 20 camera poses on Skydio-Crane-Mast-32 and Notre-Dame-20, respectively.
Comparing against a classical SIFT-based front-end combination, we also see SuperGlue’s
advantages: on Skydio-Crane-Mast-32, the SuperGlue-based front-end has substantially
lower global translation angular error (0.66◦ / 13.35◦ in median / mean) than a SIFT-based
front-end (9.93◦ and 26.16◦), with comparable recall (31/32 vs. 32/32 of cameras local-
ized). It is also apparent on Notre-Dame-20, where the SuperGlue-based front-end achieves
much lower global translation angular error on average (1.45◦ / 3.12◦ in median / mean)
vs. a SIFT-based front-end (1.64◦ and 20.01◦), with comparable recall (19/20 vs. 17/20 of
cameras localized).

3.12 Appendix

3.13 Survey of Front-Ends

Deep front-ends for SLAM and SfM can be divided into two main categories: those based
on sparse local feature matching, and those based on dense, correspondence-free methods.
Methods of the latter category generally estimate either dense depth maps [248, 249, 250,
251, 252, 253] or relative poses (R, t) [254, 255, 256], or both [257, 258, 259, 260, 261].
Although dense, deep front-ends are promising, our focus is the former stream of work.

3.13.1 Survey of Local Feature Detectors

Handcrafted feature detection dates back at least 40 years to Moravec’s [184] corner de-
tector and the literature is extensive. Tuytelaars and Mikolajczyk [89] provide an early
survey. Although the earliest local features were represented as 2D points [186], oriented
circles from DoG [22], ellipses (Harris-Affine), and oriented ellipses (e.g. Harris-Affine
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with orientation assignment) have been proposed [262]. While, deep methods, rather than
classical methods, are a primary focus of this work, we provide a brief summary of classical
endeavors towards invariance and equivariance.

Rotational invariance of detectors was an early requirement. Moravec [184] achieved
it by comparing a patch with small shifted versions of itself and assessing stability via
summed square differences (i.e. the auto-correlation function/surface). Harris [186] achieves
rotational invariance by approximating both the auto-correlation surface and eigenanalysis
of the auto-correlation matrix using combinations of cheap mixed derivatives IxIy, I2

x, I
2
y

with respect to shifts (x, y). Beaudet’s Hessian detector [185] is also rotationally invari-
ant, by using the determinant of the Hessian of image intensity, i.e. IxxIyy − I2

xy. Fast
approximations of these second derivatives needed for the Hessian were introduced in the
Difference-of-Gaussians (DoG) [22] and SURF [32], which used box filters with heavily
discretized 2nd order Gaussian derivatives and integral images.

Many of these handcrafted detectors sought keypoints based on simple heuristics, such
as strong two-dimensional signal change indicates a corner. Other handcrafted heuristics
were also introduced, such as the “SUSAN” principle, stating that if one were to place a
circle around a keypoint, the center pixel should be sufficiently different from the intensities
along the perimeter of the circle [187].

A transition from hand-crafted to machine learning-based feature detection has been a
longstanding goal of the community. Neural networks [188], SVMs [52], decision trees
(FAST) [73], or boosting were employed.

Detectors introduced in the recent literature [42, 77, 72, 87, 93, 33, 31] are all based on
convolutional neural networks (convnets). We briefly review their supervision paradigms
in chronological order below. While the earliest supervision paradigm for convnets was to
imitate hand-crafted detectors, per TILDE [90], LIFT [95], and others [27], this approach
is no longer seen as state-of-the-art: by imitating handcrafted detectors, one can never learn
to outperform them. Homography supervision emerged as the next supervision paradigm;
While datasets with homography two-view relations exist, such as OxfordMatching [62]
and HP-Sequences [196], these datasets are very limited in size and are better suited for
testing. Although homographies naturally arising from pairs of images are desirable for
their realistic nature, plentiful training data with significant diversity can be obtained by
generating synthetic homography pairs. Specifically, these may be created from any image
source by sampling random homographies and applying the warp [42, 72, 31]. A third
paradigm was to use synthetically rendered shapes such as triangles and checkerboards
where corners are easy to define [42]; unfortunately, models trained on this data are not use-
ful for real-world application unless subsequently fine-tuned. Fourth, epipolar constraints
were introduced as supervision. While homography is useful, the 3D world is governed
by epipolar constraints. In this paradigm, one uses datasets with Fundamental-matrix two-
view relations to create strong negatives and possible positives [93]. Finally, very recent
work foregoes domain-specific supervision above by using downstream performance as su-
pervision. While the previous paradigms directly optimize detection evaluation metrics, a
superior approach may be to instead optimize downstream matching performance via end-
to-end learning. Keypoint selection can be considered an action that generates a reward in a
reinforcement-learning paradigm [33, 87]; ground-truth labels, i.e. usefulness for accurate
matching, can be determined on the fly.
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A trend in architecture design of such networks is to use fully-convolutional networks
over entire image input for simultaneous detection and description [42, 72], sharing param-
eters for both tasks. Earlier approaches required passing all patches of an image through
a convnet [77, 90]. Key.Net [31] showed how a FCN could not only differentiably extract
multiple maxima over a score map, but also use dramatically fewer parameters than others
by operating on image intensity derivatives input.

Equivariant5 detectors [53, 98, 42, 189, 31] have been a dominant area of research by
enforcing consistently high and low responses of a keypoint detector’s score map under
a geometric transformation of input image [77], or by determining ground-truth locations
with a pre-trained detector under equivariance [42].

3.13.2 Survey of Local Feature Descriptors

In the literature, many have designed handcrafted descriptors specifically for photomet-
ric, scale, and rotation invariance. The earliest hand-crafted feature descriptors date back
40 years to Moravec [184], a modified version of normalized cross-correlation of patches.
Schmid and Mohr [192] were the first to use differential invariants (the “local jet”) [263]
as keypoint descriptors. Lowe’s SIFT descriptor [21, 22] achieved invariance to constant
brightness changes by forming a 128-d vector from histograms of gradients in the local
keypoint neighborhood. Mahendran and Vedaldi [194] showed how SIFT could be com-
puted as a feedforward pass through a fully-convolutional network. RootSIFT [28] showed
how raising `1-normalized SIFT vectors to the 1/2’th power yields superior performance
for descriptor comparison; descriptor values are non-negative magnitudes of histograms by
definition. SURF [32] showed how a smaller 64-d descriptor could be formed by using
sums of derivatives and their absolute values, without orientation-based histograms. Miko-
lajczyk and Schmid [62] extended SIFT’s descriptor to form histograms over a log-polar
grid instead of a Cartesian one, which they name GLOH. A log-polar representation may
generate a better local representation by oversampling the immediate neighborhood of the
point [193, 44]. DAISY [86] extended the log-polar formulation of GLOH from a single
ring around the keypoint to multiple ring centers in a regular pattern around a keypoint.
BRIEF [38] aimed to speed up the matching by using binary descriptors instead of real-
valued ones, showing how simple intensity comparisons at randomly selected pixel-pairs
could approximate local gradients. BRISK [54] replaced BRIEF’s random pixel-pair sam-
pling with a deterministic sampling pattern, enforcing uniform density at any given radius
around a keypoint. Oriented FAST and Rotated BRIEF (ORB) [75] showed how the pixel-
pair sampling locations should be rotated before comparisons are computed.

Incorporating machine learning into feature descriptor methods has been a focus for
more than a decade. PCA-SIFT [51] learned a projection matrix from a rotated, scaled,
and flattened gradient image around a keypoint to a low-dimensional descriptor such that
variance is maximized in the new subspace. Winder and Brown [92, 91] used SfM to
create patch training data from collections of tourist photographs; derivative-free Powell
optimization [264] could then be used to optimize the parameters of a SIFT- or GLOH-
like descriptor algorithm. ORB [75] showed how to use greedy optimization to find less

5Equivariance: changes in the input lead to corresponding changes in output.
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correlated pixel-pair comparisons in BRIEF. ConvOpt [78] showed how selection of spa-
tial pooling regions and a projection matrix for dimensionality reduction could be learned
sequentially as two convex optimization problems.

Recent local feature descriptors algorithms in the literature are all convnet-based and
learned from data using metric learning. Spatial proximity high-dimensional Euclidean
space should indicate geometric similarity. For a given query descriptor, distances to all
other descriptors should be ranked according to geometric similarity. While most early
methods optimized an upper bound on the true ranking (known as the Essential loss [265])
by the ranking of just two or three descriptors at a time, many recent works optimize over
the ranking of the entire list at once [49, 266, 72].

Patch input-based convnet architectures initially were predominant. Jahrer et al. [50]
use the two-tower (Siamese) architecture [267, 268, 269] to learn a metric space for local
feature descriptors. Seven years later, MatchNet [47] and DeepCompare [96] also adopted
a Siamese architecture, but rather than learning explicit descriptors, treated the matching of
local patch pairs as learning the binary classification decision boundary between matching
and non-matching pairs, producing a similarity score between two patches. DeepCompare
[96] showed how to introduce multi-resolution patch input to the Siamese architecture.
DeepDesc [79] showed how a Siamese architecture could be trained with a contrastive loss.
Triplet Feature Network (TFeat) [30] explored the use of a triplet loss, and HardNet [64]
and L2-Net [84] formulate novel losses for patch metric learning. LIFT [95] trained dif-
ferentiable orientation and keypoint selection modules to precede the DeepDesc descriptor,
but learned them separately. LF-Net [68] was the first jointly learned detection and descrip-
tion method. Log-Polar [44] incorporates classical log-polar patch formulations [193, 44,
86] into a deep network.

Most recent descriptor methods no longer accept patch input, but rather process an
entire image as input, reusing activations for overlapping regions and increasing the re-
ceptive field. UCN [40] showed how to generate dense descriptor embeddings fully-
convolutionally and apply the contrastive loss to an entire image simultaneously. Su-
perPoint [42] showed how the contrastive loss could be computed with cosine-similarity
instead of Euclidean-distance-based similarity. IMIPS [39] ... D2-Net [43] pushed joint-
detection and description to the extreme with a single loss function that combines the triplet
loss and a repeatability loss acting on different axes of a 3d tensor of embeddings; metric
space margin violations are weighted by their detection confidence scores, such that low
detection weight is assigned to keypoints involved in incorrect correspondences. R2D2
[72] showed how dilated convolution could be used instead of strided convolution to create
fully-dense, non-subsampled pixel embeddings.

3.13.3 Survey of Outlier Rejection Algorithms

Classical approaches to putative 2d correspondence verification involve robust estima-
tion of epipolar geometry using RANdom SAmple Consensus (RANSAC) [169]. Like
RANSAC, MLESAC [201] samples putative solutions, but maximizes the likelihood of
the solution rather than just the number of inliers. LMedS [200] provides robustness to
outliers by minimizing the median of squared residuals instead of their sum.

Several have now shown that robust estimation can now be performed by using deep
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learning. D-SAC [35] extended RANSAC to a differentiable variant by employing policy
gradients [270] in order to backpropagate through hard decisions (choosing a maximum
over hypotheses). Recent approaches to correspondence outlier filtering instead rely upon
estimating inlier probabilities per each putative correspondence using deep nets. Given that
putative correspondences represent an unordered set, most approaches to modern deep-
learning correspondence verification use the permutation-invariant PointNet architecture
[271].

The earliest such architectures [94, 70] used deep nets to estimate inlier probabilities
per correspondence, establish a weighted homogeneous least squares problem [272, 175],
and then employed the differentiability of eigendecomposition or SVD to differentiably
estimate the essential or fundamental matrix, respectively. While [94] required curriculum
learning (adding a cross-entropy loss early training), Dang et al. [41] showed how one need
not produce an Essential matrix at training time, but rather only the inlier probabilities;
a loss function of the ground truth eigenvector (essential matrix) and predicted weights
applied to the data matrix can perform a suitable optimization.

Several have extended these early architectures to use nearest-neighbor context and
effective normalization [202]. Neighbors-Mining Network (NM-Net) [102] utilizes local
affine structure from the Hessian-Affine detector [61] as side information to identify suit-
able neighbors. However, NM-Net discards the epipolar-geometric aspect of the problem
entirely, treating outlier rejection only as binary classification. Neural Nearest Neighbor
Networks (N3 Net) [69] adds an additional differentiable k-nearest neighbor layer. Order-
Aware Net [97] adds additional local context for each point.

NG-RANSAC [36] also learns a PointNet architecture, but trains it using policy gradi-
ents such that it parameterizes an inlier probability distribution over all putative correspon-
dences. Rather than using these inlier probabilities in a weighted least squares problem,
they exploit the distribution for biased sampling of high-probability hypotheses under a
limited budget. Unlike all others, SuperGlue [76] poses the problem as a optimal partial
assignment problem between two sets of local features, wherein a graph neural network
predicts the cost function of the differentiable assignment optimization.

3.14 Benchmark Evaluation Details

In this section, we provide more details about the evaluation of the D, DM, and DMV
stages.

3.14.1 Feature Detection Evaluation

The repeatability rate is the percentage of the total observed keypoints that are detected in
both images, and was first formally defined by [190]. In order to measure the detector’s
repeatability, i.e. ability to repeatedly fire on the same 2d structures in two view, we use
keypoint distance-based repeatability, i.e. the number of corresponding keypoints divided
by the number of covisible keypoints. While several works [61, 63, 77, 191] have instead
used an ellipse-overlap based repeatability metric, we prefer keypoint-distance-based re-
peatability [42, 273, 87] for a number of reasons. While ellipse-overlap accounts for the
scale of a feature, most deep networks are fully convolutional and no longer estimate patch-
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or ellipse-based regions. In addition, with ellipses, if we set the scale to be larger, we arti-
ficially increase the ellipse IoU. Finally, the calculation of the closed form overlap area of
two ellipses is computationally demanding [274].

Lenc and Vedaldi [53, 191] note that with an increased number of features, it becomes
easier to match features by accident. Accordingly, repeatability may be made arbitrarily
large simply by detecting enough features, making repeatability biased for settings that
produce more features, as R2D2 demonstrates empirically [72]. Thus, just as they do, we
compute repeatability and matching score as the feature detection threshold is increased.
We compute repeatability with keypoint cardinality cutoffs of 150,300, 600, 1200, 2400
keypoints, in accordance with Quad-Net [77] and R2D2 [72]. If the method cannot produce
3000 keypoints (e.g. IMIPS can only support 128), we use the maximum amount the
method can produce at higher thresholds (analogous to a budget) for every single threshold
≥ 128. We sort the keypoints by score, and like R2D2 [72], find that repeatability increases
with more keypoints.

3.14.2 Detection, Description, and Matching (DM) Benchmark Evaluation

The M stage produces putative correspondences: correspondences commonly accepted or
hypothesized to be correct, but without final verification. The output of a user’s algorithm
should be verified (potentially geometrically) correspondences which can be presented for
evaluation.

Suitable Matching Schemes

For the M Stage, we seek to preserve the fidelity of the original authors’ implementation,
such that the descriptor and matching algorithm they prescribe is used in our benchmark.
In practice, we see three matching regimes employed: one-way nearest neighbor match-
ing with ratio test [22, 62, 25], mutual nearest neighbor matching [43, 275, 276], greedy
matching. However, in order to fairly evaluate the intermediate stage and in keeping with
Heinly et al., for those methods that use 1-way NN matching, we convert the matching
to a greedy NN matching scheme, such that a 1:1 constraint for putative matches is met;
Accordingly, a cluster of keypoints in a 3 pixel radius in the source image Ia cannot all
count as true positive matches with a single keypoint in the target image Ib.

While earlier benchmarks have not addressed the impact of matching algorithms on
the fairness of evaluation metrics, we believe this aspect should not be overlooked (see
Figure 3.18. Like Heinly et al. [195], we desire a 1:1 constraint for putative matches:
a cluster of keypoints in a 3 pixel radius in the source image Ia should not all count as
true positive matches with a single keypoint in the target image Ib. There are two ways to
achieve this: mutual nearest-neighbor constraints (which not all methods use), or a greedy
matching strategy. For all methods that use mutual nearest-neighbor (NN) matching, we
proceed with their implementation; for others, such as SIFT that allow multiple matches per
keypoint, we convert their matching to a greedy NN matching scheme. We briefly review
how each matching algorithm operates on computed distance matrix ∈ Rma×mb between
keypoints in Ia and keypoints in Ib:

One-way nearest neighbor matching [22, 62, 25]: Does not provide 1:1 putative
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matches. Proceed along row dimension, and select the argmin of each row. A single column
may be selected for multiple rows. An optional ratio test [22] is performed afterwards.

Mutual nearest neighbor matching [43, 275, 276]: Provides 1:1 putative matches
(when points are unique). Traverse each row i. The argmin j of row i is selected, and then
the argmin î is selected over the entire column j. If i = î, then the row and column are
mutual nearest neighbors, and a match is made.

Greedy matching: Provides 1:1 putative matches. Iteratively choose the lowest (i, j)
entry as a match, and remove row i and column j from consideration, and proceed, until no
entries remain.

Matching Evaluation Metrics

For homography-based datasets such as HP-Sequences [196], Matching-Score (M-Score)
and MMA have become the de facto gold standard for evaluating detector-descriptor pairs
[43, 31, 95]. However, M-Score suffers from a large number of problems, as we will
illustrate. M-Score was originally defined by [63] as the ratio between the number of
correct matches and the smaller number of detected features in the pair of images. Heinly
et al. [195] modified the denominator to include only the covisible number of features
and provided a decomposition of M-Score into putative match ratio (PMR) and inlier ratio.
PMR is the quantity of features useful for generating matches:

PMR =
#Putative Matches

#Covisible Features Proposed
(3.16)

and Inlier Ratio measures the precision of matching and the descriptor’s discriminative
ability as

InlierRatio =
#Correct Matches
#Putative Matches

(3.17)

Inlier Ratio is computed using the standard precision formula TP/(TP+FP ), where a true
positive match has small deviation from pixel-pixel mapping (homography) [62] or pixel-
to-line mapping (epipolar geometry) [40].

The product of the two quantities above constitutes the matching score:

M-Score =
#Correct Matches

#Covisible Features Proposed
= PMR · InlierRatio (3.18)

In short, this is the ratio of ground-truth correspondences that can be recovered by the two
detection-description stages, over the number of features proposed by the detector in the
shared viewpoint region, per LIFT [95].

Matching-Score (M-Score) The shared viewpoint constraint is intuitive: a tiny amount
of the image is mutually visible (co-visible), the huge number of features in both images
(but few shared) shouldn’t hurt performance. When considering two views of the same
scene, with an identical viewpoint (covisibility of all points in the scene is 100%), and when
equal number of keypoints are detected in both images, this metric works as expected. In
reality, such a scenario arises rarely.

Unfortunately, this metric clearly does not address the case when a detector proposes
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(a) PMR=4/4, Prec=4/4, M-Score=1 (b) PMR=5/1, Prec=1/5, M-Score=1

(c) PMR=1/7 or 1/1, Prec=1, M-Score=1/7 or 1/1 (d) PMR=6/1 or 6/6, Prec=1/6, M-Score=1 or 1/6

Figure 3.18: Different scenarios where the Matching-Score achieves 100%, but clearly the
feature matching is of poor quality. (a) w/o 1:1 matching constraint, with same viewpoint,
same # covisible keypoints. (b) w/ 1:1 matching constraint, different viewpoint, same #
covisible keypoints. (c) w/ 1:1 matching constraint, same viewpoint, differing # keypoints.
(d) w/ 1:1 matching constraint, different viewpoint, differing # keypoints. In (a-b), we
have an equal number of ground truth correspondences and keypoints points in the shared
viewpoint region, yielding a Matching-Score of 100%. (b) illustrates that M-Score is not an
ideal metric. In (c-d) the Matching-Score is simply undefined, if a minimum of # covisible
keypoints is chosen, the M-Score would also achieve 100%.

different number of features in a shared region (See Figure 3.18 ). Even if a standard num-
ber of keypoint detection are thresholded in every image, we have no guarantees about the
amount in any covisible region. When ma keypoints are detected in the shared viewpoint
region in image Ia, and mb keypoints in the shared region of image Ib, it becomes unclear
which should serve as the denominator. This arises from an ambiguity if PMR is computed
from Ia → Ib, or Ib → Ia, which is not defined. Ideally, the metric should be symmetric
to order. Three such symmetric functions are possible for the denominator – minimum,
average,or maximum, measuring best-case, average-case, and worst-case scenarios. We
compute the latter two metrics.
Matching Coverage Fraction (MCovFrac) As discussed in the main paper, MCovFrac
Measures the coverage of an image by correctly matched key points. A coverage mask is
generated from true positive keypoints, each one adding a disk of fixed radius (25px) [26,
87]. However, we slightly modify the original definition – instead of measuring MCov-
Frac as a fraction of the image covered by the coverage mask, we evaluate only over the
co-visible region. Although this amounts to multiplication of the prior metric only by a
constant, it modifies the score such that a dense distribution of correct feature matches pro-
vides a matching coverage fraction of exactly 1. Thus, the range is resolved to [0, 1], as
desired.

DM Pairings Several subtle challenges arise when testing detector/descriptor pairings.
First, when combining scale variant detectors (e.g. GLAMPoints, SuperPoint) with scale-
invariant descriptors (SURF, SIFT), it is not obvious which scale to provide, as these deep
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detectors estimate no such scale. Heinly et al. [195] noted this issue in their own bench-
mark: combining a scale invariant descriptor with a detector that was not scale invariant,
and combining detectors and descriptors that are both scale invariant. In both such cases,
[195] discarded the scale information, and computed the descriptor at the native image res-
olution. We use a default scale of 2. Second, it is not always possible to preserve the fidelity
of the author’s original method; any method could be designed for a particular input image
size. In order to provide fair timing comparisons, we disregard the intended image size and
evaluate all methods at a common resolution.

3.14.3 Additional DMV Evaluation Details

Several constraints exists when selecting a suitable dataset to measure the entire system’s
performance. As discussed in the main paper, we use YFCC-100M [208, 207]. Homography-
based datasets are not suitable for the verification benchmark for a number of reasons.
First, their scenes generally do not have frames from wide baselines; while planar scenes
can be taken from wide baselines, camera rotations about a fixed camera center or static
webcams (a predominant fixture of HP-Sequences) would have a very narrow baseline.
Second, rather than involving epipolar geometry estimation, the model fitting step would
involve homography estimation, a task which the majority of deep verification methods do
not perform and do not provide pre-trained models for. Indeed, deep homography predic-
tion models such as MagicWarp [212, 213] are the rare exception for verification and their
pre-trained models are not publicly available. Third, these homographies are not emblem-
atic of the real 3D world. Thus, while HP-Sequences [196] is our preferred dataset for
the Detection-Description tasks, we exclude it from our verification task. In addition, HP-
Sequences does not provide camera intrinsic matrices, which prevents us from normalizing
the image coordinates which several deep methods require [94, 69].

We exclude several verifiers from our benchmark, as they cannot be used in an “all-
purpose” fashion. For example, pre-trained models publicly available for [70] require the
use of Difference of Gaussians (DoG) keypoint geometry as side information. NM-Net
[102] requires Hessian-Affine keypoint geometry as side information. Accordingly, we
cannot pair them with arbitrary detection-descriptor pairs, and we exclude them from our
benchmark. However, EigFree [41], OA-Net [97], LearnedCorr [94], N3 Net [69] , and
NG-RANSAC [36] can be run in a general-purpose fashion, even if trained with input
from a specific detector-descriptor pairing. RANSAC’s [169] fully general nature can be
considered a strength in our benchmark framework.

3.15 Implementation Details

In this section, we provide information regarding the origin of source code for each method’s
implementation.

Implementations of the following classical detectors and/or descriptors were mainly
obtained from OpenCV 4.2, compiled from source:

• BRIEF [38] (OpenCV)

• BRISK [54] (OpenCV)
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• ConvOpt [78] (OpenCV)

• DoG [22] (OpenCV)

• FAST [73] (OpenCV)

• Harris-Laplace (OpenCV)

• KAZE [25] (OpenCV)

• MSER (OpenCV)

• ORB [75] (OpenCV)

• PCA-SIFT [51]
https://github.com/ahojnnes/local-feature-evaluation

• SIFT [21, 22] (OpenCV)

• SURF [32] (OpenCV)

• SIFT [21, 22] (VLFeat)

Implementations of the following deep convnet-based detectors and descriptors were ob-
tained from the original authors:

1. ContextDesc [57] https://github.com/lzx551402/contextdesc

2. D2-Net [43] https://github.com/mihaidusmanu/d2-net

3. CovDet/DDet [53] https://github.com/lenck/ddet

4. DeepDesc [79] https://github.com/etrulls/deepdesc-release

5. GLAMPoints [87] https://gitlab.com/retinai sandro/glampoints

6. IMIPS [39] https://github.com/uzh-rpg/imips open

7. Key.Net [31] https://github.com/axelBarroso/Key.Net

8. LIFT (Tensorflow) [95] https://github.com/cvlab-epfl/tf-lift

9. LF-Net [68] https://github.com/vcg-uvic/lf-net-release

10. OpenUCN [40, 197] https://github.com/chrischoy/open-ucn

11. R2D2 [72] https://github.com/naver/r2d2

12. Spreadout HardNet [99] https://github.com/ColumbiaDVMM/hardnet

13. SuperPoint [42]
https://github.com/MagicLeapResearch/SuperPointPretrainedNetwork

81

https://github.com/ahojnnes/local-feature-evaluation
https://github.com/lzx551402/contextdesc
https://github.com/mihaidusmanu/d2-net
https://github.com/lenck/ddet
https://github.com/etrulls/deepdesc-release
https://gitlab.com/retinai_sandro/glampoints
https://github.com/uzh-rpg/imips_open
https://github.com/axelBarroso/Key.Net
https://github.com/cvlab-epfl/tf-lift
https://github.com/vcg-uvic/lf-net-release
https://github.com/chrischoy/open-ucn
https://github.com/naver/r2d2
https://github.com/ColumbiaDVMM/hardnet
https://github.com/MagicLeapResearch/SuperPointPretrainedNetwork


14. TFeat [30] https://github.com/vbalnt/tfeat

15. TransformCovariant [98]
https://github.com/ColumbiaDVMM/Transform Covariant Detector

The implementations of HarrisNet and SIFTNet are described in subsection 3.15.1 and
subsection 3.15.2 of this appendix.

The implementations of the following putative correspondence verification algorithms
were obtained from the following sources:

• Eig-Free [41] https://github.com/Dangzheng/Eig-Free-release

• Learned-Corr [94]
https://github.com/vcg-uvic/learned-correspondence-release

• LMEDS [200] (OpenCV)

• MLESAC [201]
https://github.com/vcg-uvic/learned-correspondence-release/blob/master/tests.py

• NG-RANSAC [36] https://github.com/vislearn/ngransac

• N3 Net [69] https://github.com/visinf/n3net/

• Order-Aware Net [97] https://github.com/zjhthu/OANet

• RANSAC [169] (OpenCV)

3.15.1 HarrisNet Implementation Details

While modern convnet-based feature detectors may seem a far step away from the Harris
Corner detector, Harris [186] can be implemented as a convnet, which we entitle HarrisNet.
Harris provides information about the SSD curvature with determinant, trace, and mixed
derivatives (elementwise multiplication of channels), which a deep network could learn to
approximate with convolutions, non-linearities, and pooling over many layers; However,
such heavy computation could be considered wasteful when simple, closed-form expres-
sions exist and can be modeled with shallow architectures.

We implement HarrisNet, a shallow 5-layer architecture, with batch size N input:

1. Image Gradient Layer: Compute image intensity gradient [Ix, Iy]
T using 3× 3 Sobel

filters. With this convolution, we expand the grayscale image to a 2-channel feature
map, RN×1×H×W → RN×2×H×W .

2. Channel Product Layer, returns the three products I2
x, I

2
y and IxIy between the two

channels Ix, Iy of the previous layer. Lifts the feature map to three channels RN×2×H×W →
RN×3×H×W .
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3. Second Moment Matrix Layer Convolution with a Gaussian kernel returns channels
containing the three values required for the Second Moment Matrix at each pixel:

Sxx = Gk(σ) ∗ I2
x,

Syy = Gk(σ) ∗ I2
y ,

Sxy = Gk(σ) ∗ IxIy
(3.19)

where ∗ represents convolution, and Gk(σ) ∈ Rk×k represents a Gaussian kernel.
The output dimension is unchanged from the input dimension RN×3×H×W

4. Corner Response Layer computes the corner response map R over the entire image,

R = det(M)− α(tr(M))2 M =

[
Sxx Sxy
Sxy Syy

]
(3.20)

converting RN×3×H×W → R
N×1×H×W

5. NMS Layer - performs non-maximum suppression to keep only the strongest corners
in local regions. RN×1×H×W . We utilize max pooling with a 7× 7 kernel. This will
fill every entry in the subgrids with the maximum nearby value. By binarizing the
image according to locations that are equal to their maximum, and and multiplying
the binary image with the cornerness response values, we can achieve NMS.

After NMS, the top K 2-d keypoint locations {xk}Kk=1 are returned, ranked by corner re-
sponse.

3.15.2 SIFTNet Implementation Details

Convnet patch-embeddings are now considered more powerful descriptors than SIFT, but
a rotation-variant, scale-variant (without trilinear histogram interpolation) SIFT can be im-
plemented as a single feedforward pass through a 5-layer fully convolutional convnet. We
extend several layers of Densely-Computed SIFT (DSIFT) [194] to a network which we
entitle SIFTNet. These layers are implemented as follows, producing feature map tensors
with indicated sizes:

1. Image Gradient Layer: Compute image intensity gradient [Ix, Iy]
T using 3× 3 Sobel

filters. With this convolution, we expand the grayscale image to a 2-channel feature
map, RN×1×H×W → RN×2×H×W .

2. Orientation Projection Layer: Geometrically compute gradient response within each
of 8 orientation bins. Rather than decoding the gradient orientation at each pixel with
tan−1(Iy/Ix), we project each gradient vector∇I onto eight 2-d orientation basis vec-
tors vi around the unit circle, corresponding to angles θi ∈ {π/8, 3π/8, . . . , 13π/8, 15π/8},
i.e. gradients in [0, π/4) have greatest projection onto the first orientation vector. In
order to later weight the best-aligned orientation vector with the gradient’s norm, we
also create two identity filters that copy over Ix, Iy to the next layer. With this 1× 1
convolution, we lift the feature map from RN×2×H×W → RN×10×H×W .
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3. Parameter-Free Histogram Layer: Compute the weighted histogram using a non-
linearity. Computing a histogram requires knowing which basis bin to increment;
although an argmax along the channel dimension is one non-differentiable way
of doing so, a differentiable alternative is a softmax. Along the first 8 channel di-
mensions, at each pixel we have a vector of cosine similarity values c such that
ci = vi · ∇I = cos(θvi,∇I)‖vi‖‖∇I‖, and since ‖vi‖ = 1, we seek the largest value
ci = cos(θvi,∇I)‖∇I‖ along the channel dimension at each pixel. The per-pixel
histogram h ∈ R8 can be computed as

h = ‖∇I‖ · softmax
(

max
{

0, c− cos(π/8)‖∇I‖
}

1/τ
)

(3.21)

If the gradient vector falls within a basis vector v)i’s bin, it must lie within π/8 on ei-
ther side. Subtraction by cos(π/8)‖∇I‖ from all cosine similarities ensures that if any
value falls below cos(π/8), it could not lie within vi’s bin with arc π/4. By applying
the ReLU, all elements outside of the appropriate bin will be clamped to zero, and the
only entry left will have a positive value. Such a positive value can be driven back up
to 1 by a low-temperature softmax, effectively applying hard clamping to 0/1 values.
A vectorized implementation will elementwise multiply a 4d binary occupancy ten-
sor, one-hot at the appropriate orientation bin, with the per-pixel gradient magnitude,
increment its histogram bin by a certain weight. This layer returns a per-pixel 8-d
histogram RN×10×H×W → RN×8×H×W .

4. Sub-grid Accumulation Layer: Accumulate per-pixel histograms among 4 × 4 sub-
grids by group convolution (with 8 groups), meaning convolution with a 4×4 kernel,
filled with unit weights, to sum 8-d vectors along the height,width dimensions. Di-
mensions are preserved RN×8×H×W → RN×8×H×W .

5. Feature Stacking Layer: If every pixel represents a keypoint, we must pull out the
8-d histogram at the center of each 4 × 4 subgrid (representing subgrid summary
statistic), and stack them. This can be accomplished as à trous (dilated) convolution
with 128 filter banks, each with a different one-hot single cell inside a 8-channel,
4× 4 kernel. We convert the feature map from RN×8×H×W → RN×128×H×W .

6. `2-normalization Implemented by a standard local response normalisation layer to
bring each pixelwise descriptor to unit length [194].

After passing images through the network, we produce densely populated 128-d feature
vectors at each pixel. Postprocessing is limited to raising each feature vector to power-law
normalization, i.e. raising each descriptor a power less than 1, as in RootSIFT [28].

3.16 HPSequences Qualitative Results

3.17 Tables of Results

In the earlier sections of this chapter, we provided only visual representations on results on
five main benchmarks. We now provide tables of quantitative results on the hD ( Table 3.6,
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DoG+ConvOpt BRISK Key.Net+SpreadOutHardNet SIFT FAST+SpreadOutHardNet DoG+OpenUCN

Figure 3.19: Performance of six DM systems on HPSequences. Rows 1-2: Woman, Rows
3-4: Coffee House, Rows 5-6: Autannes, Rows 7-8: Objects. The keypoints are randomly
subsampled by 8.
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SIFT R2D2 SuperPoint D2Net LIFT SURF+BRIEF

Figure 3.20: Performance of six DM systems on HPSequences. Rows 1-2: Woman, Rows
3-4: Coffee House, Rows 5-6: Autannes, Rows 7-8: Objects. The keypoints are randomly
subsampled by 8.
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Detector Rep @150 Rep @300 Rep @600 Rep @1200 Rep @2400

HARRIS 0.54 0.58 0.58 0.59 0.59
HARRISNET 0.55 0.55 0.55 0.56 0.55
KEY.NET 0.54 0.55 0.56 0.56 0.56
FAST 0.52 0.57 0.60 0.63 0.64
KAZE 0.49 0.51 0.51 0.52 0.52
BRISK 0.49 0.53 0.55 0.56 0.57
SUPERPOINT 0.57 0.59 0.59 0.59 0.59
ORB 0.48 0.52 0.52 0.52 0.52
GLAMPOINTS 0.51 0.52 0.53 0.54 0.54
SURF 0.48 0.49 0.50 0.50 0.50
DOG 0.40 0.41 0.42 0.43 0.43
BRIEF 0.42 0.42 0.42 0.42 0.42
CONTEXTDESC 0.37 0.38 0.39 0.40 0.40
LF-NET 0.17 0.29 0.40 0.45 0.46
MSER 0.55 0.56 0.56 0.57 0.58
D2-NET 0.38 0.39 0.40 0.41 0.41
LIFT 0.33 0.34 0.35 0.35 0.35
HARRIS-LAPLACE 0.42 0.45 0.46 0.47 0.47
R2D2 0.20 0.29 0.39 0.48 0.52

Table 3.6: Results of hD - illumination variant scenes (HP-Sequences) as a function of the
number of keypoints (150, 300, 600, 1200, 2400). The results are sorted by the repeatability
@ 150 keypoints on the combined viewpoint variant and illumination variant scenes. For
those methods that can only produce a limited number of keypoints, we consider the cutoff
threshold a budget, and copy those numbers to the rightmost columns. (Corresponds to
Figure 3.3 of section 3.3).

Table 3.7), wD (Table 3.8), hDM (Table 3.9,Table 3.10), wDM (Table 3.11), and wDMV
(Table 3.12). The full tables are too large to display here, but are available in CSV format
at https://github.com/deep-front-ends/deep-front-ends.
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Detector Rep @150 Rep @300 Rep @600 Rep @1200 Rep @2400

HARRIS 0.58 0.61 0.63 0.62 0.60
HARRISNET 0.55 0.56 0.54 0.54 0.54
KEY.NET 0.53 0.54 0.53 0.53 0.53
FAST 0.53 0.57 0.60 0.63 0.65
KAZE 0.48 0.51 0.54 0.55 0.55
BRISK 0.48 0.51 0.54 0.56 0.57
SUPERPOINT 0.38 0.41 0.42 0.42 0.42
ORB 0.45 0.48 0.48 0.48 0.48
GLAMPOINTS 0.39 0.43 0.43 0.43 0.43
SURF 0.42 0.44 0.45 0.45 0.45
DOG 0.43 0.45 0.47 0.47 0.48
BRIEF 0.35 0.34 0.34 0.34 0.34
CONTEXTDESC 0.36 0.40 0.44 0.46 0.46
LF-NET 0.17 0.29 0.40 0.45 0.46
MSER 0.33 0.35 0.36 0.36 0.37
D2-NET 0.22 0.24 0.28 0.30 0.30
LIFT 0.16 0.17 0.17 0.17 0.17
HARRIS-LAPLACE 0.03 0.05 0.08 0.09 0.10
R2D2 0.09 0.15 0.26 0.39 0.51

Table 3.7: Results of hD - viewpoint variant scenes (HP-Sequences) as a function of the
number of keypoints (150, 300, 600, 1200, 2400) (Figure 3.3(b)). The results are sorted
by the repeatability @ 150 keypoints on the combined viewpoint variant and illumination
variant scenes. For those methods that can only produce a limited number of keypoints, we
consider the cutoff threshold a budget, and copy those numbers to the rightmost columns.
(Corresponds to Figure 3.3(b) of section 3.3).
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Detector Rep @150 Rep @300 Rep @600 Rep @1200 Rep @2400

HARRISNET 0.61 0.68 0.68 0.68 0.68
SUPERPOINT 0.59 0.59 0.59 0.59 0.59
HARRIS 0.58 0.65 0.72 0.73 0.73
CONTEXTDESC 0.57 0.64 0.68 0.68 0.68
KEY.NET 0.57 0.64 0.64 0.64 0.64
SURF 0.57 0.64 0.69 0.69 0.69
D2-NET 0.57 0.63 0.68 0.68 0.68
LIFT 0.56 0.56 0.56 0.56 0.56
GLAMPOINTS 0.55 0.55 0.55 0.55 0.55
FAST 0.54 0.61 0.66 0.70 0.72
KAZE 0.53 0.59 0.60 0.60 0.60
BRISK 0.52 0.60 0.64 0.66 0.66
LF-NET 0.52 0.58 0.65 0.66 0.66
DOG 0.51 0.60 0.66 0.66 0.66
R2D2 0.49 0.57 0.63 0.68 0.68
BRIEF 0.47 0.47 0.47 0.47 0.47
ORB 0.43 0.51 0.51 0.51 0.51
HARRIS-LAPLACE 0.34 0.41 0.44 0.44 0.44
MSER 0.33 0.35 0.35 0.35 0.35

Table 3.8: Results of wD (YFCC-100M) as a function of the number of keypoints (150,
300, 600, 1200, 2400) (Figure 3.3(c)). For those methods that can only produce a limited
number of keypoints, we consider the cutoff threshold a budget, and copy those numbers
to the rightmost columns. (Corresponds to Figure 3.3(c) of section 3.3).
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Detector+Descriptor UIF-UB PMR Inlier M-Coverage M-Score
Ratio Fraction

FAST+OPENUCN 0.99 1.00 0.32 0.70 0.27
FAST+SPREADOUT-HARDNET 0.98 0.66 0.69 0.72 0.41
CONTEXTDESC 0.98 0.65 0.58 0.62 0.33
HARRIS+SPREADOUT HARDNET 0.97 0.60 0.52 0.75 0.34
SURF+SPREADOUT HARDNET 0.97 0.61 0.57 0.65 0.32
FAST+CONVOPT 0.97 0.64 0.63 0.69 0.37
R2D2 0.97 0.59 0.57 0.78 0.36
DOG+OPENUCN 0.97 1.00 0.37 0.60 0.31
HARRISNET+SPREADOUT-HARDNET 0.96 0.66 0.57 0.67 0.38
HARRIS+OPENUCN 0.96 1.00 0.22 0.73 0.22

...
GLAMPOINTS+SIFTNET 0.80 0.62 0.45 0.53 0.30
SUPERPOINT 0.80 0.75 0.61 0.46 0.43
GLAMPOINTS+SPREADOUT-HARDNET 0.79 1.00 0.28 0.52 0.28
MSER+OPENUCN 0.79 1.00 0.33 0.27 0.26
DOG+SIFT 0.79 0.21 0.71 0.43 0.15

...
MSER+SURF 0.21 0.10 0.47 0.10 0.04
MSER+TFeat 0.10 0.09 0.36 0.08 0.03
KAZE 0.00 0.36 0.01 0.02 0.00

Table 3.9: Results of the hDM (HP-Sequences) benchmark (corresponding to Figure 3.4(a)
of section 3.4), sorted by the Usable Image Fraction-Upper Bound for Homography es-
timation. We show only the first 10 methods, and 8 representative baselines, from 101
methods.

90



Detector+Descriptor Inlier Ratio (All) Inlier Ratio (V) Inlier Ratio (I)

SIFT 0.85 0.84 0.85
GLAMPOINTS+TFEAT 0.75 0.69 0.81
GLAMPOINTS+SIFT 0.75 0.68 0.82
HARRISNET+TFEAT 0.75 0.70 0.80
GLAMPOINTS+PCA-SIFT 0.75 0.67 0.82
FAST+SIFT 0.72 0.61 0.84
FAST+PCA-SIFT 0.72 0.62 0.83
HARRIS+TFEAT 0.72 0.67 0.78
HARRISNET+SIFT 0.71 0.59 0.84
DOG+SIFT 0.71 0.67 0.75
DOG+PCA-SIFT 0.71 0.66 0.75

Table 3.10: Results of the hDM (HP-Sequences) benchmark (corresponding to Figure 3.4
(b) of section 3.4), sorted by the inlier ratio over all the scenes. V and I denote the viewpoint
and illumination variant scenes from HP-Sequences.
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Detector+Descriptor UIF-UB PMR Inlier Ratio Rank Rank
(UIF-UB) (Inlier Ratio)

FAST+OPENUCN 1.00 1.00 0.16 1 64
CONTEXTDESC 0.98 0.58 0.38 2 20
DOG+OPENUCN 0.97 1.00 0.22 3 48
FAST+SIFTNET 0.97 0.57 0.27 4 38
FAST+SPREADOUTHARDNET 0.96 0.55 0.44 5 12
FAST+CONVOPT 0.96 0.52 0.36 6 24
FAST+ROOTSIFT 0.95 0.46 0.41 7 15
SURF+OPENUCN 0.95 1.00 0.16 8 61
HARRIS+OPENUCN 0.93 1.00 0.10 9 76
BRISK 0.92 0.65 0.18 10 58
R2D2 0.92 0.48 0.32 11 29
HARRIS+SPREADOUTHARDNET 0.92 0.51 0.30 12 31
SURF+SPREADOUTHARDNET 0.91 0.52 0.37 13 22
DOG+SPREADOUTHARDNET 0.91 0.51 0.36 14 23
DOG+CONVOPT 0.90 0.51 0.26 15 40
D2-NET 0.89 0.50 0.32 16 21
DOG+ROOTSIFT 0.89 0.49 0.29 17 34
LF-NET 0.89 0.45 0.23 18 44
SURF+CONVOPT 0.88 0.48 0.32 19 27
HARRIS+ROOTSIFT 0.87 0.55 0.16 20 65
HARRIS+SIFTNET 0.87 0.48 0.18 21 59

...
SIFT 0.65 0.09 0.73 32 1
DOG+SIFT 0.44 0.07 0.58 40 5
DOG+PCA-SIFT 0.43 0.07 0.58 41 6
HARRIS+SIFT 0.38 0.04 0.43 43 16
HARRIS+TFEAT 0.38 0.03 0.60 44 3
HARRIS+PCA-SIFT 0.37 0.04 0.42 45 17
SURF+SURF 0.33 0.05 0.57 48 7
HARRISNET+TFEAT 0.29 0.08 0.62 50 2
SURF+TFEAT 0.26 0.04 0.56 54 4
DOG+TFEAT 0.22 0.04 0.51 55 8
FAST+PCA-SIFT 0.19 0.01 0.48 57 11
FAST+SIFT 0.19 0.01 0.50 58 10
HARRISNET+SIFT 0.18 0.07 0.45 59 13
HARRISNET+PCA-SIFT 0.18 0.07 0.44 60 14
KEY.NET+TFEAT 0.11 0.04 0.50 63 9
SURF+SIFT 0.07 0.01 0.40 65 19
SURF+PCA-SIFT 0.06 0.01 0.40 67 18

Table 3.11: Results of the wDM (YFCC-100M) benchmark (Figure 3.5). Top ranking
methods by UIF-UB and Inlier Ratio are shown in the table with their ranks. Results are
sorted by their UIF-UB score. 92



D+M+V UIF (E-matrix) UIF (F-matrix)

DoG+ConvOpt+OA-Net 0.42 0.39
DoG+RootSIFT+OA-Net 0.42 0.39
DoG+OpenUCN+OA-Net 0.33 0.33
DoG+SIFTnet+OA-Net 0.29 0.25
Key.Net+SIFTnet+OA-Net 0.26 0.16
HarrisNet+RootSIFT+OA-Net 0.26 0.17
BRISK+OA-Net 0.26 0.23
SIFT+RANSAC-0.5px 0.26 0.16
Key.Net+SpreadOutHardNet+OA-Net 0.25 0.18
SIFT+LMedS 0.24 0.20

...
SIFT+RANSAC-3px 0.14 0.11
SIFT+NG-RANSAC 0.11 0.04
FAST+SpreadOutHardNet+NG-RANSAC 0.08 0.05
HarrisNet+TFeat+LMedS 0.06 0.05
FAST+SpreadOutHardNet+Eig-Free 0.04 0.04
SURF+OpenUCN+Eig-Free 0.04 0.04
DoG+SpreadOutHardNet+Learned-Corr 0.04 0.04
HarrisNet+SpreadOutHardNet+Learned-Corr 0.04 0.03
SURF+ConvOpt+Nˆ3-Net 0.04 0.03
R2D2+Nˆ3-Net 0.04 0.04
Harris+SIFT+RANSAC-3px 0.03 0.02
FAST+RootSIFT+MLESAC 0.00 0.00
FAST+ConvOpt+MLESAC 0.00 0.00

Table 3.12: Results of the wDMV (YFCC-100M) benchmark (Figure 3.10), sorted by
Usable Image Fraction for Essential Matrix (UIF E-Matrix).
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CHAPTER 4
VALIDATING OUTDOOR HD MAPS

In this chapter, we turn from a focus on building and validating geometric maps to a fo-
cus on validating semantic maps, especially in the self-driving domain. High-definition
(HD) map change detection is the task of determining when sensor data and map data
are no longer in agreement with one another due to real-world changes. We collect the
first dataset for the task, which we entitle the Trust, but Verify (TbV) dataset, by mining
thousands of hours of data from over 9 months of autonomous vehicle fleet operations. We
present learning-based formulations for solving the problem in the bird’s eye view and ego-
view. Because real map changes are infrequent and vector maps are easy to synthetically
manipulate, we lean on simulated data to train our model. Perhaps surprisingly, we show
that such models can generalize to real world distributions. The dataset, consisting of maps
and logs collected in six North American cities, is one of the largest AV datasets to date
with more than 7.8 million images. We make the data1 available to the public, along with
code and models2 under the the CC BY-NC-SA 4.0 license.

4.1 Problem Introduction

We live in a highly dynamic world, so much so that significant portions of our environment
that we assume to be static are, in fact, in flux. Of particular interest to self-driving vehi-
cle development is changing road infrastructure. Road infrastructure is often represented
in an onboard map within a geo-fenced area. Geo-fenced areas have served as an opera-
tional design domain for self-driving vehicles since the earliest days of the DARPA Urban
Challenge [277, 278, 279].

One way such maps could be used is to constrain navigation in all free space to a
set of legal “rails” on which a vehicle can travel. Maps may also be used to assist in
planning beyond the sensor range and in harsh environments. Besides providing routes for
navigation, maps can ensure that the autonomous vehicle (AV) follows local driving laws
when navigating through a city. They embody a representation of the world that the AV
can understand, and contain valuable information about the environment.

However, maps assume a static world, an assumption which is violated in practice;
although these changes are rare, they certainly occur and will continue to occur, and can
have serious implications. Level 4 autonomy is defined as sustained performance by an
autonomous driving system within an operational design domain, without any expectation
that a user will respond to a request to intervene [280]. Thus, constant verification that
the represented world, expressed as a map, matches the real world, a task which we name
map change detection, is a clear requirement for L4 autonomy. Because dedicated mapping
vehicles cannot traverse the world frequently enough to keep maps up to date [281], high-
definition (HD) maps become “stale,” with out of date information. If maps are used as
hard priors, this could lead to confident but incorrect assumptions about the environment.

1Data is available at Argoverse.org.
2Code and models are available at github.com/johnwlambert/tbv.
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In this work, we present the first dataset for urban map change detection based on
actual, observed map changes, which we name TbV. Not only does no comparable dataset
exist, there also has not even been an attempt to characterize how often map changes occur
and what form they take. Collecting data for map change detection is challenging since
changes occur randomly and infrequently. In addition, in order to use data corresponding
to real changes to train and evaluate models, identified changes must be manually localized
in both space and time. Concurrent work [282] presents qualitative results on a handful
of real-world map changes, but depends upon synthetic test datasets for all quantitative
evaluation.

HD map change detection is a difficult task even for humans, as it requires the careful
comparison of all nearby semantic entities in the real world with all nearby map elements
in the represented world. In an urban scene, there can be dozens of such entities, many
with extended shapes. The task is sufficiently difficult that several have even questioned
the viability of HD maps for long-term autonomy, opting instead to pursue HD-map-free
solutions [283].

We concentrate on changes to two types of semantic entities – lane geometry and pedes-
trian crosswalks. We define the task as correctly classifying whether a change occurred at
evenly spaced intervals along a vehicle’s trajectory.

The task itself is relatively new, especially since HD maps were not made publicly
available until the release of the Argoverse, nuScenes, Lyft Level5, and Waymo Open Mo-
tion datasets [4, 284, 285, 286]. We present the first entirely learning-based formulation
for solving the problem in either a bird’s eye view (BEV), as well as a new formulation for
the ego-view (i.e. front camera frustum), eliminating several heuristics that have defined
prior work. We pose the problem as learning a representation of maps, sensor data, or the
combination of the two.

Our contributions are as follows:

• We present a novel AV dataset, with 799 vehicle logs in our train and synthetic vali-
dation splits, and over 200 vehicle logs with real-world map-changes in our real val
and test splits.

• We implement various learning-based approaches as strong baselines to explore this
task for the first time with real data. We also demonstrate how gradients flowing
through our networks can be leveraged to localize map changes.

• We analyze the advantages of various data viewpoint by training both models oper-
ating on the ego-view and others on a bird’s eye view.

• We show that synthetic training data is useful for detecting real map changes. At the
same time, we identify a considerable domain gap between synthetic and real data,
with significant performance consequences.

4.2 Related Work

HD Maps. HD maps include lane-level geometry, as well as other geometric data and se-
mantic annotations [287, 288, 289, 2, 290, 4, 105, 10, 291, 6, 292, 7, 13, 11, 12]. The Argo-
verse [4], nuScenes [284], Lyft Level 5 [285], and Waymo Open Motion [286] datasets are
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the only publicly available sources of HD maps today, all with different semantic entities.
Argoverse [4] includes a ground surface height map, rasterized driveable area, lane center-
line geometry, connectivity, and other attributes. nuScenes [284] followed by also releasing
centerline geometry, pedestrian crossing polygons, parking areas, and sidewalk polygons,
along with rasterized driveable area. Lyft Level 5 [285] later provided a dataset with many
more map entities, going beyond lane marking boundaries, crosswalks to provide traffic
signs, traffic lights, lane restrictions, and speed bumps. Most recently, the Waymo Open
Motion Dataset [286] released motion forecasting scenario data with associated HD maps.
Their yet-richer HD map representation includes crosswalk polygons, speed bump poly-
gons, lane boundary polylines with marking type, lane speed limits, lane types, and stop
sign positions and their corresponding lane associations; their map data is most comparable
with our HD maps.
HD Map Change Detection. HD map change detection is a recent problem, with limited
prior work. Pannen et al. [293] introduce one of the first approaches; two particle filters
are run simultaneously, with one utilizing only Global Navigation Satellite System (GNSS)
and odometry measurements, and the other filter using only odometry with camera lane
and road edge detections. These two distributions and sensor innovations are then fed to
weak classifiers. Other prior work in the literature seeks to define hand-crafted heuristics
for associating online lane and road detections with map entities [294, 112, 281]. These
methods are usually evaluated on a single vehicle log [294].

Instead of comparing vector map elements, Ding et al. [114] use 2d BEV raster repre-
sentations of the world; first, IMU-motion-compensated LiDAR odometry is used to build
a local online “submap”. Afterwards, the submap is projected to 2d and overlaid onto a pre-
built map; the intensity mean, intensity variance, and altitude mean of corresponding cells
are compared for change detection. Rather than pursuing this approach, which requires
creating and storing high-resolution reflectance maps of a city, we pursue the alignment of
vector maps with sensor data. Vector maps can be encoded cheaply with low memory cost
and are the more common representation, being used in all four public HD map datasets.

In concurrent work, Heo et al. [282] introduce an adversarial metric learning-based
formulation for HD map change detection, but access to their dataset is restricted to South
Korean researchers and performance is measured on a synthetic dataset, rather than on
real-world changes. They employ a forward-facing ego-view representation, and require
training a second, separate U-Net model to localize changed regions in 2d, whereas we
show changed entity localization can come for free via examination of the gradients of a
single model.
Mapping Dynamic Environments. While “HD maps” are a relatively new entity, dy-
namic map construction is a more mature field of study. Semi-static environments are not
limited to urban streets; households, offices, warehouses, and parking lots are relatively
fixed environments that a robot may navigate, with changing cars, furniture, and goods
[295]. Mapping dynamic environments has been an area of study within the SLAM com-
munity for decades [296, 297, 298]. However, we focus purely on change detection, rather
than map updates.

Recently, machine learning for online mapping has generated interest. An alternative
to using an HD map prior is to rebuild the map on-the-fly during robot operation; however,
such an approach cannot map occluded objects or entities. In addition, these methods
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are limited to producing raster map layers, such as a driveable area mask, with an output
resembling semantic segmentation. Raster data is significantly less useful than vector data
for path planning and generating vector map data with machine learning is generally an
unsolved problem. Raster map layers may be generated from LiDAR [2], accumulated
from networks operating on ego-view images over multiple cameras and timesteps [299,
300, 301], or from a single image paired with a depth map or LiDAR [302]. They all show
that automatic mapping is quite challenging.
Image-to-Image Change Detection. Image-to-image scene change detection over the tem-
poral axis is a well-studied problem [303, 304]. Scenes are dynamic over time in numerous
ways, and those ways are mostly nuisance variables for our purposes. We wish to develop
models invariant to season, lighting, the fading of road markings, and occlusion because
these variables don’t actually change the lane geometry. Wang et al. [303] introduced the
CDnet benchmark, a collection of videos with frame pixels annotated as static, shadow,
non-ROI, unknown, or moving. Alcantarilla [304] et al. introduce the VL-CMU-CD street
view change detection benchmark, from a subset of the Visual Localization CMU dataset.

4.3 The TbV Dataset

We curate a novel dataset of autonomous vehicle driving data comprising 1043 logs, over
200 of which contain map changes. The vehicle logs are on average 54 seconds in duration,
collected in six North American cities: Austin, TX, Detroit, MI, Miami, FL, Palo Alto, CA,
Pittsburgh, PA, and Washington, D.C. (See Table 4.1).

Our training set and validation set consist of real data with accurate corresponding on-
board maps (“positives”). Accordingly, synthetic perturbation of positives to create plau-
sible “negatives” is required for training. We release the data, code and API to generate
them. However, in the spirit of other datasets meant for testing only (i.e. not training) such
as the influential WildDash dataset [305], we curate our test dataset from the real-world
distribution. We do so since map changes are difficult to mine [282], thus we save their
limited quantity for the test set. We provide a few examples from our 133 “real” test logs
and 111 real “val” logs in Figure 4.1. Statistics of the test split are described in Table 4.1.
We separate 10% of the training data into the held-out “synthetic” validation split.

4.3.1 Annotation

In order to label map changes, we use three rounds of human filtering, where changes
are identified, confirmed, and characterized by three independent reviewing panels. We
assign spatial coordinates to each changed object within a city coordinate system. Cross-
walk changes are denoted by a polygon, and lane geometry changes by polylines. We
use egovehicle-to-changed-map-entity distance (point-to-polygon or point-to-line) to de-
termine whether or not a sensor and map rendering should be classified as a map-sensor
match or mismatch.
Analysis of Map Change Frequency We use our annotated map changes, along with 5
months of fleet data, to analyze the frequency of map changes on a city-scale across several
cities. Two particular questions are of interest: (1) how often will an autonomous vehicle
encounter a map change as part of its day-to-day operation? and (2) what percentage of
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Table 4.1: We describe the statistics of the map deviation data in our test set, and the types
of deviations we observe. We define each BEV frame as a pose where the egovehicle has
moved at least 5 meters since the previous pose. Lane geometry changes extend over far
more frames than crosswalk changes.

DATA SPLIT
TRAIN/VAL TEST

NUM IMAGES 6,991,006 1,008,134
AVG. NUMBER OF IMAGES PER LOG (@20 HZ) 8,129 7,201
NUM LIDAR SWEEPS 511,208 74,937
AVG. NUMBER OF LIDAR SWEEPS PER LOG (@10 HZ) 594 535
NUM. RENDERED BEV FRAMES 25,363 4,945
(ONCE EVERY 5 METERS OF TRAJECTORY)
NUM. BEV FRAMES WITH NO CHANGES 25,363 2,159
NUM. BEV FRAMES WITH CHANGES 0 2,786
NUM. BEV FRAMES WITH CROSSWALK CHANGES ONLY 0 201
NUM. BEV FRAMES WITH LANE GEOMETRY CHANGES ONLY 0 2,105

NUM. BEV FRAMES WITH BOTH 0 120
LANE GEOMETRY AND CROSSWALK CHANGES

Table 4.2: Probability of a 30m × 30m region that has been visited at least 5 times in
5 months undergoing a lane geometry or crosswalk change within the same time period.
These statistics apply only to surface-level urban streets, not highways.

CITY NAME
PITTSBURGH DETROIT WASHINGTON, D.C. MIAMI AUSTIN PALO ALTO

PROBABILITY OF CHANGE 0.0068 0.0056 0.0046 0.0038 0.0009 0.0007
Up to T / 1000 TILES

7 6 5 4 0.9 0.7
WILL CHANGE IN 5 MO.

Table 4.3: Entities included in our HD map representation.
HD MAP ENTITY CORRESPONDING ATTRIBUTES

PEDESTRIAN CROSSINGS 2 EDGES ORIENTED ALONG ITS PRINCIPAL AXIS

LANES

BOUNDARIES: 3D LEFT AND RIGHT POLYLINES

COLOR: YELLOW, WHITE, OR IMPLICIT

BOUNDARY MARKING TYPE

CONNECTIVITY

LANE TYPE: BIKE OR VEHICLE LANE

IN INTERSECTION: TRUE OR FALSE

DRIVEABLE AREA POLYGONS

GROUND SURFACE HEIGHT FLOATING POINT HEIGHT VALUES AT 30 CENTIMETER RESOLUTION
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Figure 4.1: Examples from the test split of our TbV dataset. Left to right: BEV sen-
sor representation, onboard map representation, blended map and sensor representations.
Rows, from top to bottom: deleted crosswalk (top row), and painted lane geometry changes
(bottom three rows).

map elements in a city will change each month or each year? For our analysis, we subdivide
a city’s map into square spatial units of dimension 30 meters× 30 meters, often referred to
as “tiles” in the mapping community. We find the probability p of an encounter at any given
time with a tile with changed lane geometry or crosswalk to be p ≈ 5.5174× 10−5. Given
the 3.225 trillion miles driven in the U.S. per year [306], this could amount to billions of
such encounters per year. We determine that up to 7 of every 1000 map tiles may change
in a 5-month span (see Table 4.2), a significant number. More details are provided in the
Appendix.

4.3.2 Sensor Data

Our TbV dataset includes LiDAR sweeps collected at 10 Hz, along with 20 fps imagery
from 7 cameras positioned to provide a fully panoramic field of view. In addition, camera
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Figure 4.2: Examples of lane graphs and pedestrian crossings (a), drivable areas (b), lane
marking annotations (c) raster ground surface height data (d, e), found in both TbV and the
Argoverse 2.0 Sensor Datasets.

intrinsics, extrinsics and 6 d.o.f. AV pose in a global coordinate system are provided.
LiDAR returns are captured by two 32-beam LiDARs, spinning at 10 Hz in the same

direction (“in phase”), but separated in time by 180◦. The cameras trigger in-sync with both
of them, leading to a 20 Hz framerate. The 7 global shutter cameras are synchronized to the
LiDAR to have their exposure centered on when the LiDAR sweeps through the middle of
their fields of view. The top LiDAR spins clockwise in its frame, while the bottom LiDAR
spins counter-clockwise in its frame; in the ego-vehicle frame, they both spin clockwise.

4.3.3 Map Data

In Table 4.3, we list the semantic map entities we include in the TbV dataset. Previous
AV datasets have released sensor data localized within a single map per city [4, 284, 285].
This is not a viable solution for TbV, since the maps change over our long period of data
gathering. We instead release local maps with all semantic entities within 20 meters of
the egovehicle featured. Accordingly, single, incremental changes can be identified and
tested. We release many maps, one per vehicle log; the corresponding map is the map used
on-board at time of capture. Lane segments within our map are annotated with boundary
annotations for both the right and left marking (including against curbs) and are marked as
implicit if there is no corresponding paint (See Figure 4.2).
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4.3.4 Dataset Taxonomy

Our dataset’s taxonomy is intentionally oriented towards lane geometry and crosswalk
changes. In general, we focus on permanent changes, which are far less frequent in urban
areas than temporary map changes. Temporary map changes often arise due to construction
and road blockades.

We postulate that temporary map changes – temporarily closed lanes or roads, or tempo-
rary lanes indicated by barriers or cones, should be relegated to onboard object recognition
and detection systems. Indeed, recent datasets such as nuScenes [284] include 3d labeling
for traffic cones and movable road barriers, such as Jersey barriers (see Appendix for exam-
ples). Even certain types of permanent changes are object-centered (e.g. changes to traffic
signs). Accordingly, a natural division arises between “things” and “stuff’ in map change
detection, just as in general scene understanding [307, 308]. We focus on the “stuff” as-
pect, corresponding to entities which are often spatially distributed in the BEV; we find
lane geometry and crosswalks to be more frequent than other “stuff”-related changes.

4.4 Approach

4.4.1 Learning Formulation

We formulate the learning problem as predicting whether a map is stale by fusing local
HD map representations and incoming sensor data. We assume accurate pose is known.
At training time, we assume access to training examples in the form of triplets (x, x∗, y),
where x is a local region of the map, x∗ is an online sensor sweep, and y is a binary label
suggesting whether a “significant” map change occurred. (x, x∗) should be captured in the
same location.

We explore a number of architectures to learn a shared map-sensor representation, in-
cluding early fusion and late fusion (see Figure 4.3). The late fusion model uses a siamese
network architecture with two input towers, and then a sequence of fully connected lay-
ers. We utilize a two-stream architecture [47, 309] with shared parameters, which has
been shown to still be effective even for multi-modal input [310]. We also explore an
early-fusion architecture, where the map, sensor, and/or semantic segmentation data are
immediately concatenated along the channel dimension before being fed to the network.
We take no credit for these convnet architectures, which are well studied.

4.4.2 Synthesis of Mismatched Data

Real negatives are difficult to obtain; because their location is difficult to predict a priori,
they cannot be captured in a deterministic way by driving around an urban area on any
particular day. Therefore, rather than using real negatives for training, we synthesize fake
negatives. While sensor data is difficult to simulate, requiring synthesis of sensor measure-
ments from the natural image manifold [311, 13], manipulating vector maps is relatively
straightforward.

Synthetic data generation via randomized rendering pipelines can be highly effective for
synthetic-to-real transfer [312]. In order to synthesize fake negatives from true positives,
one must be able to trust the fidelity of labeled true positives. In other words, one must
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(a) Early Fusion (Sensor + Map) (b) Early Fusion (Sensor + Semantics + Map)

(c) Late Fusion (Siamese) (d) Map-Only Input

Figure 4.3: Learning architectures we explore for the map change detection problem.

trust that for true positive logs, the map is completely accurate for the corresponding sensor
data. We perturb the data in a number of ways (See Table 4.4). If such fidelity is assured,
vector map manipulation is trivial because map elements are vector entities which can be
perturbed, deleted, or added.

While synthesizing random vector elements is trivial, sampling from a realistic distri-
bution requires conformance to priors, including the lane graph, drivable area, and inter-
section. We aim for synthetic map/sensor deviations to resemble real world deviations, and
real world deviations tend to be subtle, e.g. a single lane is removed or painted a different
color, or a single crosswalk is added, while 90% of the scene is still a match. In order
to generate realistic-appearing synthetic map objects, we hand-design a number of priors
that must be respected for a perturbed example to enter our training set as a valid training
example (see Appendix). Figure 4.4 and Table 4.4 enumerate a full list of the 6 types of
synthetic changes we employ.

Table 4.4: Training dataset statistics and types of synthetic changes generated from 799
logs. Not all scenes can support all synthetic change types. For example, in order to
delete a crosswalk from a local map, a crosswalk must be present of local vicinity of the
egovehicle.

CHANGE CATEGORY DESCRIPTION OF CHANGE QUANTITY

OF EXAMPLES

BEV SENSOR IMAGES N/A 25,393

NO CHANGE NONE 25,263

LANE GEOMETRY CHANGES

DELETE LANE MARKING 19,870
CHANGE LANE MARKING COLOR 25,098
CHANGE LANE BOUNDARY DASH-SOLID 19,875
ADD BIKE LANE 21,529

CROSSWALK CHANGES
DELETE CROSSWALK 9,627
INSERT CROSSWALK 23,166
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(a) Lane marking color is changed from implicit
to solid white (see bottom-center of image)

(b) A crosswalk is deleted from the map. Reflec-
tions off of windows create illumination varia-
tion on the road surface.

(c) A bike lane is added to the map (see center-
right of image)

(d) The structure of a lane boundary marking
is changed, from double-solid yellow to single-
solid yellow (see bottom-center of image). Its
color is preserved.

(e) A crosswalk is synthetically inserted into the
map.

(f) A solid white lane boundary marking is
deleted (see top-center of image).

Figure 4.4: Examples of our 6 types of synthetic map changes (zoom in for detail). Each
row represents a single scene. Left: bird’s eye view (BEV) sensor data representation.
Center: rasterized onboard map representation (positive). Right: synthetic perturbation of
onboard map (negative). We use red to denote implicit lane boundaries.
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Table 4.5: Controlled evaluation of the influence of fusion architecture and scene rendering
viewpoint (ego-view vs. BEV). Rows marked with an asterisk represent an expected mean
accuracy based on randomly flipped labels, rather than results from a trained model.

MODALITIES VISIBILITY-BASED BEV PROXIMITY VISIBILITY-BASED

EVAL. @ 20M EVAL. @20M EVAL. @20M

BACKBONE ARCH. VIEWPOINT RGB SEMANTICS MAP VAL TEST IS CHANGED NO CHANGE TEST IS CHANGED NO CHANGE

MACC MACC ACC ACC MACC ACC ACC

- RANDOM CHANCE* - - - - 0.5000 0.5000 0.50 0.50 0.5000 0.50 0.50
RESNET-18 EARLY FUSION EGO-VIEW X X X 0.8417 0.6724 0.57 0.77 0.7234 0.67 0.78
RESNET-18 LATE FUSION EGO-VIEW X X 0.8108 0.4930 0.13 0.85 0.4956 0.13 0.86
RESNET-50 EARLY FUSION BEV X X X 0.9130 0.6728 0.58 0.77 - - -
RESNET-50 LATE FUSION BEV X X 0.8697 0.5761 0.43 0.72 - - -

Table 4.6: Controlled evaluation of the influence of data modalities. Rows marked with an
asterisk represent an expected mean accuracy based on randomly flipped labels, rather than
results from a trained model.

MODALITIES VISIBILITY-BASED BEV PROXIMITY VISIBILITY-BASED

EVAL. @ 20M EVAL. @20M EVAL. @20M

BACKBONE ARCH. VIEWPOINT RGB SEMANTICS MAP VAL TEST IS CHANGED NO CHANGE TEST IS CHANGED NO CHANGE

MACC MACC ACC ACC MACC ACC ACC

- RANDOM CHANCE* - - - - 0.5000 0.5000 0.50 0.50 0.5000 0.50 0.50
RESNET-18 SINGLE MODALITY* EGO-VIEW X 0.5000 0.5000 0.50 0.50 0.5000 0.50 0.50
RESNET-18 SINGLE MODALITY EGO-VIEW X 0.8444 0.5333 0.36 0.70 0.5431 0.38 0.71
RESNET-18 EARLY FUSION EGO-VIEW X X 0.8599 0.6463 0.52 0.77 0.6824 0.60 0.77
RESNET-18 EARLY FUSION EGO-VIEW X X 0.8632 0.6082 0.36 0.85 0.6363 0.42 0.85
RESNET-18 EARLY FUSION EGO-VIEW X X X 0.8417 0.6724 0.57 0.77 0.7234 0.67 0.78
RESNET-50 SINGLE MODALITY* BEV X 0.5000 0.5000 0.50 0.50 - - -
RESNET-50 SINGLE MODALITY BEV X 0.8900 0.5754 0.50 0.65 - - -
RESNET-50 EARLY FUSION BEV X X 0.9007 0.6543 0.57 0.74 - - -
RESNET-50 EARLY FUSION BEV X X 0.9153 0.6615 0.60 0.72 - - -
RESNET-50 EARLY FUSION BEV X X X 0.9130 0.6728 0.58 0.77 - - -

4.4.3 Sensor Data Representation

We experiment with two sensor data representations – ego-view (the front center camera
image) and bird’s eye view (BEV). Rather than using Inverse Perspective Mapping (IPM)
[313, 314, 315], we generate the BEV representation (i.e. orthoimagery) by ray-casting
image pixels to a ground surface triangle mesh. For ray-casting, we use a set of camera
sensors with a panoramic field of view, mounted onboard an autonomous vehicle. The
temporal aspect is exploited as pixel values from 70 ego-view images are aggregated to
render each BEV image (10 timesteps from 7 frustums) in order to reduce sparsity (see
Appendix).

4.4.4 Map Data Learning Representation

We render our map inputs as rasterized images; Entities are layered from the back of the
raster to the front in the following order: driveable area, lane segment polygons, lane
boundaries, pedestrian crossings (i.e. crosswalks). We will release the API to generate
and render these map images. Vector map entities are synthetically perturbed before raster-
ization.

4.5 Experimental Results

We frame the map change detection task as: given a buffer of all past sensor data at times-
tamp t, including camera intrinsics and extrinsics, 6 d.o.f. egovehicle pose cityTegovehicle
which we denote as Ti=0...t, image data Ici=0...t where c is a camera index, lidar sweeps
Li=0...t, onboard map data Mk=0...K , estimate whether the map is in agreement with the
sensor data.
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Table 4.7: Controlled evaluation of the benefit and influence of dropout of data modalities.
Rows marked with an asterisk represent an expected mean accuracy based on randomly
flipped labels, rather than results from a trained model.

MODALITIES VISIBILITY-BASED BEV PROXIMITY VISIBILITY-BASED

EVAL @ 20M EVAL. @20M EVAL @20M

BACKBONE ARCH. VIEWPOINT RGB SEMANTICS MAP VAL TEST IS CHANGED NO CHANGE TEST IS CHANGED NO CHANGE

MACC MACC ACC ACC MACC ACC ACC

- RANDOM CHANCE* - - - - 0.5000 0.5000 0.50 0.50 0.5000 0.50 0.50
RESNET-18 EARLY FUSION EGO-VIEW X X X 0.8417 0.6724 0.57 0.77 0.7234 0.67 0.78
RESNET-18 EARLY FUSION EGO-VIEW dropout dropout X 0.8605 0.6581 0.51 0.81 0.6926 0.58 0.81
RESNET-18 EARLY FUSION EGO-VIEW X dropout dropout 0.8384 0.6850 0.63 0.74 0.7342 0.72 0.74
RESNET-18 EARLY FUSION EGO-VIEW X dropout X 0.8474 0.6483 0.51 0.78 0.6914 0.6 0.79
RESNET-18 EARLY FUSION EGO-VIEW X X dropout 0.8429 0.6617 0.51 0.82 0.6994 0.58 0.81

4.5.1 Implementation Details

Ego-view Models. Our ego-view models that operate on front-center camera images lever-
age both LiDAR and RGB sensor imagery. We use LiDAR information to filter out oc-
cluded map elements from the rendering. We linearly interpolate a dense depth map from
sparse LiDAR measurements, and then compare the depth of individual map elements
against the interpolated depth map; elements found behind the depth map are not ren-
dered. In our early fusion architecture, we experiment with models that also have access to
semantic label masks from the semantic head of a publicly-available seamseg ResNet-50
panoptic segmentation model [316]. For those models with access to the semantic label
map modality, we append 224 × 224 binary masks for 5 semantic classes (‘road’, ‘bike-
lane’, ‘marking-crosswalk-zebra’, ‘lane-marking-general’, and ‘crosswalk-plain’) as addi-
tional channels in early fusion.
Bird’s Eye View Models. We also implement camera-based models that accept orthoim-
agery as input, relying only upon RGB imagery and a pre-generated ground height field,
without utilizing online LiDAR. We generate new orthoimagery each time the ego-vehicle
moves at least 5 meters, and use each orthoimagery example as a training or test example.
We use 2 cm per pixel resolution for orthoimagery; all pixels corresponding to 3d points
up to 20 meters in `∞-norm from the ego-vehicle are included, generating a 2000 × 2000
px image.
Training. We use a ResNet-18 or ResNet-50 [159] backbone, with ImageNet-pretrained
weights, where a corresponding weight parameter’s size is applicable. We use a crop size of
224×224 from images resized to 234×234 px. Please refer to the Appendix for additional
implementation details and an ablation experiment on the influence of input crop size on
performance.

4.5.2 Evaluation

Comparable evaluation of the ego-view and bird’s eye view models is challenging since
they operate on different portions of the scene. The ego-view model should not be penalized
for ignoring changes outside of its field of view, especially those located behind the ego-
vehicle. Thus, we provide results for visibility-based evaluation (when the change is visible
in the ego-view), and a purely proximity-based comparison (when it is within 20 m. by `∞
norm). The area about which a model should reason is somewhat arbitrary; changes behind
and to the side may matter for fleet operation, but changes directly ahead of the AV are
arguably most important for path-planning [317]. In addition, changes visible to the rear
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at some timestamp are often visible directly in front of the AV at a prior timestamp. We
consider the visibility-based evaluation to be most fair for ego-view models.

We use a mean of per-class accuracies to measure performance on a two-class problem:
predicting whether the real world is changed (i.e. map and sensor data are mismatched), or
unchanged (i.e. a valid match).
Comparison of Performance from Different Data Viewpoints and Architectures. Our
first finding is that models that operate on an ego-view scene perspective are more effective
than those operating in the bird’s eye view (5% more effective over their own respective
field of view), achieving 72.3% mAcc (see Table 4.5). We found a simpler architecture
(ResNet-18) to outperform ResNet-50 in the ego-view.

For both BEV and ego-view, the early fusion models significantly outperform the late
fusion models (+22.8% mAcc in the ego-view and +9.7% mAcc in BEV). This may be
surprising, but we attribute this to the benefit of early alignment of map and sensor image
channels for the early fusion models. Instead, the late-fusion model performs alignment
with greatly reduced spatial resolution in a higher-dimensional space, and is forced to make
decisions about both data streams independently, which may be suboptimal. While the map
and sensor images represent different modalities, a shared feature extractor is useful for
both.
Comparison of Performance from Different Input Modalities. We compare validation
and test set performance of various input modalities in Table 4.6. Early fusion of map and
sensor data is compared with models that have access to only sensor or map data, or a com-
bination of the two, with or without semantics. All models suffer a significant performance
drop on the test set compared to the validation set. While a gap between validation and test
performance is undesirable, better synthesis heuristics and better machine learning models
can close that gap.

We find semantic segmentation label map input to be quite helpful even, although it
places a dependency upon a separate model at inference time, increasing latency for a real-
time system. Mean accuracy improves by 4% in the ego-view and 2% in the BEV when
sensor and map data is augmented with semantic information in early fusion. In fact, early
fusion of the map with the semantic stream alone (without sensor data) is 1% more effective
than using corresponding sensor data for the BEV.

The map-stream-only models perform slightly better than random chance. Inspection
via Guided GradCAM demonstrates that the map-only baseline attends to onboard map
areas that are not in compliance with real-world priors, such as symmetry in crosswalk
layout, paint patterns, and lane subdivisions (see Appendix).
Ablation on Modality Dropout. We find random drop-out of certain combinations of
modalities to regularize the training in a beneficial way, improving accuracy by more than
1% of our best model (See Table 4.7). Given the wide array of modalities available to
solve the task, from RGB sensor data, semantic label maps, rendered maps, and LiDAR re-
flectance data, we experiment with methods to force the network to learn to extract useful
information from multiple modalities. Specifically, we perform random dropout of modal-
ities, an approach developed in the self-supervised learning literature [318, 319, 320].

Perhaps the most intuitive approach would be to apply modality dropout to one of the
sensor or semantic streams, forcing the network to extract useful features from both modal-
ities during training. However, we find this is in fact detrimental. More effective, we dis-
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(a) New paint constricting the intersection and bollards are
added.

(b) A 3-lane road has been converted to a 2-lane road.

(c) Crosswalk paint has been removed.

Figure 4.5: Guided GradCAM. 6 figures are shown for frames from various test set logs.
Clockwise, from top-left: ego-view sensor image, rendered map in ego-view, blended com-
bination of sensor and map, seamseg label map, GradCAM activations for the map input,
GradCAM activations for the sensor input. White color shows maximal activation, and red
color shows zero activation in the heatmap palette. Label maps from seamseg are at times
quite noisy. 107



cover, is to randomly drop out either the map or semantic streams. In theory, meaningful
learning should be impossible without access to the map; however, since we drop-out each
example in a batch with 50% probability, in expectation 50% of the examples should yield
useful gradients in each batch. This approach improves accuracy by more than 1% of our
best model. We zero out all data from a specific modality as our drop out technique.
Interpretability and Localizing Changes. While accurately perceiving changes is impor-
tant, the ability to localize them would also be helpful. We use Guided Grad-CAM [321]
to identify which regions of the sensor, map, and semantic input are most relevant to the
prediction of the ‘is-changed’ class. In Figure 4.5, we show qualitative results on frames
for which our best model predicts real-world map changes have occurred.

4.6 Conclusion

Discussion. In this work, we have introduced the first dataset for a new and challenging
problem, map change detection. Our dataset is one of the largest AV datasets at the present
time, featuring 1043 logs with an average duration of 54 seconds. We implement various
approaches as strong baselines to explore this task for the first time with real data. Perhaps
surprisingly, we find that comparing maps in a metric representation (a bird’s eye view) is
inferior to operating directly in the ego-view. We attribute this to a loss of texture during
the projection process, and to a more difficult task of reasoning about a much larger spatial
area (85◦ f.o.v. instead of 360◦ f.o.v.). In addition, we provide a new method for localizing
changed map entities, thereby facilitating efficient updates to HD maps.

We identify a significant gap between validation accuracy and test accuracy – 10-20%
less on the test split – which supports the importance of testing on real data. If performance
is only measured on fake changes that resemble one’s training distribution, performance
can appear much better than what occurs in reality. Real changes can be subtle, and we
hope the community will use this dataset to further push the state-of-the-art we introduce.
Our data, models, and code to generate our dataset and reproduce our results will be made
publicly available.
Limitations. Rendering time. A second limitation of our work is that real-time rendering
requires GPU hardware; in the ego-view, map entity tesselation and rasterization are costly,
whereas in the BEV, ray-casting is computationally intensive. Perturbation diversity.
In our work, we introduce just 6 types of possible map perturbations, of which far more
types are possible; nonetheless, we prove that they are surprisingly useful. Accuracy.
Perhaps last of all, although our baselines have reasonable performance and by inspection
we demonstrate they are learning to attend to meaningful regions, a large gap still exists
before such a model would be accurate enough to be used on-vehicle.

4.7 Appendix

In this appendix, we provide additional details about our dataset and experiments. In Sec-
tion (A), we provide an ablation study on the influence of input crop size on model per-
formance. In Section (B), we discuss additional implementation details about our training,
data augmentation, and occlusion-based map rendering process. In Section (C), we discuss
the paired positive-negative logs we include. In Section (D), we describe our evaluation
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Table 4.8: Controlled evaluation of the influence of input crop size (for ego-view and BEV).
MODALITIES VISIBILITY-BASED BEV PROXIMITY VISIBILITY-BASED

EVAL. @ 20M EVAL. @20M EVAL. @20M

RESOLUTION BACKBONE ARCH. VIEWPOINT RGB SEMANTICS MAP VAL TEST IS CHANGED NO CHANGE TEST IS CHANGED NO CHANGE

MACC MACC ACC ACC MACC ACC ACC

224x224 ResNet-18 Early Fusion Ego-View X dropout dropout 0.8384 0.6850 0.63 0.74 0.7342 0.72 0.74
448x448 ResNet-18 Early Fusion Ego-View X dropout dropout 0.8713 0.6331 0.38 0.88 0.6644 0.45 0.88
224x224 ResNet-50 Early Fusion BEV X no X 0.9007 0.6543 0.57 0.74
448x448 ResNet-50 Early Fusion BEV X no X 0.9072 0.6749 0.63 0.72

metric. In Section (E), we provide additional experimental analysis of different models and
rendering viewpoints. In Section (F), we provide additional details about how we generate
orthoimagery. In Section (G), we offer additional examples from our test set. In Section
(H), we give examples of other types of temporary map changes which we do not annotate
or evaluate within our dataset. In Section (I) we provide further analysis of the frequency
of map changes. Finally, in Section (J), we give additional details about our synthetic map
perturbation protocol.

3D point locations are quantized to float16. Ground height maps are quantized to 0.3
meter resolution from their full resolution. HD map polygon vertex locations are quantized
to .01 meter resolution.

Appendix A: Influence of Input Crop Size

In this section, we perform an ablation on input crop size, as discussed in subsection 4.5.1
of this chapter. Earlier in this chapter, we set our input crop size to 224 × 224 px for
all experiments mentioned therein. In this section, we present an ablation to measure the
influence of input crop size. Again, we find the ego-view model is the best-performing
model, as measured on its own field of view.

Perhaps surprisingly, we find that an RGB image at 234 × 234 px resolution (∼ 164K
pixel values/image) is sufficient to capture significant detail. In Table 4.8, we present an
ablation where we find that for BEV models, higher resolution (i.e. 468×468 px) does im-
prove mAcc by 2% mAcc, although requiring almost 4x the GPU memory during training
and significantly longer training times. However, for ego-view models, a higher crop size
is quite detrimental, reducing visibility-based mAcc by around 7%.

Appendix B: Additional Implementation Details

B.1. Training

We train our models for 90 epochs with the Adam [322] optimizer. We use a polynomial
learning rate decay strategy, starting at 1 × 10−3. We use a batch size of 1024 examples.
We start with pretrained ImageNet weights for ResNet-18 or ResNet-50 [159].

We train with multiple negative examples per sensor image, which we found to be more
beneficial than randomly sampling a single negative example (i.e. a synthetically perturbed
map). In other words, we perform multiple types of perturbations for a given scene, and
feed them to the network as separate negative examples (not necessarily in the same mini-
batch).
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B.2. Data Augmentation

We employ a number of data augmentation techniques to improve the generalization of our
models and prevent overfitting. Input images are of dimension 2048 × 1550 for the front-
center camera, and 1550× 2048 for all other 6 cameras. For the ego-view models, we first
take a square crop from the bottom 1550 × 1550 of an ego-view image. Afterwards, we
resize to 234× 234, perform a random horizontal flip with 50% probability, take a random
224 × 224 crop, divide pixel intensities by 255, and then normalize both sensor and map
RGB channels by the ImageNet mean (µr, µg, µb) = (0.485, 0.456, 0.406) and standard
deviation (σr, σg, σb) = (0.229, 0.224, 0.225)

For BEV models, we resize input images from 2000×2000 px to 234×234 px, perform
a random horizontal and/or vertical flip with 50% probability each (independently), choose
a random 224× 224 crop, and normalize as described above.

We find other traditional data augmentation techniques from the semantic segmentation
literature [323], such as applying a random rotation to the input or randomly blurring the
input with a small kernel, to be ineffective.

B.3. Occlusion Reasoning

As discussed in subsection 4.5.1 earlier in this chapter, we use map occlusion reasoning
when generating the input for our ego-view models. Occluded map elements and map
elements that have been removed in the real world (“deleted”) are both not visible in camera
imagery. While the former is an expected everyday occurrence, and the latter is of interest
to us, we use occlusion reasoning in order to separate the two phenomena. We generate a
dense depth map from sparse LiDAR returns (see Figure 4.6) and the depth of map entities
is compared against the corresponding depth of its projection in the depth map.

(a) RGB Image (b) Interpolated Depth Map

Figure 4.6: Example of a dense depth map interpolated from sparse LiDAR returns.

B.4. Details about Semantic Label Map Input

As discussed in subsection 4.5.1 earlier in this chapter, we use semantic label maps gener-
ated from the semantic head of a publicly-available seamseg ResNet-50 panoptic segmenta-

110



tion model [316] 3. We create 5 binary mask channels from the semantic label map, for the
‘road’, ‘bike-lane’, ‘marking-crosswalk-zebra’, ‘lane-marking-general’, and ‘crosswalk-
plain’ classes. These are optionally provided as additional channels to the 3 RGB sensor
channels and 3 RGB map channels via early fusion. Seamseg’s semantic label maps on
their own do not capture sufficient granularity for the map change detection task we define,
since the Mapillary Vistas public dataset’s taxonomy does not differentiate between lane
color and or different marking types (e.g. double-solid, solid, dashed-solid), which are of
interest to autonomous vehicle operation.
Unsuitability of Per-Pixel Semantic Comparison. Directly comparing rendered map and
semantic label maps at a per-pixel level is not always useful since our HD map represen-
tation does not provide paint annotation for every single dashed longitudinal lane marking,
but rather provides a description lane marking pattern, polyline boundary, and other cor-
responding attributes (See Table 4.3 earlier in this chapter). Thus, we can simulate the
pattern of dashed lane markings, but not their exact, pixel-perfect location. As we show
earlier in this chapter, the network can abstract away the per-pixel details to provide more
meaningful features.

Appendix C: Data Selection

For a subset of the ‘negative’ logs in our TbV dataset, we provide a corresponding ‘positive’
log captured before the change occurred. Example images from pair positive-negative logs
are provided in Figure 4.7. This allows for non-learning based approaches (e.g. based upon
comparison of 3d reconstructed world models) for a limited amount of the test set.

Appendix D: Evaluation

As our primary accuracy metric, we use a mean of class accuracies over two classes. This
accounts for both precision and recall. If a confusion matrix is computed with predicted
entries on the rows and actual classes as the columns, and normalized by dividing by the
sum of each column, 2-class accuracy can be simply calculated as the mean of the diagonal
of the confusion matrix.

More formally, let ncl = 2 be the number of classes, ŷi be the prediction for the i’th
test example, and yi be the ground truth label for the i’th test example. We define per-class
accuracy (Accc) and mean accuracy (mAcc) as:

mAcc = 1/ncl

ncl∑
c=0

Accc, Accc =

N∑
i=0

1{ŷi = yi} · 1{yi = c}

N∑
i=0

1{yi = c}
(4.1)

Appendix E: Additional Experimental Analysis

Advantages of BEV. In principle, the bird’s eye view (BEV) representation (orthoimagery)
offers two main advantages: a single, dense, accumulated metrically-accurate representa-

3Available at https://github.com/mapillary/seamseg.
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tion for a single pass through a network, rather than passing in 7 images through 7 separate
networks, trained on each frustum, in order to detect changes to the sides and rear of the
vehicle. This approach can be costly at inference time given the number of camera frustums
required to achieve a panoramic view with traditional cameras. Second, the BEV is gener-
ally free of distortion, compared to the ego-view. The ego-view can be seen as “spoiling”
the map data’s metric nature.
Advantages of Ego-view. However, an ego-view perspective also presents clear advan-
tages over the BEV. Rendering data in the BEV can be seen as “spoiling” the sensor data’s
texture. Importantly, there is less distraction and less overall content to reason about in the
egoview. Therefore, the ego-view task is arguably easier than the BEV task, needing only
to detect changes in a 85◦ f.o.v. instead of 360◦ f.o.v.
Analysis of Map-Only Baseline. The map-only baseline performs quite poorly when pre-
dicting real-world lane geometry changes, slightly over random chance (2% or 3% over
random chance in the ego-view and 7% over random change in the BEV). While the map-
only stream may seem doomed to fail without access to real-world sensor information, we
observe that a certain number of map changes exist to bring the real world into compli-
ance with certain priors, which are already encapsulated in the map. For example, we find
that upgrading a 4-way intersection from a single crosswalk to 4 crosswalks, or from a
single crosswalk to 0 crosswalks (after repaving) is a common map change, which would
agree with priors. Indeed, our experimental results suggest that the map-only baseline,
which is completely blind to the real-world, can occasionally succeed at predicting real-
world crosswalk changes by learning powerful priors. Inspection via Guided GradCAM
demonstrates that the map-only models attends to asymmetric paint patterns along the left
and right boundaries of a road, or asymmetric lane subdivisions along two sides of a road;
modifications to such map asymmetry which are common real-world map updates.
Analysis of Sensor-Only Baseline. The sensor-only model (see Table 4.6) sees randomly
perturbed labels, with only “positive” training data, and therefore is not a meaningful base-
line.

Appendix F: Orthoimagery Generation Implementation Details

In this section, we provide additional details about the orthoimagery generation process
described in subsection 4.4.3 and subsection 4.5.1 earlier in this chapter. In order to cre-
ate a metrically-accurate sensor data representation that is free of perspective distortion,
we generate orthoimagery using ray-casting. Orthoimagery from LiDAR suffers from ex-
treme sparsity, leading to an impoverished representation. To generate dense panoramic
orthoimagery, we use a set of high-definition camera sensors with a panoramic field of
view, mounted onboard an autonomous vehicle. We generate the BEV representation (i.e.
orthoimagery) by ray-casting image pixels to a ground surface triangle mesh. Our ground
height maps exploit LiDAR offline, and in this way our ego-view method incorporates the
strengths of LiDAR.
CUDA Ray-Casting Routine. We tesselate quads from a ground surface mesh with 1 me-
ter resolution to triangles; rays are cast to triangles up to 25 m away from the egovehicle.
For acceleration, we cull triangles outside of the left and right cutting planes of each cam-
era’s view frustum. We implement the Moller-Trombore ray-triangle intersection routine
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[324] in CUDA.
Density. Ray-casting yields a vastly more dense set of image rays than LiDAR, on the order
of 2 orders of magnitude greater density; for a 1550× 2048 image, one can obtain ∼ 3.17
million rays per image, and across 7 camera frustums, this translates to over 22.19 million
rays with available RGB values per second. With 20 fps imagery per camera frustum, this
amounts to 440 million rays per second. Most conventional 10 Hz LiDAR sensors can
provide little more than 100k returns per sweep, and thus at most 1 million rays per second.
Aggregation. In order to prevent holes in the orthoimagery in the area underneath the egov-
ehicle, we aggregate pixels in ring buffer of length 10 sweeps, and wait 10 sweeps before
starting rendering. Future sensor data is not used to render the sensor data representation.
We use linear interpolation to account for sparsity at range.
Comparison with IPM. While Inverse Perspective Mapping (IPM) is the dominant ap-
proach in the literature, it is inaccurate as it cannot account for ground surface variation.
Geiger [313] model the image-to-ground plane mapping as a homography (IPM) and mo-
saics together monocular images, but requires scenes with an approximately-planar ground
surface. Zhang et al.[314] generate orthophoto ground imagery using fisheye cameras and
IPM. Rapo [315] explored the use of dashboard-mounted cell phones without access to
LiDAR or known calibration, instead relying upon SfM, optical flow, and vanishing point
estimation for online calibration and also use IPM for pixel-to-world correspondence.

Appendix G: Additional Examples from Test Set

In Figure 4.8, we show additional examples from our test set, as seen from a bird’s eye
view.

Appendix H: Map Changes from Construction

In Figure 4.9, we show examples of object-centric map changes inside our TbV dataset,
which we do not annotate and are not the focus of our work.

Appendix I: Additional Analysis of Map Change Frequency

In subsection 4.3.1 and Table 4.2 earlier in this chapter, we present an analysis of map
change frequency. In this section, we provide additional analysis, an extended table, and
derivations of our estimates. Map changes occur at random as part of a stochastic process.
While some changes are coordinated at a city-administration level, it is still difficult to pre-
dict to a specific date or time when construction crews will complete changes. As discussed
earlier in the chapter, we reason about square spatial areas of size 30 m× 30 m, which we
refer to as tiles, which cover 900 m2 each.
Derivation: Probability of an Encounter We consider the probability of entering a spa-
tial area that has undergone a crosswalk or lane geometry within it. In other words, it
is the probability of encountering a changed area, and thus we name it peca. In order
to estimate the probability of encountering a changed area, rather than computing the
ratio

(
num change-discovery miles

num fleet miles

)
, we compute the ratio

(
num. tiles where change is observed

num. tiles entered by fleet

)
. We do
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Table 4.9: Across six particular cities, we analyze the probability of change for a 30m ×
30m spatial area. Since we can likely only catch changes for spatial areas that are somewhat
frequently visited, we require that an area is visited by fleet at least n = 5 times. We provide
n = 1 as well as a lower bound.

≥ 5 VISITS BY FLEET ≥ 1 VISIT BY FLEET

CITY NAME PROBABILITY UP TO T TILES PROBABILITY UP TO T TILES

OF CHANGE IN A THOUSAND OF CHANGE IN A THOUSAND

PER TILE WILL CHANGE PER TILE WILL CHANGE

IN 5 MONTHS IN 5 MONTHS

PITTSBURGH 0.0068 7 0.0052 5
DETROIT 0.0056 6 0.0049 5
WASHINGTON, D.C. 0.0046 5 0.0037 4
MIAMI 0.0038 4 0.0027 3
AUSTIN 0.0009 0.9 0.0006 0.6
PALO ALTO 0.0007 0.7 0.0006 0.6

not require that the autonomous vehicle directly drove over the changed tile, as an ob-
served change can very well still affect driving behavior. We model the probability as a
Bernoulli(p) r.v., with p ≈ 5.517× 10−5 across the more than 5 North American cities we
analyze. A visit would occur once per every 18,124 times a vehicle enters such areas.

While the change percentage may seem inconsequential, one must consider that drivers
in the United States are estimated to drive 3.225 trillion miles per year, according to the
U.S. Department of Transportation [306]. If one were to consider our rate of change equal
to the rate of change of any stretch of road within the United States, this would amount to an
upper bound of 9B encounters of spatial areas with changed lane geometry or crosswalks,
per year:

3.225 · 1012miles
1 year

· 1609 m
1 mile

· 1 tile
30 m

· 5.517 · 10−5 changes
1 tile

≈ 9.5B (4.2)

This derivation assumes that all roads (including highways) are changed as often as urban
roads (a generous estimate).
Derivation: Probability per Spatial Area We next estimate the probability of each unique
tile in a city seeing a crosswalk or lane geometry change, which we also model as a
Bernoulli(p) random variable, with p estimated as:

p =
# unique changed tiles in city

# unique tiles in city visited at least n times by fleet
(4.3)

where the numerator and denominator are both measured over k months.
In Table 4.9, we analyze the probability of change for a 30m× 30m spatial area across

six particular cities. Since we can likely only catch changes for spatial areas that are some-
what frequently visited, we require that an area is visited by fleet at least n = 5 times over
k = 5 months.
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Appendix J: Synthetic Map Perturbation Technique

In subsection 4.4.2, Table 4.4, and Figure 4.4 earlier in this chapter, we enumerate a num-
ber of hand-designed priors we use to generate realistic-appearing synthetic maps. In this
section, we provide detailed descriptions of the generation process.

J.1. Priors on the Crosswalk Perturbation Procedure

Our main observations from studying mapped data are that crosswalks are generally located
near intersections, are orthogonal to lane segment tangents, and have little to no area over-
lap with other crosswalks. Accordingly, we first sample a random lane segment which will
be spanned by the generated, synthetic crosswalk. We perform this random sampling from
a biased but normalized probability distribution; lane segments within intersections achieve
4.5x the weight of non-intersection lane segments. In order to determine the orientation of
the synthesized crosswalk’s principal axis, we compute the normal to the centerline of the
sampled lane segment at a randomly sampled waypoint. This waypoint is sampled from
50 waypoints that we interpolate along the centerline. We ensure that the sampled way-
point is not within the outermost 1/8 of pixels along any border of the rendered map image
(i.e. within 15 m according to `∞ norm from the egovehicle). This measure is to allow
some perturbation of the random crop for data augmentation, without losing visibility of
the changed entity.

Next, in order to determine how many total lane segments the crosswalk must cross in
order to span the entire road, we must determine the road extent. We approximate it as
the union of all nearby lane segment polygons. The line representing the principal axis
of the crosswalk may intersect with this road polygon in more than two locations, since it
is often non-convex. We choose the shortest possible length segment that spans the road
polygon to be valid, and thus find the closest two intersections to the sampled centerline
waypoint. We randomly sample a crosswalk width w in meters from a normal distribution
w ∼ N (µ = 3.5, σ = 1), but clip to the range w ∈ [2, 4] meters afterwards, in accordance
to our empirical observations of the real-world distribution.

If the rendered synthetic crosswalk has overlap with any other real crosswalk above a
threshold of IoU = 0.05, we continue to sample until we succeed. The crosswalk is ren-
dered as a rectangle, bounded between two long edges both extending along the principal
axis of the crosswalk. We use alternating parallel strips of white and gray to color the
object. Crosswalks are deleted by simply not rendering them in the rasterized image.

J.2. Lane Geometry Perturbation Procedure

Our main observations from studying real-world map changes are that lane changes gener-
ally occur over a chain of lane segments, with combined length often over tens or hundreds
of meters, although at times the combined length is far shorter. Accordingly, we use the
directed lane graph to sample random connected sequences of lane segments, respecting
valid successors. We then manipulate either the left or the right boundary only (not both)
of this lane sequence.

Our general procedure is to start this sequence at a random lane well-within the field
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of view of the BEV image. As before, we ensure that the sampled marking is not entirely
contained within the outermost 1/8 of pixels along any border of the rendered map image
(i.e. within 15 m according to `∞ norm from the egovehicle).

When deleting lane boundaries, we sample only painted yellow or white lane bound-
ary markings. When changing the color or structure of lane boundaries, we sample lane
boundary markings of any color (including those that are implicit). When adding a bike
lane, we sample a sequence of 5 lane segments. For marking deletion and changes to lane
marking color and structure, we sample a sequence of length 3.

We render these boundaries as colored polylines; we use red for implicit boundaries,
and yellow and white for lane markings of their respective color. Lane boundary markings
are deleted by simply not rendering them in the rasterized image.

Bike lanes generally represent the rightmost lane in the United States. Accordingly, we
synthesize a valid location for a new bike lane by iterating through the lane graph until there
is no right neighbor; by dividing this rightmost lane into half, we can create two half-width
lanes in place of one. We use solid white lines to represent their boundaries.
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(a) Before (b) After

(c) Before (d) After
Figure 4.7: For a number of ‘negative’ logs, our TbV dataset includes corresponding logs
captured before the map change was implemented, such that we obtain “before and after”
imagery.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 4.8: Examples from the test split of our TbV dataset. Left to right: BEV sensor rep-
resentation, onboard map representation, blended map and sensor representations. Rows,
from top to bottom: inserted crosswalks (a), and painted lane geometry changes (b-h).
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(a) Traffic Cones (b) Jersey Barriers (c) Type III Traffic Barri-
cades

(d) Fallen Trees (e) Construction Signs (f) Traffic Bar-
rels/Drums

(g) Arrowboard Trail-
ers

Figure 4.9: Scenes with temporary object-related map changes collected in Argo AI’s fleet
data. Such scenes are not the focus of our work; rather, we believe such changes should be
addressed by onboard object recognition systems.
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CHAPTER 5
CONCLUSION

In this thesis, I have demonstrated how deep learning can unlock new capabilities for map-
ping, a crucial building block for spatial artificial intelligence.

In the indoor domain, we demonstrate dramatic improvements over the state of the art
in completeness for 2d geometric indoor mapping, i.e. floorplan reconstruction. SALVe
enables mapping with cheap hardware, few views, and very wide baselines, representing
a significant breakthrough for virtual tours, architectural analysis, virtual staging, and au-
tonomous navigation.

In the outdoor domain, our work exploring the “deep front-end” of SfM and SLAM
demonstrates that the wide-baseline “correspondence problem” is far from solved in many
real-world scenarios that arise in robotics applications, such as drone navigation and off-
board scene reconstruction from drone photography. We introduce GTSFM, a new system
for global SfM, to further analyze the benefits of a “deep front-end” on batch-mode SfM,
and find that ensuing front-end signal-to-noise ratios are often insufficient to enable accu-
rate batch-mode SfM on many real-world datasets.

Finally, in the domain of mapping for self-driving, I introduce learning-based for-
mulations for solving the HD map change detection task in a bird’s eye view and ego-
view, demonstrating improvements over the state of the art in accuracy. Because real map
changes are infrequent and vector maps are easy to synthetically manipulate, we lean on
simulated data to train such models. Perhaps surprisingly, we show that such models can
generalize to real world distributions. Our approach to building and validating HD maps
can make such maps dynamic, an important missing part of mapping research today that
can mitigate the danger associated with a host of unsafe scenarios for mobile robots and
autonomous driving.

Along the way, in order to satisfy the demands of these data-driven, deep learning
approaches, I contribute several large-scale datasets towards solving these problems via
“programming by data” – the Argoverse 1.0 Datasets [4], the MSeg Dataset [325], the
Trust but Verify (TbV) Dataset [120], and the Argoverse 2.0 Datasets [326].

5.1 Reflection and Lessons Learned

5.1.1 Contrasting Indoor and Outdoor Reconstruction

In this work, we have explored vastly different algorithms for indoor versus outdoor re-
construction. Indoor, man-made environments offer a large number of valuable priors that
can simply reconstruction and remove degrees of freedom. For example, vertically aligned
lines allow us to straighten panoramas; in an upright configuration, global pose estimation
can be done in 2D, rather than in 3D. Furthermore, planar surfaces such flat floors and
generally flat ceilings allow us to texture map onto orthographic views through backpro-
jection. In additiona, common structures such as windows, doors, openings that determine
connectivity in residential buildings dramatically simplify the search space for features;
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for example, semantic features can be used instead of keypoint features for panoramic im-
agery, eliminating up to 3 orders of magnitude of matches, as we move from thousands of
potential keypoint features per panorama, to a handful of door, window, and opening de-
tections. Using traditional keypoint-based SfM reconstruction pipelines that were designed
for narrow-f.o.v. outdoor imagery does not make sense for highly constrained indoor envi-
ronments, captured by panoramas.

5.1.2 SLAM vs. SfM

Today’s robotics research shows an emphasis on streams of data [327]. Mapping from
diverse internet user photo collections has become a less and less common use case in
computer vision [199, 208]. Nonetheless, wide-baseline still has a few unique use cases,
for examples in human-driven image capture certain scenarios, such as indoor capture by
real estate photographers. In other scenarios, SLAM a more frequent scenario for robotics;
SLAM has many distinct advantages over SfM today, as its smaller baselines can dramat-
ically simplify the correspondence problem, allowing the valuable use of photometric sig-
nals such as optical flow [327], and access to additional sensors such as IMU measurements
further eliminate uncertainty.

5.2 Future Work

In this work, we have explored some of the current limits for building and validating maps,
and shown avenues for progress via data-driven deep learning methods. However, the op-
portunities for future work in this domain are unbounded. Below, I share a few potentially
fruitful ideas for exploration.

Figure 5.1: A possible incremental variant of SALVe. Rather than exhaustively evaluating
O(n2k2) alignments from n panoramas, each panorama containing k W/D/O’s, one could
sort the pairs by image similarity, and keep any alignment if SALVe’s confidence estimates
exceeds a certain threshold.

5.2.1 Accelerating Semantic SfM Indoors

In SALVe, I introduced a new semantic SfM algorithm for automatic floorplan reconstruc-
tion from sparse panoramas. However, our implementation of SALVe is largely based
around exhaustive enumeration of all possible hypotheses, leading to difficult computa-
tional complexity. However, this matching is embarrassingly parallel, and could be per-
formed in a smart and efficient incremental fashion. For example, the pose graph could
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be grown by selecting image pairs by relative likelihood, for example via pairwise image
similarity using techniques such as NetVLAD [328] (see Figure 5.1).

5.2.2 End-to-End Optimization via Differentiable Rendering

In this work, we demonstrated how 2 separately trained deep networks – HorizonNet [117]
and SALVe – can be used to first determine adjacency of a pose graph and initialize it, prior
to optimization. This was done because the adjacency matrix is unknown a priori, and
requires hard choices about which edges are reliable and should be thrown out. However,
in future work, these choices could be made by estimating weights on the edges, in order
to leverage differentiable rendering and differentiable alignment, like UnsupervisedR&R
[329]. One potential loss would be directly on the camera rotations and translations, using
backpropagation on transformation groups, using tools such as LieTorch [330]. This would
allow us to learn the entire system end-to-end (see Figure 5.2).

Figure 5.2: A potential architecture for an end-to-end trainable floorplan reconstruction
system.

5.2.3 Semantic SfM: Joint Optimization

Another key opportunity for floorplan reconstruction is to incorporate landmarks into the
global optimization of window, door, and opening features, rather than only optimizing a
relative pose graph. Not only do these landmarks represent crucial pieces of information
for a floorplan, but they may also be used to further improve accuracy.

5.2.4 Learning for SfM

While dramatic progress is being made for multi-view stereo, largely accelerated by NeRF
[217], learning-based methods for camera geometry estimation still lag behind. Even state-
of-the art methods such as SuperGlue [76] and LoFTR [82] can fail spectacularly under
repetitive features (see Figure 5.3). A critical missing capability today for deep features is
knowing when to trust them. Using learning to estimate this trustworthiness could be used
to eliminate heavily engineered methods in track management and outlier rejection, such
as those found in COLMAP [216]. A popular open-source tool, cloc, counts 304,993
lines of code in the COLMAP repository, scattered across 681 files. Fundamental ways of
re-thinking the learning formulation may be required. Replacing these lines in a “Software
2.0” framework, with a single model or multiple trained models, represents a grand chal-
lenge of vision research. A bitter lesson of SfM research is that decades of research have
yet to yield methods that can work with human-level robustness; under wide baselines or
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repetitive structures, modern deep-feature matching techniques do not approach, let alone
surpass, a human-level ability to identify correspondences between two images (see Fig-
ure 5.3). Why is this? The programming by data paradigm suggests that the solution
lies in massively scaling up training datasets, and transitioning fully to attention-like archi-
tectures.

In Global SfM, a key opportunity is understanding which relative pose measurements
are trustworthy, and which represent false positives from over-confident matches on pairs
with no true covisibility. There are many features available per edge – inlier ratios, cycle
errors, inlier counts, point features, point errors – and more. Graph neural networks such as
Transformers [331] could be used to aggregate these features to discard erroneous edges,
or instead to learn other types of features. While Phillips and Daniilidis [237] explore
this direction for the keypoint match graph, there are many opportunities to explore this
direction on the relative pose graph.

(a) LoFTR (b) Ground Truth

Figure 5.3: (Left): 50 most confident keypoint matches from LoFTR [82], a state-of-the-art
image matching system, on an image pair from ZInD [14]. (Right): Ground-truth (hand-
annotated) keypoint matches for the same image pair. 50 out of 50 LoFTR matches are
incorrect, each with estimated confidence over 0.9.

5.2.5 Mapping with SfM + MVS

Exciting new works in real-time neural radiance fields [246], and large-scale NERF [332]
especially for entire city blocks, suggest that classical methods for Multi-view stereo will
become obsolete. Dramatic additional improvements are needed to lessen the requirement
for the number of input images, 3M images. However, obtaining accurate camera poses
across wide baselines is still very challenging, suggesting that visual inertial odometry
(VIO) and LiDAR-based pose estimation methods will stand the test of time. No global
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Figure 5.4: Annotated HD maps overlaid on front-center camera imagery captured in the
Argoverse 2.0 Sensor Dataset.

SfM approach will be successful without some incremental reasoning, as the raw signal-
to-noise ratio even for learned descriptors and matchers remains limited.

5.2.6 Improving the Accuracy of Map Change Detection

In this thesis, we have largely explored image-centric map change detection algorithms.
However, LiDAR centric learning-based map-change detection is also a promising ap-
proach. In addition, we have experimented with accumulating sensor data over the tem-
poral dimension in the bird’s eye view, but not in the ego-view. Using a buffer of data in
the ego-view could further improve its accuracy, and there are many potential architectures
that could be explored.

5.2.7 Scalable HD Map Creation and Maintenance: Looking to the future

All who are familiar with self-driving know the immense logistical challenges associated
with long-term maintenance of HD maps. The tedious nature of maintaining maps as the
world changes around us suggests we should invest further into techniques for automatic
map updates, albeit with a trained annotator who can certify the final state of the map before
placed into production. Promising new architectures [108, 109, 110] suggest a path forward
for an order of magnitude increase in automation. Training such algorithms, however, re-
quires tapping into the “programming by data” paradigm. Our new datasets – the Argoverse
2.0 Sensor Dataset, Argoverse 2.0 LiDAR Dataset, and the Trust but Verify Dataset – pro-
vide tens of thousands of vehicle logs with high-quality HD map annotations in 3D to make
this possible (see Figure 5.4).
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APPENDIX A
GEOMETRY FUNDAMENTALS

A.1 Lie Groups and Algebras

Lie groups are essential and helpful tools for modeling rigid body kinematics and trans-
formations. Rigid bodies have a state which consists of position and orientation. When
sensors are placed on a rigid body (e.g. a robot), they provide measurements in the body
frame. Suppose we wish to take a measurement yb from the body frame and move it to
the world frame, yielding yw. We can do this via left multiplication with a transformation
matrix wTb, a member of the matrix Lie groups, that transports the point from one space to
another space: yw = wTb yb.

Group Definition

A group is a set G, with an operation ◦ of (binary) multiplication on elements of G which
is:

1. closed: If g1, g2 ∈ G then also g1 ◦ g2 ∈ G.

2. associative: (g1 ◦ g2) ◦ g3 = g1 ◦ (g2 ◦ g3), for all g1, g2, g3 ∈ G;

3. unit element e: e ◦ g = g ◦ e = g, for all g ∈ G;

4. invertible: For every element g ∈ G, there exists an element g−1 ∈ G such that
g ◦ g−1 = g−1 ◦ g = e.

Lie Groups

When we are working with pure rotations, we work with Special Orthogonal groups, SO(·).
When we are working with a rotation and a translation together, we work with Special
Euclidean groups SE(·).

Lie Groups are unique because they are both a group and a manifold. They are contin-
uous manifolds in high-dimensional spaces, and have a group structure.

The Special Orthogonal Group SO(N)

Membership in the Special Orthogonal Group SO(N) requires two matrix properties:
RTR = I and det(R) = +1.

This gives us a very helpful property: R−1 = RT , obtaining the matrix’s inverse is
as simple as taking its transpose. We will generally work with SO(N), where N = 2, 3,
meaning the matrices are rotation matrices R ∈ R2×2 or R ∈ R3×3.

These rotation matrices R are not commutative.
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Two-dimensional Special Orthogonal Group SO(2)

SO(2) is a 1-dimensional manifold living in a 2D Euclidean space, e.g. moving around a
circle. In other words, SO(2) is the space of orthogonal matrices that corresponds to rota-
tions in the plane. We will be stuck with singularities if we use 2 numbers to parameterize
it, which would mean kinematics break down at certain orientations.
A simple example: Let’s move from the body frame b to a target frame t:

Pt = tRb(θ)Pb[
5 cos(θ)
5 sin(θ)

]
=

[
cos(θ) −sin(θ)
sin(θ) cos(θ)

]
∗
[
5
0

]
As described by Lavalle in [333], another way to think of this is to consider that a robot

can be rotated counterclockwise by some angle θ ∈ [0, 2π) by mapping every (x, y) as:

(x, y)→ (x cos θ − y sin θ, x sin θ + y cos θ). (A.1)

SO(3)

There are several well-known parameterizations of R ∈ SO(3):

1. R ∈ R3×3 full rotation matrix, 9 parameters – there must be 6 constraints.

2. Euler angles, e.g. (φ, θ, ψ), so 3 parameters.

3. Angle-Axis parameters (~a, φ), which is 4 parameters and 1 constraint (unit length).

4. Quaternions (q0, q1, q2, q3), 4 parameters and 1 constraint (unit length).

There are only 3 degrees of freedom in describing a rotation. But this object doesn’t live
in 3D space. It is a 3D manifold, embedded in a 4-D Euclidean space. Parameterizations
1,3,4 are overconstrained, meaning they employ more parameters than we strictly need.
With overparameterized representations, we have to do extra work to make sure we satisfy
the constraints of the representation. As it turns out, SO(3) cannot be parameterized by
only 3 parameters in a non-singular way.

Rotation Matrices

3D rotation matrices do not form a vector space. An easy way to see this is to try to add
the following two rotation matrices, I and R, where R is a 180◦ rotation about the z-axis:

I =

1 0 0
0 1 0
0 0 1

 , R =

−1 0 0
0 −1 0
0 0 1


I +R =

0 0 0
0 0 0
0 0 2

 (A.2)
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which is not a rotation (as it squashes flat the x- and y- components).

Euler Angles

One parameterization of SO(3) is to imagine three successive rotations around different
axes. The Euler angles encapsulate yaw-pitch-roll: first, a rotation about the x-axis by
φ (roll). Then, a rotation about the pitch axis by θ (via right-hand rule), and finally we
perform a yaw via a rotation about the z-axis (yaw, ψ).

The sequence of successive rotations is encapsulated in wRb:

wRb = Rz(ψ)Ry(θ)Rx(φ) (A.3)

As outlined by Lavalle [333], these successive rotations by (ψ, θ, φ) are defined by:

Ryaw = Rz(ψ) =

cosψ −sinψ 0
sinψ cosψ 0

0 0 1

 (A.4)

Rpitch = Ry(θ) =

 cosθ 0 sinθ
0 1 0
−sinθ 0 cosθ

 (A.5)

Rroll = Rx(φ) =

1 0 0
0 cosφ −sinφ
0 sinφ cosφ

 (A.6)

Each rotation matrix ∈ R3×3 above is a simple extension of the 2D rotation matrix from
SO(2). For example, the yaw matrix Ryaw performs a 2D rotation with respect to the x and
y coordinates while leaving the z coordinate unchanged [333].

The Two-Dimensional Special Euclidean Group SE(2)

The real space SE(2) are 3 × 3 matrices, moving a point in homogenous coordinates to
a new frame. It is important to remember that this represents a rotation followed by a
translation (not the other way around). A rigid body which translates and rotates on a 2D
plane has 3 DOF, e.g. a ground robot.

T =

xwyw
1

 =

R2×2 t2×1

. . . ...
0 0 1

 ∗
xbyb

1

 (A.7)

By adding an extra dimension to the input points and transformation matrix T , the
translational part of the transformation is absorbed.

The Three-Dimensional Special Euclidean Group SE(3)

The set of rigid body motions, or special Euclidean transformations, is a (Lie) group, the
so-called special Euclidean group, typically denoted as SE(3). The real space SE(3) is a
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6-dimensional manifold. Its dimensions is exactly the number of degrees of freedom of a
free-floating rigid body in space [3]. SE(3) can be parameterized with a 4 × 4 matrix as
follows:  R3×3 t3×1

0 0 0 1


What is the inverse of an SE(3) object? Consider a transformation of a point in the

body frame pb to a point in the world frame pw. Both points pb, pw must be in homogeneous
coordinates. We can invert it as follows:

pw = wTbpb

pw =
[
wRb | wtb

]
pb

pw = wRbpb + wtb

pw − wtb = wRbpb

(wRb)
−1(pw − wtb) = (wRb)

−1wRbpb

(wRb)
T (pw − wtb) = pb

(wRb)
Tpw − (wRb)

T wtb = pb[
(wRb)

T | −(wRb)
T wtb

]
pw = pb

pb =
[
(wRb)

T | −(wRb)
T wtb

]
pw

pb = wT−1
b pw

(A.8)

Thus if T =

[
R t
0 1

]
, then T−1 =

[
RT −RT t
0 1

]
.

A.1.1 Axis-Angle Representation, Lie Algebra, and Exponential and Log Maps

One of the most powerful representations of a 3d rotation is the axis-angle representation,
that will allow us to compute averages of multiple rotation matrices, smoothly interpolate
between two rotations, and much more. These tasks are hard to perform directly because
rotation matrices don’t form a vector space—for instance, adding two rotation matrices
doesn’t give you another rotation matrix.

We can convert rotation matrices into an axis-angle form where rotations are repre-
sented by ordinary vectors.The axis-angle representation consists of an angle θ ∈ R and an
axis u ∈ Rn. The direction of the vector gives the axis of rotation, and the magnitude of
the vector gives the angle of the rotation. They define a type of “screw” motion (spinning
around an axis).

We know that rotation matrices form a Lie group SO(n), and the associated vector
space is the Lie algebra so(3).
Logarithmic Map Mapping from manifold to tangent space: log : SO(3) → so(3). The
logarithmic map can be used to turn a rotation matrix R into an axis and angle.
Exponential Map Mapping from tangent space to manifold: exp : so(3) → SO(3). The

129



exponential map can be used to turn an angle θ and unit-length axis u into a rotation matrix
R.

The Exponential Map

The matrix exponential

eω̂t = I + ω̂t+
(ω̂t)2

2!
+ · · ·+ (ω̂t)n

n!
+ · · · (A.9)

defines a map from the space so(3) to SO(3), which we often call the exponential map
[334].

For any rotation matrix R ∈ SO(3), there exists a ω ∈ R3, ‖ω‖ = 1andt ∈ R such that
R = eω̂t. This theorem is quite powerful: it means that any rotation matrix can be realized
by rotating around some fixed axis by a certain angle. This map is not one-to-one.

Exponential Map Application: Interpolation of Rotation Matrices

A problem that arises in computer vision and robotics is interpolation of rigid body motions.
We can smoothly interpolate 3d rotations using the exponential and logarithmic maps

for 3D rotations. Euler angles are an inferior choice for interpolation. Given two rotations
R0 and R1, the smallest rotation between them (in axis-angle form) is given by

ω = log(R1R
−1
0 ) (A.10)

Hence, we can interpolate via R(t) = exp(tω)R0.
As before, this family of rotations starts at t = 0 with R0, and interpolates to R1 at

t = 1 with the minimal amount of additional “twisting” in-between.

A.1.2 Log / Exponential Map Application: Rotation Averaging

Another problem that arises in computer vision and robotics is single rotation averaging.
The Single Rotation Averaging problem is defined as follows: given a collection of

rotation matrices R1, . . . ,Rn ∈ R3×3, find the average rotation R̄. However, we can’t just

take an average of the matrices 1
n

n∑
i=1

Ri, since the average of rotation matrices will not in

general be a rotation matrix.
Analogy: Averaging Points. Instead, let’s first think about an unusual way to average
a bunch of points x1, . . . ,xn in the 2d plane. Instead of just directly taking the average
(which we can’t do with rotations), we’ll pick some initial guess x̄ for the average. We’ll
then compute, for each point, the smallest vector ui that takes us from x̄ to xi. In the case
of points in the 2d plane, this vector is just ui = xix̄. We’ll then compute the average

vector u := 1
n

n∑
i=1

ui that tries to pull us toward all the points, and take a little step in this

direction of size τ ∈ [0, 1]. If we reach a point where u = 0 – or at least, below some
very small ε > 0—then the algorithm stops and we know we’ve reached the average (see
Algorithm 2).
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Figure A.1: Iterations towards convergence of the Weiszfeld algorithm. (Left): (1) initial-
ization. (Center): intermediate iteration. (Right): convergence.

Algorithm 2 Weiszfeld Algorithm
Inputs:
{xi}Ni=1: Point measurements.

Output:
x̄: Average point.

Solution:
Pick an initial guess x̄ ∈ R2

while true do
ui ← xix̄

u← 1
n

n∑
i=1

ui

x̄← x̄ + τu
if ‖u‖ > ε then

break
end if

end while

Single Rotation Averaging.

The algorithm for averaging rotations is nearly identical (see Algorithm 3).
The initial guess could be any rotation matrix – for example, the identity R̄ = I . Rather

than computing differences of rotation matrices, we compute the smallest rotation from R̄
to each of the Ri via the log map, yielding a bunch of skew-symmetric matrices ωi.

Since these matries belong to a common vector space, we can average them to produce
another skew-symmetric matrix, i.e., another axis-angle representation of a rotation. Ap-
plying the exponential map moves R̄ a little bit toward the average, and we repeat until
convergence.

This algorithm is essentially known as the Weiszfeld algorithm, and the notion of aver-
age we get in the end is referred to as the Karcher mean of the rotations. Multiple rotation
averaging uses the same sorts of ideas, as can be seen in [335] or [119].
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Algorithm 3 Single Rotation Averaging
Inputs:
{Ri}Ni=1: Rotation measurements.

Output:
R̄: Mean rotation.

Solution:
Pick an initial guess R̄ ∈ R3×3

while true do
ωi ← log

(
RiR̄

−1
)

ω ← 1
n

n∑
i=1

ωi

R̄← exp(τ ω)R̄
if ‖ω‖ > ε then

break
end if

end while

Twists

A 4× 4 matrix of the form ξ̂ is called a twist. The set of all twists is denoted as se(3) [336,
334, 337]:

se(3) =

{
ξ̂ =

[
[ω]× v

0 0

]
| ω ∈ so(3), v ∈ R3

}
⊂ R4×4 (A.11)

se(3) is called the tangent space (or Lie algebra) of the matrix group SE(3).
Why do we care about twists? It turns out that a rigid body can be moved from one

position to any other by a movement consisting of (1) a rotation about a straight line (2)
followed by a translation parallel to that line. This type of motion is screw motion, and
its infinitesimal version is called a twist. The beauty of a twist is that it describes the
instantaneous velocity of a rigid body in terms of its linear and angular components, i.e.
the linear velocity v and angular velocity ω [334]. It is the matrix exponential that maps a
twist into its corresponding screw motion.

A.2 Epipolar Geometry

Epipolar geometry is the geometry of stereo vision. In this section, we will review the
two-view case. Many modern approaches for solving robotic computer vision tasks such
as Structure from Motion (SfM) and Visual Simultaneous Localization and Mapping (VS-
LAM) rely heavily on “feature matching,” or the ability to find accurate keypoint corre-
spondences between pairs of images. Tools from Epipolar geometry are a simple, and
often effective, way to discard outliers in feature matching and are widely used.
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A.2.1 The Essential Matrix

Given point correspondences {(x0,x1)} respectively from two images I0, I1, and camera
intrinsics K, the 5-point algorithm solves for an Essential matrix 1E0:[

x1

1

]
K−T

(
1E0

)
K−1

[
x0

1

]
= 0 (A.12)

This equation can be derived from first principles if we consider a 3D point p being viewed
from two cameras (see Longuet-Higgins [272] or Szeliski [338], p. 704):

d1x̂1 = p1 = 1R0p0 + 1t0 = 1R0(d0x̂0) + 1t0 (A.13)

where x̂j = K−1
j xj are the (local) ray direction vectors. Note that 1R0 and 1t0 define an

SE(3) object that transforms p0 from camera 0’s frame to camera 1’s frame. We’ll refer to
these just as R and t for brevity in the following derivation.

We can eliminate the +t term by a cross-product. This can be achieved by multiplying
with a skew-symmetric matrix as [t]×t = 0. Then:

d1[t]×x̂1 = d0[t]×Rx̂0. (A.14)

Swapping sides and taking the dot product of both sides with x̂1 yields

d0x̂
T
1 ([t]×R)x̂0 = d1x̂

T
1 [t]×x̂1 = 0, (A.15)

Since the cross product [t]x returns 0 when pre- and post-multiplied by the same vector, we
arrive at the familiar epipolar constraint, where E = [t]×R:

x̂T1 Ex̂0 = 0 (A.16)

Recovering relative camera motion In order to recover (R, t) from E, we must verify
possible pose hypotheses by triangulating 3d points from each 2-view correspondence, and
by checking the cheirality of each 3d point (whether 3D points have positive depth). We
cannot recover the SE(3) object 1T0 = (1R0,

1t0) from the decomposed E matrix, as 1t0

provides a unit translation direction, not an actual translation direction with any meaningful
magnitude or scale.

A.2.2 The Fundamental Matrix and DLT

Suppose we don’t have access to camera intrinsic matrices K0, K1. The Fundamental
matrix allows us still to verify correspondences. We can use Equation A.12, and define
F = K−T1 (1E0)K−1

0 , leaving a new epipolar constraint of xT1 Fx0 = 0, where x0,x1 are
2D corresponding points in images I0, I1. To simplify notation in a later system of equa-
tions , we’ll use slightly different notation: let x0 = (u, v) and x1 = (u′, v′):

[
u′ v′ 1

] f11 f12 f13

f21 f22 f23

f31 f32 f33

uv
1

 = 0 (A.17)
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Longuet-Higgins’ 8-Point Algorithm [272] provides the solution for estimating F if
at least 8 point correspondences are provided. A system of linear equations is formed as
follows:

Af =

u1u
′
1 u1v

′
1 u1 v1u

′
1 v1v

′
1 v1 u′1 v′1 1

...
...

...
...

...
...

...
...

...
unu

′
n unv

′
n un vnu

′
n vnv

′
n vn u′n v′n 1




f11

f12

f13

f21
...
f33


=

0
...
0

 (A.18)

The matrix-vector product above can be driven to zero by minimizing the norm, and
avoiding the degenerate solution that x = 0 with a constraint that the solution lies upon the
unit ball, e.g.

minimize
‖x‖=1

‖Ax‖2
2 = xTATAx = xTBx (A.19)

By the Courant-Fisher characterization, it is well known that if B is a n× n symmetric
matrix with eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn and corresponding eigenvectors v1, . . . , vn,
then

vn = arg min
‖x‖=1

xTBx (A.20)

meaning the eigenvector associated with the smallest eigenvalue λn of B = ATA is the
solution x?, which is equivalent to the smallest right singular vector v from the SVD of
A = UΣV T . The vector x? contains the 9 entries of the Fundamental matrix F ?.

DLT Proof: the SVD provides the solution

The proof is almost always taken for granted, but we will provide it here for completeness.
This is a specific instance of the extremal trace [339] (or trace minimization on a unit
sphere) problem, with k = 1, i.e.

minimize Tr(XTBX)
subject to XTX = Ik

(A.21)

where Ik denotes the k × k identity matrix. The unit ball constraint avoids the trivial
solution when all eigenvalues λi are zero instead of a single zero eigenvalue.

In our case, since U, V are orthogonal matrices (with orthonormal columns), then
UTU = I . Thus, the SVD of B yields

ATA = (UΣV T )T (UΣV T ) = V ΣUTUΣV T = V Σ2V T . (A.22)

Since B = ATA, B is symmetric, and thus the columns of V =
[
v1 . . . vn

]
are eigen-

vectors of B. V can equivalently be computed with the SVD of A or B, since V appears in
both decompositions: A = UΣV T and B = V Σ2V T .
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Because B is symmetric, there exists a set of n orthonormal eigenvectors, yielding an
eigendecomposition B = V TΛV . Thus,

arg min
‖x‖=1

xTBx = arg min
‖x‖=1

xTV TΛV x = arg min
‖x‖=1

(V x)TΛ(V x) (A.23)

Since V is orthogonal, ‖V x‖ = ‖x‖, thus minimizing (V x)TΛ(V x) is equivalent to

minimizing xTΛx. Since Λ is diagonal, xTBx =
n∑
i=1

λix
2
i where {λi}ni=1 are the eigen-

values of B. Let qi = x2
i , meaning qi ≥ 0 since it represents a squared quantity. Since

‖x‖ = 1, then
√∑

i

x2
i = 1,

∑
i

x2
i = 1,

∑
i

qi = 1. Thus,

min
‖x‖=1

xTBx = min
‖x‖=1

n∑
i=1

λix
2
i = min

qi

∑
i

λiqi = min
qi
λn
∑
i

qi = λn (A.24)

where λn is the smallest eigenvalue of B. The last line follows since qi ≥ 0 and∑
i

qi = 1, therefore we have a convex combination of a set of numbers {λi}ni=1 on the real

line. By properties of a convex combination, the result must lie in between the smallest and
largest number. Now that we know the minimum is λn, we can obtain the argmin by the
following observation:

If v is an eigenvector of B, then

Bv = λnv (A.25)

Left multiplication with vT simplifies the right side because vTv = 1, by our constraint that
‖x‖ = 1. We find:

vT (Bv) = vT (λnv) = vTvλn = λn (A.26)

Thus the eigenvector v associated with the eigenvalue λn is x?. �

A.2.3 Normalized 8-Point Algorithm

Hartley [175] proposes a simple modification to the classical 8-Point algorithm to make it
robust to noise. By preceding the algorithm with a very simple normalization (translation
and scaling) of the coordinates of the matched points, results are obtained comparable with
the best iterative algorithms.

The main idea is to replace coordinates ua in image a with ûa = Taua, and coordinates
ub in image b with ûb = Tbub.

If T is chosen to be invertible, then we can recover the original coordinates from the
transformed ones, as

ûa = Taua

T−1
a ûa = T−1

a Taua

T−1
a ûa = ua

(A.27)
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Substituting in the equation uTb Fua = 0, we derive the equation

uTb Fua = 0

(T−1
b ûb)

TFT−1
a ûa = 0

ûTb T
−T
b FT−1

a ûa = 0

(A.28)

If we use the normalized points ua,u
T
b when fitting the Fundamental matrix, then we

will end up estimating F̂ = T−Tb FT−1
a . In other words, uTb Fua = ûTb F̂ ûa. If we want to

find out the original F that corresponded to raw (unnormalized) point coordinates, than we
need to transform backwards:

F̂ = T−Tb FT−1
a

T Tb F̂ = T Tb T
−T
b FT−1

a

T Tb F̂ Ta = FT−1
a Ta

T Tb F̂ Ta = F

(A.29)

A.3 3d Geometry for Panoramas

Panorama

A panoramic image offers a 360◦ view of the area. Panoramas are often mapped to an image
that covers a 360◦ field-of-view horizontally, but only 180◦ vertically (see Figure A.2). This
is often what we are used to when seeing a map of the world, as if a globe had been distorted
to a cylinder, and then unrolled to be flat. It is called an “equirectangular projection”. In
other words, it maps meridians to vertical straight lines of constant spacing.

Figure A.2: A panorama provided in the Zillow Indoor Dataset (ZInd) [14].

Spherical Coordinate System

In the spherical coordinate system, we use an ordered triple to describe the location of a
point in space. In this case, the triple (ρ, θ, ϕ) describes one distance and two angles.

If P = (x, y, z) is a point in space, and the x-y axes form the ground plane, and the
z-axis points upwards, then:
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• ρ is the distance between P and the origin.

• θ is the angle component of a polar coordinate in the x-y plane

• ϕ is the angle formed by the positive z-axis and line segment OP , where O is the
origin.

Conversion of rectangular coordinates to spherical coordinates Since ρ is the distance
of a point on the sphere to the origin, then:

ρ = ‖

xy
z

 ‖2

ρ2 = x2 + y2 + z2

tan θ =
y

x
z

ρ
=

z√
x2 + y2 + z2

= cos(ϕ)

ϕ = arccos
( z√

x2 + y2 + z2

)
(A.30)

Conversion of spherical coordinates to rectangular coordinates We’ll now discuss how
to go in the opposite direction – from spherical to rectangular coordinates.

The sine of an angle is the length of the opposite leg, divided by the length of the
hypotenuse: sin(ϕ) = r

ρ
. Therefore ρ sin ϕ = r.

At this point, we can consider only triangles inside the x-y plane. If r is the hypotenuse
of a triangle in the x-y plane, then x = r cos θ and y = r sin θ.

To compute z, we can notice one more right triangle above, where cos ϕ = z
ρ
, meaning

z = ρ cos ϕ.
We have derived the following relationships:

1. x = ρ sin ϕ cos θ = r cos θ.

2. y = ρ sin ϕ sin θ = r sin θ.

3. z = ρ cos ϕ.

A.4 Raycasting

Unlike raytracing, raycasting seeks to find only the first intersection between a ray and
a surface (if it exists), rather than continuing to trace the path. It turns out the math for
this is quite simple to do naively, but the interesting part is figuring out how to make the
implementation very cheap and fast [324]. We’ll walk through the derivation from first
principles.
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A.4.1 System of Equations for Ray/Triangle Intersection

Suppose we model the surface as a triangle mesh. In order to find this intersection point P ,
we need a parametric equation of a ray, and of a triangle. Suppose we define the ray by its
origin O and its direction R. The ray parametric equation is P = O + tR where t is the
distance from the ray origin O to point P . To find P , we need to compute distance t.

The three 3d vertices (v0, v1, v2) of a triangle define a plane, and we can compute the
plane’s normal vector with a single cross product. If the vertices are ordered counter-

clockwise, then we can compute the unit length plane normal vector N = (Nx, Ny, Nz) as:

N ′ = (v1 − v0)× (v2 − v0)

N =
N ′

‖N ′‖2

(A.31)

Now, we can form a system of equations. Suppose we have P = (x, y, z). We know
ray origin O and direction R, along with the plane normal N = (A,B,C) and distance D,
computed as D = N · v0. Our only unknowns are P = (x, y, z) and t:

P = O + tR

Ax+By + Cz +D = 0

A ∗ Px +B ∗ Py + C ∗ Pz +D = 0→ rewrite P = (x, y, z) as P = (Px, Py, Pz)
(A.32)

We’ll now substitute P (from the first equation) to (x, y, z) in equation 2 and solve for
distance t. Let O = (Ox, Oy, Oz) and let R = (Rx, Ry, Rz):

A ∗ (Ox + tRx) +B ∗ (Oy + tRy) + C ∗ (Oz + tRz) +D = 0

A ∗Ox +B ∗Oy + C ∗Oz + A ∗ tRx +B ∗ tRy + C ∗ tRz +D = 0

t ∗ (A ∗Rx +B ∗Ry + C ∗Rz) + A ∗Ox +B ∗Oy + C ∗Oz +D = 0

t ∗ (A ∗Rx +B ∗Ry + C ∗Rz) = −
(
A ∗Ox +B ∗Oy + C ∗Oz +D

)
t = −A ∗Ox +B ∗Oy + C ∗Oz +D

A ∗Rx +B ∗Ry + C ∗Rz

t = −N(A,B,C) ·O +D

N(A,B,C) ·R

(A.33)

The expression simplifies nicely, and shows how to find where the ray intersects a 3d
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plane. There are at least 3 more conditions we need to check for, though:

1. Is the intersection point inside of the triangle’s perimeter, or outside?

2. Are the ray direction and the 3d plane parallel to one another?

3. Is the triangle “behind” the ray?

For condition (1), we’ll need another sub-routine, the “inside-outside test”. We can deter-
mine condition (2) easily. If |N · R| < ε, where ε is close to zero, then the ray and plane
are parallel.
Condition (3) is also easy to verify: after solving for t, we check the sign of t and ensure
that it’s non-negative.

A.5 Rotation averaging

The rotation averaging problem, also known as ”rotations averaging”, concerns the esti-
mation of one or more rotations in a global frame, given pairwise rotation measurements.
This problem is equivalent to the synchronization problem over the 3-dimensional Special
Orthogonal Group SO(3), and can serve as a useful initialization for bundle adjustment in
Global Structure from Motion (SfM).

Let wRi, sometimes written as Ri for brevity.
Often we we speak of rotation averaging, we are referring to the “multiple rotation

averaging” problem [243]:

argmin
R1,...Rn∈SO(3)

∑
(i,j)∈N

d(iRj,
iRw

wRj) (A.34)

In Shonan averaging [119], the maximum likelihood problem is posed as

max
R∈SO(d)n

∑
(i,j)∈E

κijtr(wRi
iRj

jRw)

Rotation averaging is a least squares problem in the tangent space of the SO(3) mani-
fold. Because iωj ≈ ωj−ωi (the equality only holds for Baker-Campbell-Hausdorff form),
a simple iterative algorithm [335] arises, by initializing global rotations {wRi}Ni=1

1. Compute residual: ∆jRi = wRj
jRi

iRw

2. Apply logarithmic map: ∆jωi = log(∆jRi)

3. Solve concatenated linear system: A∆ωglobal = ωrel

4. Apply exponential map: ∀k ∈ [1, N ],Rk = Rkexp(∆ωk)

A.6 Translation Averaging

The translation averaging (also known as “translations averaging”) problem estimates global
translations of cameras in a world frame, given a number of pairwise 3 d.o.f. translation
directions and global rotation estimates.
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Given translation direction measurements (rays) j t̂i, and global rotation estimates wRj ,
we can rotate these rays into a global frame via w

j t̂i = wRj
j t̂i. We can then establish

an optimization problem between directions (rays) in the global frame, and global camera
positions. 1dsfm [209] uses a sum of squared chordal distance:

E(·) =
∑

(i,j)∈E

dch

(
w
j t̂i,

wtj − wti
‖wtj − wti‖

)2

(A.35)

where dch(u,v) = ‖u− v‖2.
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APPENDIX B
HIGH DEFINITION (HD) MAP FUNDAMENTALS

High-definition (HD) maps are representations of the world that are designed for use by
autonomous vehicles. They include lane-level geometry, as well as other geometric data
and semantic annotations [287, 288, 289, 2, 290, 4, 105, 10, 291, 6, 292, 7, 13, 11, 12].
In this section, we describe a one possible representation of an HD map, as used in the
Argoverse Datasets [4].

An HD map may include many distinct map components – such as (1) a vector map of
lane centerlines and their attributes; (2) a rasterized map of ground height, (3) a rasterized
map of driveable area and region of interest (ROI), as well as other possible components.

B.0.1 Vector Map of Lane Geometry

A vector map consists of semantic road data represented as a localized graph rather than
rasterized into discrete samples. In a vector map, the lane graph may be represented by
lane boundaries or instead by lane centerlines, split into lane segments. Vehicle trajectories
generally follow the center of a lane, so a centerline is a useful prior for tracking and
forecasting.

A lane segment is a segment of road where cars drive in single-file fashion in a single
direction. Multiple lane segments may occupy the same physical space (e.g. in an intersec-
tion). Turning lanes which allow traffic to flow in either direction are represented by two
different lanes that occupy the same physical space.

For each lane centerline, a number of semantic attributes are possible. In Argoverse
v1.0 [4], these lane attributes describe whether a lane is located within an intersection or
has an associated traffic control measure (Boolean values that are not mutually inclusive).
Other semantic attributes include the lane’s turn direction (left, right, or none) and the
unique identifiers for the lane’s predecessors (lane segments that come before) and suc-
cessors (lane segments that come after) of which there can be multiple (for merges and
splits, respectively). Centerlines are provided as “polylines”, i.e. an ordered sequence
of straight segments. Each straight segment is defined by 2 vertices: (xi, yi, zi) start and
(xi+1, yi+1, zi+1) end. Thus, curved lanes are approximated with a set of straight lines.

In the United States, lane segments adhere to certain priors. For example, in Miami,
lane segments that could be used for route planning are on average 3.84 ±0.89 m wide. In
Pittsburgh, the average width is 3.97 ±1.04 m. Other types of lane segments that would
not be suitable for self-driving, e.g. bike lanes, can be as narrow as 0.97 m in Miami and
as narrow as 1.06 m in Pittsburgh [4].

B.0.2 Rasterized Driveable Area Map

An HD map may include binary driveable area labels at some regular grid resolution, e.g.
1 meter resolution for Argoverse 1.0 and 30 centimeter resolution for Argoverse 2.0. A
driveable area is an area where it is possible for a vehicle to drive (though not necessarily
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legal). Driveable areas can encompass a road’s shoulder in addition to the normal driveable
area that is represented by a lane segment. A dilated isocontour of the driveable area, e.g.
all areas within 5 meters of the driveable area, can be useful for reasoning about entities
of interest for self-driving. This larger area is sometimes referred to as a region of interest
(ROI).

B.0.3 Rasterized Ground Height Map

HD maps may also include real-valued ground height at some regular grid resolution, e.g.
1 meter resolution for Argoverse 1.0. Knowledge of ground height can be used to remove
LiDAR returns on static ground surfaces and thus makes the 3D detection of dynamic
objects easier. Figure B.1 shows a cross section of a scene with uneven ground height.

Figure B.1: A scene with non-planar ground surface. The colored LiDAR returns have
been classified as belonging to the ground, based on the map. Points outside the driveable
area are also discarded. This simple distance threshold against a map works well, even on
the road to the left which goes steeply uphill.

B.0.4 Coordinate System

HD maps require a global, world coordinate system. In Argoverse 1.0 and Argoverse 2.0,
the model of the world used within the maps is a local tangent plane centered at a central
point located within each city [4, 326]. This model has a flat earth assumption which is ap-
proximately correct at the scale of a city. In Argoverse 1.0 and 2.0, map objects are defined
in city coordinates. City coordinates can be converted to the UTM (Universal Transverse
Mercator) coordinate system by simply adding the city’s origin in UTM coordinates to the
object’s city coordinate pose. The UTM model divides the earth into 60 flattened, narrow
zones, each of width 6 degrees of longitude. Each zone is segmented into 20 latitude bands.

We favor a city-level coordinate system because of its high degree of interpretabil-
ity when compared with geocentric reference coordinate systems such as the 1984 World
Geodetic System (WGS84). While WGS84 is widely used by the Global Positioning Sys-
tem, the model is difficult to interpret at a city-scale; because its coordinate origin is located
at the Earth’s center of mass, travel across an entire city corresponds only to pose value
changes in the hundredth decimal place. The conversion back and forth between UTM and
WGS84 is well-known and is documented in detail in [340].
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(a) (b) (c)

Figure B.2: (a) Lane centerlines and hallucinated area are shown in red and yellow, re-
spectively. Argoverse 1.0 provides lane centerlines because simple road centerline repre-
sentations cannot handle the highly complicated nature of real world mapping, as shown
above with divided roads. (b) Lane segments within intersections are shown in pink, and
all other lane segments in yellow. Black shows lane centerlines. (c) Example of a specific
lane centerline’s successors and predecessors. Red shows the predecessor, green shows the
successor, and black indicates the centerline segment of interest.

Figure B.2 shows examples of the centerlines which are the basis of the Argoverse 1.0
vector map. Centerline attributes include whether or not lane segments are in an intersec-
tion, and which lane segments constitute their predecessors and successors. Figure B.3
shows examples of centerlines, driveable area, and ground height projected onto a camera
image.
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(a) Lane geometry and connectivity

(b) Driveable area

(c) Ground height

Figure B.3: Examples of centerlines, driveable area, and ground height projected onto a
camera image.
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