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TABLE I

SIMULATION INITIAL AND DYNAMIC PARAMETERS

INITIAL INPUTS

PULSE JAMMER

Rep Rate
. Sweep Time
Duty Cycle

SEEKER PARAMETERS

Type
Fov

Blur
NEFD

SNR Required for Track
Maxi Scan Rate

Reticle
System Responsivity

TARGET PARAMETERS

Shape

Size

Aspect Ratio

Intensity Gradients

Intensity Polarity
Programmable Target Intensity
Maximum Range

Minimum Range

Scan Dependent
Scan Dependent
Maximum 50%

Rosette, Conical and Center Spun

Scaled to 32 x 32 IFOV

0.5 mrad. Minimum
Any Value

1 to 100

100 Nominal

128 x 128 Conical

32 x 200 Center Spun
Any Value

Circle, Square, or Triangle

Any Value

1:1 to 10:1
Complex

Plus or Minus
Complex

Target Dependent
Target Dependent

DYNAMIC PARAMETERS

TARGET

Rotation Orientation
Aspect Orientation
Azimuth Angle
Elevation Angle
Range

PULSE JAMMER ON/OFF
PROGRAMMABLE TARGET ENABLE
MISSILE ROLL

DYNAMIC SCAN

SCAN GENERATOR WAVEFQRMS






During initialization, the I/0 CPU (Input/Output Central Processing
Unit) loads the reference RAM, calculating one of three shapes: triangle,
square or circle, and applying the true aspect ratio. The boundaries of
the shapes are calculated as in Figure 2. In addition, to produce a more
accurate rendition of the true target during fly around, the square and
the triangle have one intermediate shape each (Figure 3), which is a
combination of the shape with a circle, to minimize problems in switching
from one to the other. Once the shapes have been described, the loading
processor calculates the total target power and distributes normalized
numbers according to the specified gradients. With a minicomputer or
equivalent as a loading processor, considerable flexibility can be exer-
cised as to both shapes and gradients.

DYNAMIC TARGET PROCESSING

During a target update, the target CPU processes each target reference
RAM with the dynamic variables of range, position, aspect orientation,
and rotation orientation and loads the result into a target buffer. This
contains all the targets within the seeker FOV in preparation for the
convolution. There are two identical buffers which are addressed by
either the target CPU or the convolving CPU on alternate frames.

The 64 x 64 point reference RAM represents the target at minimum
range. Therefore, the size of the target at any other range during the
simulation will be less than or equal to this maximum size. Also, the
reference RAM is for the target viewed with no projection. Thus any
projected aspect ratio will be less than or equal to the reference,
Therefore, any target can be created from the reference simply by
skipping points in the reference as the target is loaded into the
target buffer. The skip factor can be an integer value, but this is
generaliy too crude to produce proper scaling. However, by expanding
the length of the word used to calculate the next reference point, a
"fixed point" calculation can be done with much improved accuracy for
virtually no loss of speed.






























As the missile closes range on an extended, optically resolved target,
power collected from any point within a resolution element increases
inversely proportional to range squared. However, the number of points
within a target area subtended by each resolution element decreases pro-
portional to range squared. Consequently, the image intensity for each
resolution element within the simulation will remain constant. Target
intensity then becomes an area function in the target scaling. After
resalving the target, each resolution element within the simulation will
be constant and more simulation resolution elements will be added to the
target as it fills the FOV. Therefore the actual simulation dynamic
range will be seven orders of magnitude plus for extended targets. For
example, if the optical resolution is 1 mrad. and the target is one meter,
the target is resolved at 1 km. Figure 5 shows that at this range four
orders of magnitude are left, and may be used for jammers with intensi-
ties four orders of magnitude above the target. In this situation the
simulation has an effective dynamic range of 1 to 1011.

Various binary compression schemes were investigated to find a
numbering system capable of representing the seven orders of magnitude
dynamic intensity range of a target simulation, yet convenient enough to
utilize available hardware. Eight bit numbers, or bytes, are an ideal
base for such a system, as much of the digital hardware commercially
available is byte oriented.

A numbering system found to be an efficient utilization of the byte
involves a logarithmic transfer function consisting of sixteen (four bits)
binary-related chords, each with eight bits to select one of the 255
Tinearly-related steps within each chord. The mathematical relationship

becomes:
1 = 1- x 2{17/16)
where I = wunscaled intensity (0 < I < 8.4 x 10)
17 =

scaled intensity (0 < I” < 255)
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The input target coordinates (azimuth angle and elevation angle)
are accurate up to 1/64th of the seeker FOV (unless scaled less than 64).
The aspect orientation angle accuracy is determined by the size of the
trig function lookup ROM, which has an accuracy of 1.8° increments.
Rotation orientation in the rosette and center spun cases has the same
accuracy as the spin and roll rate signals. In the conscan system the
rotation orientation of the targets is updated at the frame rate (100 Hz
nominai). If missile roll is 20 Hz, the roll infbrmation in on1y-samp1ed
5 times per roll cycle. In the rosette system, the roll effect on target
rotation is integrated with the scan, and is therefore "updated" at the
scan rate. In the center spun'retic1e, roll is directly added (with
sign) to spin and is therefore manifested as a different convolution rate,
with no further processing required.

DETERMINING DATA RATES

Data rates for each section of the simulator can be found from the
optical parameters and knowledge of reticle spin rates and general sys-
tem architecture. Table II shows all pertinent seeker optical data.

Spin rate for the rosette scan can be thought of as the number of center
crossings made by the detector window each second, or the petal rate.

In addition, for real-time simulation of an optical system, the
maximum amount of time required between changes in the input and the
corresponding change in output, or total system delay, must not approach
two TFOV frame times. Because of this, long queues of data may not be
used to simplify parallel processing schemes. If all optical transfor-
mations are to be done digitally, then the seeker's continuously changing
panorama must be sampled at regular intervals and quantized in fine enough
increments to meet the optical resolution requirements. These samples
will be called scenes. Each scene is a digital "snapshot", of what is in
the seeker's TFOV at that instant, and a new scene is recorded every
1/100th of a second for reticle seeker simulation and every 1/370th of a
second for rosette scan simulation. These digitally coded scenes are
generated by the target processor, which fills a target map, an array of
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TABLE II. OPTICAL PARAMETERS

SPIN RATE

TFOV

DETECTOR WINDOW AREA

OPTICAL RESOLUTION

CONVOLUTION RESOLUTION

ROSETTE SCAN

370 Hz
(Petal Rate)
£

2.54 milliradian

1.8 milliradian
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CONICAL SCAN CENTER SPUN RET.
100 Hz 100 Hz
L L

1 milliradian 1 milliradian

1 milliradian 1 milliradian

5 blur diameters
























The boards simply plug into a common bus with other boards for memory,
1/0, etc. to make a 16 bit G.P. machine that will operate as fast as
most minicomputers.

For a multiprocessor system using microcomputer arrays, we found
that the increases in the instruction cycle time over that of the SEL
32/75 required an interleaving of target arrays that would increase
simulator propagation delay by a factor of two and require 3 arrays
of 20 microcomputers each to generate the target maps, and convolution
processing would require several hundred microcomputers in an array
depending on configuration. As before, customized multiport memory
would have to be constructed, but over 4 times as much would be required,
used in an interleaved arrangement. The large number of processors
and memory arrays are required to meet the exceptionally high throughput
rates with medium speed processors.

High speed custom microprocessors can be made through use of the
AMD 2900 series "bit-slice" microprocessors and for such computers,
custom microcode can be written. Investigation showed that bit slice
processors could be used to construct the simulator by using 5 customized
processors for target map generation and about 10 "bit slice" processors
for the convolution process. Development costs for such a simulator would
be extremely high.

Since the calculations to be done at high data rates are fairly
simple, repetitive, and do not change often during simulation, the simu-
lation process is slowed down considerably by forcing these operations
to be done inside a programmable device. As a compromise, high speed
special purpose hardware under computer control was considered for the
simulator. It was found that by using 20 identical variable path
addressed high speed loaders with a controlling processor running at
about 1 M instruction/sec, the target map could be generated. By using
as few as 16 convolution processors (closely resembiing the target loaders)
controlled by one ~ 1 M instruction/sec processor the convolution process
could be done.

25
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The normalization of the intensity distribution is performed by
the I/0 computer. To prepare the reference targets for simulation,
the unnormalized gradients must be scaled so that the total power
matches that of the true target. If the intensity function p(x, y)
must represent a total power Po’ the normalized intensity function
Pn(x, y) is given by:

XJ)'P

_p |
Pl v) = pe DR

X™M|©

where § § o{x, y) is the sum of the p over all of the unnormalized inten-
sities over x and y.

Target Intensity Scaling

During dynamic target processing, two different cases must be con-
sidered to insure proper intensity scaling. The first case occurs when
the apparent size of the target is less than or equal to the minimum
blur diameter, i.e. the target is unresolved. In this case, the inten-
sity of each point is given by:

p. = 2
TNR?
where R - s the range
N - is the number of points in the minimum blur.

The second case occurs when the extended shape of the target is resolved.
Here, the distinction between the irradiance produced at the seeker aper-
ture by the targets and the irradiance at the image plane must be made.
As an extended target closes range, the power collected by the seeker
aperture from each point increases as 1/R2. However, the area of the
image also increases as 1/R2, and thus the image plane irradiance (the
point intensity) remains constant, except for atmospheric attenuation.
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The point at which a target becomes resolved is calculated at
this time from the input true length of the target, L, which is equi-
valent to 64 points in the reference RAM. The range at which the
target is resolved, RC is given by:

=L
P‘c B

where B - 1dis the blur diameter in radians
and RC and L are both in meters.

Initializing the power from a target requires the minimum SNR
from the target and the maximum range, Rmax' The radiant intensity
from the target, J; is:

) (NEFD) {SNR) + Jg

T -a R
e ma

X

JB - background intensity
a =~ atmospheric attenuation coefficient

Intensity polarity must also be specified at this time.

ERROR DETECTION/CORRECTION

Using the equations in this section and other internal checks, the
I/0 computer detects any inconsistencies between input initialization
constants and/or any conflicts the parameters may cause with the capa-
bilities and methods of the simulation. The software provides warning
messages and allows correction or modification of the input parameters.
Also, diagnostic programs for both software and hardware fault detection

or calibration are provided.
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The target's rotation or horizontal deviation angle controls the
angular orientation of the target as viewed by the seeker referenced
to the horizon. The range of this input will be 360°.

Azimuth and elevation control the target's position in inertia
space as viewed by the seeker, referenced from the seeker's optical
bore sight. These signals will be capable of positioning the targets
in a nominal + 1° field-of-view about the seeker boresight.

The range closure is a signal scaled logarithmically to range-
to-go and will represent ranges from 10 km to minimum simulation ranges.

Missile roll will appear as a separate input to the ETSG and will
manifest itself in angular position of the target space and individual
target rotation for the conical scan simulation, spin rate change for
the center spun case, and changes in the spin and prism signals for the
rosette simulation. Roll will be limited to + 20 Hz maximum.

A1l of the above mentioned dynamic inputs to the ETSG are required
to accurately specify the three-dimensional target space as viewed by
the seeker. It will be the responsibility of the simulation (outside
the ETSG) to keep an accurate history of the seeker's and target's
relative position during flight and to make the necessary calculations
to insure validity of the ETSG inputs.

To achieve a target modulation rate in excess of the simulation frame
or target update rate, individual target identification per data byte
is required during convolution, where only the designated target is
modulated. This identification process is achieved by adding a ninth
or flag bit to each cell in the 64 x 64 target maps. As the Target
Processors and Loaders load target data, those data bytes of the modu-
lated target are loaded with their flag bits set.

When the convolution processor encounters a data byte with a set
flag bit, the byte is either passed on to the output or gated out depending
on the modulation function. Thus, a single target is capable of being
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line segments in the X and Y coordinate directions, and each intersection
of the grid will again correspond to a memory location (see Figure 14).
The target map describes target models by intensity values at each inter-
section on the grid. Variable Path Addressing can stretch out and rotate
the target map grid in the proper places, record intensity of a model at
each grid intersection and then allow the grid to return to its original
size. The data held in the grid points are identical to the point by point
spatial transformation calculated for the model. Actually, variable
path addressing, rather than stretching the flexible grid, calculates the
1ines whose intersections make up the stretched rotated grid over a model.
_ If the "model" is quantized and stored as another array in memory,
then the input to this spatial transform can be anything you wish; a
triangular, circular, or rectangular shaped target with a desired inten-
sity gradient, or any sort of intensity map. Since the largest possible
size of the target on the target map is 64 x 64 the lookup table used for
each target, called the Target Lookup RAM, will also be 64 x 64 so there
is no loss in resolution in a worst-case transformation. Since the over-
laid grid points are calculated, spacing (C&D on Figure 15) between the two
sets of 1ines that make up the grid determines the spatial gain of the trans-
form in the target map coordinates. The aspect ratio and size of any
normalized target read onto the target map from the target lookup RAM are
also determined by variable path addressing. Sufficient precision {> 0.1%)
is afforded by 16 bit calculation of grid points to allow the points to be
calculated incrementally, and then rounded to the nearest actual array
address. Very few instructions must be executed per point to perform this
mapping. Since all data transferred are multiplied by a constant scale
factor, hardware could be added to do so in a pipeline fashion.

Variable Path Addressing can also be used for rectangular to polar
transformation in arrays with a minimum of calculation. Rather than
incrementally calculating intersections of two sets of parallel lines to
generate addresses to be transferred consecutively, a set of radial lines
are calculated incrementally, so that the series of address points making
up a radial line corresponds to quantum steps in radius for a fixed angular
displacement. As data are read from the source array in a pattern of straight
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This report was prepared by the Engineering Experiment Station at
Georgia Tech under Contract DAAK40-78-D-0008, Delivery Order No. 0002.
The work described was performed in the Electro-Optics Division of the
Electromagnetics Laboratory under the supervision of G.E. Riley, Program
Director. The objectives and results of this work cover the design and
analysis phase of the Electronic Target Signal Generator (ETSG) develop-
ment. The assistance and technical contributions of Mr. Don Dublin,
technical monitor at MICOM is gratefully acknowledged. The contributions
of J.E, Tumblin and G.R. Loefer were most helpful during this phase of
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3.2.3.3 Programmable Intensity

There are two enhancements available which allow speci-
fication of time-varying absolute intensities (as opposed to the changes
in intensity due to range closure as a function of time). These include
time histories for multiple flares and a high frequency strobe for simula-

tion of pulse jammers.

3.2.3.3.1 Flares

Any ETSG source channel may be designated as a flare.
At initialization, a time history is entered as up to twenty pairs of in-
tensity and time (Figure 9). One time history is used for all sources des-
ignated as flares, but each individual flare may be activated independently.
Thus, a sequence of flares may be dispernsed at regular time intervals. The
intensities will follow the same time history, separated by the dispersal
interval.

Once the flares have left the seeker field-of-view, they may be turned
off and re-cycled through a specific chain of inputs through a source status
word. Otherwise, the flare follows the time history to either the end of
the history or the end of the run, whichever comes first.

The specified pairs of time and intensity are processed by the target
CPU's to update the flare absolute intensity during each frame. For times

between pairs, the intensity is approximated by a near-linear interpolation.

3.2.3.3.2 Pulse Jammer

One target may be designated as a pulse jammer. During initialization
a time varying strobe sequence is generated and stered in RAM. The strobe
is a gate on detector output which is updated at the convolution rate of
20 kHz. Thus, a square wave carrier of up to 10 kHz can be simulated.

The pulse jammer may be operated as a swept frequency time burst or

any special case of such (i.e., a constant frequency time burst). The
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3.6 COLOR DISPLAY AND ERROR PROCESSING

During initialization, the color display is used to check the outputs
of the target generators, reticle generators, and to plot flare and pulse
jammer histories. For diagnostics, the display can provide a look at the
contents of the target map in non-real time, as well as verification of

the contents of all RAM internal to the ETSG.

When the ETSG enters the real time phase, the dedicated display CPU
takes control of the display. The display CPU has three functions:
1) to process incoming target coordinates with missile roll angle to de-roll
the coordinates, 2) display all targets at the de-rolled coordinates with a
different color for each class of target, and 3) to perform dynamic error
checking on target ranges and dynamic roll rate.

The de-rolled coordinates are calculated by checking the dynamic
missile roll angle. At maximum roll rate and minimum spin rate, this
angle can be detected as being at 00, 900, 1800, or 270° within f70.
Within this detection band, a small angle approximation to sine and cosine
can be used to apply a linear correction to bring the de-rolled coordinates
to + 1 point of true value. The display processor can then send the commands
necessary to update a target on the color display.

Since the display processor has access to all the dynamic variables
from the direct cell interface, some real-time error processing can be per-
formed. Maximum and minimum range limits for each target are input from the
I1/0 CPU. The display CPU checks dynamic range against these limits and out-
puts an error message to the color display if any are exceeded. To aid in
troubleshooting, the display CPU also keeps a running maximum and minimum

for all target ranges and dynamic spin rate,
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