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SUMMARY

In order to facilitate the application of solid deifuel cells, in conjunction with
reduced research and development costs, thenedsdhfor accurate performance models
to aid scientists and engineers in component awmdegs design. To this end, an
enhanced transient performance model has beenopexkl The present thesis enhances
transient modeling and simulation via characteleratof two important transient
phenomena. They are bimodal stimuli (i.e., sim@tars changes in reactant supply and
load demand) electrical transients, inclusive af #hmulation of electrolysis, and the
electrochemical light off phenomenon. One key ltestithe electrochemical light off
simulations was that the realization that electencital parameters such as cell potential
may be used as dynamic control variables duringsttianal heating of the cell.
Reflective of the state-of-the-art in controls aghamic simulation development, the
modeling efforts are completed in the MATLAB comipgtenvironment. There is then a
tangible software development that accompaniesrbeéeling and simulation exercises

and transient insights resolved.
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CHAPTER 1

INTRODUCTION

Global energy consumption is rising considerablyd as likely to continue
accelerating; however, the forecasted production eakrgy resources, especially
petroleum, is not keeping pace with consumption [This sobering trend justifies an
urgency with respect to the need for more efficicag well as alternative, energy
conversion devices. The fuel cell is a leadingdadate for alternative power due to its
high efficiency and generally environmentally ankahbttributes. Fuel cells are similar
to batteries in that electricity is produced viaattochemistry, but fuel cells are open
systems such that their reactants are externalhgdt One particular fuel cell that has
shown great potential for large-scale applicatimshe solid oxide fuel cell (SOFC).
SOFCs are high temperature (B00-1000C) power sources that are considered viable
alternatives for residential grid power, backup eyators, and other multi-scale (5kW-
1MW) power production applications. Among their bgts, they are tolerant to impure
hydrogen fuel streams (i.e., they can accommodiatijding utilize, carbon monoxide
and certain amounts of lower hydrocarbons), ang then’t require precious metal
catalysts as required for other types of fuel calish as the Proton Exchange Membrane
(PEM) technology.

Unlike PEM cells, SOFC electrolytes are conventignanionic conductors
wherein oxygen anions transport through the elggeo In SOFCs, oxygen from air is

reduced at the cathode, and hydrogen is oxidizéiteaanode. Usable heat, water vapor,



and possibly carbon-dioxide are the products of étectrochemical reaction. A

schematic of fundamental SOFC operation is givéovben Figure 1.1.
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Figure 1.1Solid oxide fuel cell fundamentals (courtesywofw.eere.energy.ggv

Additionally, there are various unit cell arrangertsesuch as tubular, monolithic, and
planar. The latter design, with a co-flow gas e¢t@mrrangement, is shown in Figure 1.2
and is conventionally comprised of an anode cemnatle of nickel supported upon

yttria-stabilized zirconia (Ni-YSZ), an electrolythat is formed from YSZ, a cathode
made of strontium-doped lanthanum manganate (LSiy a metallic or ceramic

interconnect which is used for electrically intaroecting cells to form a stack, as well as
providing the gas flow channels for the reactars. shown in Figure 1.3, the balance-
of-plant (b-o0-p) of a fuel cell system is comprisefla fuel processing unit, power

conditioning section, and an exhaust heat managepoetion. In the case of the SOFC,
the fuel, usually an infrastructural hydrocarborgynbe internally reformed to obtain the

needed hydrogen rich mixture, based upon the SOR{gB operating temperature.



Furthermore, the high quality exhaust heat from €Qfo-p may be used in a heat

engine bottoming cycle [2].

Gas
Channel
LSM
Cathode

YSZ
Electrolyte

Ni-YSZ
Anode

Figure 1.2. Cross-sectional view of a SOFC unit (lt to scale).

Clean
Exhawsi

Figure 1.3. Fuel cell system inclusive of stackoffer section”) and b-o-p.
In order to facilitate the application of SOFCs, donjunction with reduced
research and development costs, there is a neeatéorate performance models to aid

scientists and engineers in component and procesigrd To this end, an enhanced



transient performance model has been develope@. pidsent thesis enhances transient
modeling and simulation via characterization of twaportant transient phenomena.
They are bimodal stimuli (i.e., simultaneous changereactant supply and load demand)
electrical transients and the electrochemical {@ffiphenomenon. The modeling efforts
also facilitated complementary modeling and analgsich as electrolysis modeling and
assessing the validity of including unsteady anadass transfer in electrical transient
modeling. Reflective of the state-of-the-art inntols and dynamic simulation
development, the modeling efforts are completed the MATLAB/SIMULINK
computing environment. There is then a tangibfersoe development that accompanies
the modeling and simulation exercises and trangnsights resolved.

The electrical transient model includes a verifstdady-state model [3] as its
basis, with the inclusion of a Lagrangian approaathin the pivotal fuel stream. It
should be noted that ability to simulate respongedimodal stimuli is the major
improvement over a previous approach [4]. Simotatimodal stimuli allows for the
uncoupling of the fuel cell from the reactant sypplbsystem. This uncoupling is
important because the reactant supply subsystem hiase constant typically orders of
magnitude greater than that associated with fués$ ¢4]. To accommodate this, a fuel
ramp time (FRT) was considered. FRT is the timet{® order of seconds) wherein the
fuel supply rate is linearly changed from the alitio the final fuel supply rate. It was
observed that as FRT increased there is a resuftangase in undershoot or overshoot in
both the cell potential and fuel utilization respenprofiles. Electrical transient
simulations of electrolysis were next completedecEolysis may occur during a planned

(e.g. shutdown) or an unplanned (e.g. a load &y@nt, and electrolysis poses potential



performance and reliability dangers. The key dgwelent was an electrolysis operating
map wherein electrolysis was predicted as a functb (initial) fuel utilization and
decrease in current demand. Additionally, a tinemstant analysis was completed
wherein the time constant associated with eledttiGmsients was compared to that
associated with gas diffusion through the anodewals observed that at larger initial
loads and step changes (e.g. 600 mA/amd 50% increase) the transient effect of gas
diffusion is less impacting upon overarching transianalysis; yet, the results do
promote the inclusion of dynamic anodic mass temsfthin simulations.

The impetus for a thermal transient model duringthg and load cycling is due
to the fact that SOFCs are susceptible to theraihlré caused by the thermal stresses
imposed during heat up and cool down (i.e., therayaling) of the stack. Cracking
ensues in the components, which leads to a deciaaperformance and reliability.
Therefore, it is imperative that electrically-indac thermal transients be
well-characterized for structural and operationasign improvement. The key novelty
of thermal cycling is the phenomenon termed “etettemical light off” which is the
transitional heating of the cell due to the by-pratd heat generated due to the
electrochemical reactions. Two key results of thexzteochemical light off simulations
were that electrochemical parameters such as leaghndd or cell potential may be used
as dynamic control variables during transitionadthreg of the cell; and that there exists
an optimum condition for efficient sensible heatofghe cell. The electrochemical light
off simulations are critical results that will barther extended to modeling thermal

transients that occur during changes in load aalddtin the final chapter of the thesis.



CHAPTER 2

LITERATURE REVIEW

Performance models, in general, are predictivestadiich help to characterize,
gain phenomenological understanding, and assishigsis and engineers in the design of
a particular process or system. Any developmenerdrancement to a performance
model will add to each of the aforementioned axdasterest. To this end, an enhanced
performance model of a solid oxide fuel cell (SOR@3 been developed and is presented
in this thesis. SOFC performance models typicsiliyulate the electrochemistry and the
heat and mass transfer. In recent years numerdiie® have sought to characterize the
performance of a SOFC [4-22]. These performancédeaisanay be categorized as either
steady-state or dynamic. Within these categotiles, performance models may be
separated by spatial consideration (i.e. 0-D, 12D, or 3-D), the P-E-N (positive
electrode-electrolyte-negative electrode) geome®yE-N material set, and modeling
approach (e.g., finite element, CFD, etc.). Thmuoof this literature review is to give an
overview of some performance models that charaeteziectrical performance of SOFC
and electro-thermal (e.g. electrochemical light) afénsiderations during transitional
heating of the cell.

Steady-state electrical performance models have belestantially developed [5-
14]. Bessette and Wepfer [14] developed a 3-D ematttical model of single cell of a
tubular solid oxide fuel cell (TSOFC). In this nebdall temperature dependent transport
properties were from independent sources and mbbrpgance data, and the effects of
different oxidants (i.e. air or pure oxygen) anélfu(i.e. carbon monoxide, hydrogen, or

both) were quantified. The electrical results wenemerically solved via a 3-D



discretization of the cell, and the computed heategation (or loss) from the cell was
used by a thermal finite element code. Bessettk \Wepfer's electrochemical (and
thermal) model was within 5% agreement with sirgg# test data from a 3kW Siemens
(formally Westinghouse) TSOFC which operated inadejpom 1990-1992.

As opposed to a finite element approach, Fergustnal., [13] utilized a
computationally less arduous finite volume approachheir steady-state performance
models of planar, tubular, and monolithic geomstrieThe performances of a planar
SOFC (PSOFC) 1-D co-flow, 1-D counter-flow, and 2dposs-flow models were
compared. The counter-flow model was shown to kentbst efficient over a load range
of 100-300 mA/crA Ferguson, et al., also used the performance htodketermine the
optimum (i.e. when designing for cell efficiency)aale thickness for the PSOFC model.
The model compared favorably with the benchmarklsethe International Energy
Agency.

Haynes and Wepfer [12] developed a steady staferpeance 1-D model of a
TSOFC based upon an axial discretization methogoklgown in Figure 2.1. This
method utilized a potentiostatic approach. Morepvkee cell voltage is considered a
uniform boundary condition and the 'slice' curisntonverged upon after solving a set of
transcendental equations. A computational 'magchimough the slices is completed
until the end of the cell is reached thereby charaing the electrical performance of the
cell. This model proved to be a useful tool inimaing cell for power in terms of
operating conditions such as fuel stream chemistfgcts (i.e. shift equilibrium and

anode recirculation), anode thickness (i.e., fdPSOFC), fuel utilization effects, and



operating pressure. This model was validated witperimental data from Siemens

(Siemens Westinghouse at the time) to within 3% agent.

Fuel

—_—
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- 1|2 3] = === === ==
® L >
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Figure 2.1. Discretization methodology that faatid the 1-D performance model of a
TSOFC by Haynes and Wepfer [12].
There are two other conventional methodologiesiofleling the performance of
a SOFC which are an equivalent circuit method anmbrmputational fluid dynamics
(CFD) approach. An equivalent circuit method itizeéd by Iwata et al., [11] and Li et
al., [7] wherein the voltage and current distribatis calculated using Kirchhoff's Law as
shown in Figure 2.2 and Figure 2.3. Larrain etadd Sudaprasert et al., [5, 6] a CFD
approach wherein user-defined electrochemistry andelectrochemistry modules are
used in the CFD software Fluent and STAR-CD, respely. Nonetheless, each
particular method has its advantages and disadyasita predicting the performance of
SOFCs. The use of CFD software such as Fluent T&kRSCD offers modeling
convenience in terms of solving the heat transfed &uid dynamics governing
equations. CFD software also provides higher itigéhan a equivalent circuit method.
However, these software packages do not includeldetrochemistry code and can take
enormous amounts of time to run a simulation (@dider of 1 day). What is lost in
terms of fidelity in equivalent circuit modeling @pach is gained in computational

simplicity and speed.
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Figure 2.2. Equivalent circuit method to solve ¥oftage and current distributions within

a PSOFC [11].
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Figure 2.3. Equivalent circuit method for a TSOBGolve for voltage and current
distributions [7].

As noted by Brandon et al. [15], far more steadyesperformance models of
SOFCs have been produced relative to the numbdyradmic models. One of the first
dynamic models of SOFC was produced by Achenba@hl[Z]. Achenbach's developed
a 3-D model of a PSOFC wherein electrochemistrysanand energy equations were
numerically solved. The model accounted for methsteam reforming, the water-gas-
shift reaction, temperature-dependent polarizatierms (i.e. activation, ohmic, and
concentration), and heat transfer via conducti@mvection, and radiation. There are

two key results of Achenbach's work that are palaity relevant to the present thesis.



The first is the simulation of load changes (i.ethwnvariant fuel and oxidant supply)
and its effect on voltage and temperature trangpeofiles. Achenbach observed an
undershooting of the final steady-state voltage wthe load was increased (i.e. a step
change). The second key result is the observé#tiainchanges in load demand stimulate
thermal transients. It was observed that whenldbd increased that cell temperature
would increase to a new steady-state temperatwgeaoperiod of minutes.

Haynes [4], like Achenbach, simulated the eleatrand thermal transients due
to a change in current demand considering an iantifuel and oxidant supply rate.
However, Haynes utilized a Lagrangian modeling apph wherein each fluid element is
tracked spatially and temporally as shown in Fig@rd. This "slice" technique
facilitated simulation of both electrical and thelmesponses in a TSOFC. However, the
code did not consider the possibility of simultamgstimuli (i.e. current and fuel supply
rate changes).

Fuel Stream t — 1+ At

—' W B

Fuel Cell

— WV Y

Reaaclimg

X

Ly

Figure 2.4. Lagrangian approach showing the commebetween spatial and temporal

discretization [4].

Brandon al. [15] present a 1-D co-flow PSOFC mdbat is an extension of their
steady-state performance code [10]. In their madeleveloped set of algebraic and
partial differential equations which describe theceochemistry and energy balance of a

cell are solved usinggfPROMS ModelBuilder 2.2.Software combined with a finite

10



difference integration approach. This model wasdu® illustrate both open and closed
loop responses in voltage and temperature profdead changes in a SOFC. The
model, however, is designed to control current ahsketting the fuel supply rate
proportional to the current change (i.e. fixed fusalization control of fuel supply rate)
and does not allow for possibljelayedreactant supply rate changes, which impact
electrical transients.

Sedghisigarchi and Feliachi [18] developed a dyeadrD bulk SOFC model in
the MATLAB/SIMULINK computing environment which cseidered species dynamics
and heat transfer . Sedghisigarchia and Feliaohilated dynamic responses of the cell
potential and temperature to step changes in loadfael flow. However, their work
failed to consider the scenario wherein changesiroed in both the load demand and
fuel supply rate (i.e. bi-modal stimuli). Suchaesario is possible in a 'slaved’ situation
wherein the fuel processor is slower than the pelestronics fuel cell subsystems [4].

Electrochemical light off is the latter stage si#ional heating of the SOFC stack
to a desired operating temperature during which imegy strategically be generated from
the electrochemical reactions. The electrochdntigiat off phenomenon has not been
explicitly studied in the open literature. However, a fewugs [17], [19, 20] have
modeled the thermal transients that occur duriag sp of a SOFC.

Achenbach [17] did consider the start up event ©FS operation, however, it
was deemed as a special case of a load changeredgh®amm and Fedorov [19, 20]
give more detail in terms their treatment of thatheansfer. More specifically, they
considered 2-D effects and take into account cammlucconvection, and radiation. The

results of the model compared well to a CFD codesldped in Fluent. However, they
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do not consider the heat generation source term ihadue to the exothermic
electrochemical reactions. On the contrary, Retret al., [21] and Khaleel et al., [22]
have developed a coupled thermo-electrochemistrgeinthat simulate start up of a
SOFC. Pertruzzi's model is developed in the MATLA®Bgramming language and was
used primarily as a tool for assessing the timehieat up of a stack, characterizing
temperature gradients (i.e. which lead to therrivakses), and to develop a pre-operating
strategy. The electrochemical model utilizes anivedent circuit within finite volume
approach (i.e. 1-D model for each cell). The hganheration profile from the
electrochemical model is used in a 3-D thermal rh@de stack model). Although, the
code was designed to offer a pre-operating strategyitigate possible material failure
during transitional heating, the work only consatethe air flow as a possible parameter
to control the heat; there was no rigorous conaittar of the electrochemical operating
conditions (i.e. electrochemical light off phenoraep Khaleel, et al., [22] used 3-D
finite element (FE) code, MARC, which was combimgth a electrochemical module to
simulate the start up of a cell. The model didafgr any results showing the impact of
electrochemical operating conditions on cell hegt The MARC FE code is
computationally stable and more efficient (i.e. Ciitde vs. number of cells) than that of
the CFD STAR-CD code. All in all, the ultimate ¢ad a dynamic thermo-electrical
model should be to characterize cell operation rately (i.e. inclusive of all relevant
phenomena such as heat generation), yet be conomatéy efficient.

While performance models of SOFCs is an activa aferesearch especially in
recent years with the improvement of computatidoals, there are some enhancements

that can be made to the state-of-the-art. Inqadatr, further enhancements to electrical
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transients and thermo-electrical models such asnddal stimuli response and
electrochemical light off, respectively, would benthwhile additions. The ability to
simulate bi-modal stimuli is a clear area of neethiw the SOFC modeling community
wherein electrical response to a change in loadadenand/or reactant supply rates is
pivotal. Finally, the electrochemical light off @momenon has not been extensively
investigated.  Specifically, the present literaturas not reported the impact of

electrochemical operating conditions on transitidv@ating of the cell.
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CHAPTER 3

ELECTRICAL TRANSIENTS WITHIN SOFCS

3.1 SOFC operation

3.1.1 Chemistry and Electrochemistry Associated wlitthe SOFC

The SOFC converts chemical energy into electricargy by electro-oxidizing
hydrogen and electro-reducing oxygen (from air) #men routing the free electrons to
an external load thereby producing electricity.e Ftydrogen and oxygen anions react at
the anode to produce water as shown in Equatidi E@low. Due to the fuel processing
of the fuel (e.g. methane via steam reformatioajbon monoxide may be present in the
fuel stream. Carbon monoxide may also react with dxygen anions to promote
electricity as shown in Equation (3.2).

2H, + 0% & 2H,0 + 4é 1B.
2CO+ 0% & 2CQy+ 4e I

These reactions also produce high quality thermatgy and do not consume all of the
fuel as detailed in the control volume highlighted Figure 3.1 Due to the high
temperature regime of a SOFC, “light” hydrocarbensh as methane may be internally
reformed. Methane is reformed with gaseous wateprtmluce carbon monoxide and
hydrogen as detailed in Table 3.1. The carbon mideomay then be taken through a
"water-gas shift" reaction to produce carbon diexahd hydrogen which is shown in
Table 3.1. The hydrogen from reformation and theewgas shift reaction will then
react with oxygen anions to promote electricitgash, and heat. The stated chemical

and electrochemical reactions are described ineTat. For the present thesis, it is
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presumed that the water-gas shift reaction is vaver the direct oxidation of carbon

monoxide [12].

Electricity

Figure 3.1. Control volume for the analysis of Adsoxide fuel cell. (Note that lengths of

the arrow do not indicate relative amount or vglue.

Table 3.1Chemical Reactions for methane reformation SOFC.

Methane Reformation CH; + H,O - CO +3H (3.3)

Water-Gas Shit Reaction CO + HO - CO, +H, (3.4)

Table 3.2. Electrochemical reactions for SOFC dpmra

Anode Reaction | 2H,+20° - 2H,0 +4é  (3.5)

Cathode Reaction O, + 46 ., 207? (3.6
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3.1.2 Nernst Potential

The Nernst potential is directly proportional te ttmaximum useful work that can
be derived from an electrochemical device. Thiati@nship between Nernst potential
and useful work may be summarized in the followaggation

W_ .. =nFE (3.7)

wheren is the number of electrons transferred per moltuef, F is Faraday's constant
(96485 coulombs), and is the Nernst potential. Furthermore, the maxinusaful work
can be described by applying the first and secamg lof thermodynamics (neglecting
changes in potential and kinetic energy), whicbharacterized by the decrease in Gibbs

free energy for an open system (e.g., SOFC).

W= D.NG — > nG, (3.8)

reactants prducts
It can be assumed that the fluid stream’s constituare ideal gases hence allowing the
associated Gibbs free energy (i.e., chemical piai¢nto be expressed in terms of
absolute temperature and pressure relative to atdrdnditions.

Gy =Gy +R,TIn(py) qB.
Note that in Equation (3.9R, is the universal gas constant gndis the constituent's
dimensionless partial pressure (i.e., partial pnesaormalized by the standard pressure).
Using the preceding three equations, the Nernginpiad is therefore implicitly related to

the decrease of Gibbs free energy as expressad ioltowing equation.

nFE= > n |6 +R,Tin(p )|~ Y njle; +R,Tin(p; ) (3.10)

reactants prducts

For the general chemical reaction:
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aA+ BB - cC+D (3.11)

Eqgn. 10 becomes:

p°p?
NFE=-AG® -R,T |n{ 7 pﬂ} (3.12)

where the first term of Equation (3.11) is thecreasen Gibbs free energy. The general

form of the Nernst equation, for an ideal gas fieacis thus given by:

_-AG° _RT )
E= P In{li_l p| 1 (3.13)

wherev; is the stoichiometric coefficients of the constiitee Applying the general form
of the Nernst equation to SOFC operation wheretrdgen is oxidized yields the

following:

_AGO H20
p=_—toHo RT, /P (3.14)
2F 2F Pr, pgz

3.1.3 Typical V-J Performance Curve
Solid oxide fuel cells, like any energy converstmavice, performs non-ideally
due to irreversibilities. This deviation from Netipotential or ideal voltage is captured

on what is called a polarization curve as showhigure 3.2.

17



Theoretical EMF or ldeal Voltage o

Region of Activation Polarization
— {Reaction Rate Loss)

Total Loss

g8

Ita

Region of
Concentration Polarization
(Gas Tmnspu:uqt Lozs)

/

!
Region of Ohmic Polarization
05— {Resistance Loss)

CellV

Operation Voltage, WV, Curve
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Figure 3.2. Polarization curve showing the varilmss mechanisms (i.e. polarizations)
that occur during fuel cell operation [23].

As shown in Figure 3.2, there are three types ddrfrations and regions of operation
wherein a particular loss mechanism is dominaratired to the other polarizations. At
and near open circuit voltage (low current densjfieactivation polarization is the
dominant loss term. Activation polarization isrigtited energy required to sustain the
electrochemical reactions. At intermediate curmensities, ohmic voltage decrease is
the dominant loss mechanism. Ohmic losses obey'©lhamv in terms of proportionally
increasing as current increases. Ohmic losseassiaxiated with the resistance (i.e. area-
specific-resistance or ASR) mainly caused by tleetedlyte and interfacial surfaces. At
higher current demands, concentration polarizai®enthe dominant overpotential.
Concentration losses are attributed to mass traneffects that cause a reactants partial
pressure drop in both electrodes thereby decreashgotential. More detail of each
loss mechanism will be discussed in the followirgct®n. Subtracting the three
polarizations from the Nernst potential yields thgerating voltage of a fuel cell as

shown in the following equation:
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V = E-Vgnmic =Vact ~Veonc (3.15)
whereE is Nernst potentiaNonmicis the ohmic lossyacis the activation polarization, and
VeonciS the concentration polarization

3.1.4 Further Detail and Modeling Regarding EachLoss Mechanism

As was previously introduced, there are three mymlass mechanisms in
SOFCs—activation and concentration polarizatiomsg] ahmic losses. Each will be
discussed in further detail. It should be notedt tinathe electrical transient model,
activation and concentration polarization lossesewsodeled based upon Bard and
Faulkner [24] and the work of Kim et al. [25]. ®tp the proprietary nature of fuel cells,
there is limited published data of the various pe&ions; therefore, numerical curve fits
taken from the work of Kim et al. [25] were used nwodel the polarization loss
mechanisms in this representative modeling activity

Activation polarizations are attributed to the @yerbarrier that the
electrochemical reactions must overcome in ordeeliectricity to be produced. At open
circuit voltage (OCV), each electrode is in dynaraguilibrium thereby developing a
potential difference. The dynamic equilibrium afch electrode at OCV is maintained by
the balanced electrochemical free energies. Mpeeically for SOFCs, hydrogen is
electro-oxidized to produce steam, and oxygenniea, as shown below.

2H, + 207 o 2H,0 + 46 (3.16)
0, + 46 o 207 (3.17)

The electrochemical free energies are the combinaif the chemical and the electric
work potential associated with the de-ionizatiod &mnization of hydrogen and oxygen.

Therefore, the electrochemical “half cell” reacBoproduce continual gross flows of
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electrons to and from the electrolyte-electroderfiaces [2]. As a result, a gross current
is developed which is known as the exchange curdemsity. When the electrode
kinetics are “sluggish” the exchange current dgnsitow; therefore, the Tafel equation
is used to relate exchange current density todheation polarization as shown below

V. =a+bini" (3.18)

aandb are defined in the equation below.

_ RT
as- = Ini, .X9a)
b= —Tul (3.19b)
4aF

In Equations (3.18) and (3.19),is the current density and is the charge transfer
coefficient. The charge transfer coefficient iseaaperimentally determined constant (i.e.
function of material with a value between 0 andddl is the proportion of the electrical
energy applied that is consumed in changing thee gathe electrochemical reaction. It
should be noted that activation polarization isiaction of temperature and therefore is
minimized in SOFCs because of the high operatingptzature.

For a temperature range of 650-800°C, the aabivgiolarization was quantified
using a curve fit of the data of Kim et al. [29}Hience, the following relationships were
developed for the constardgsandb of Equation (3.19).

a=238335- 68610 2T +6.6023107°T2 - 2121107813 (3.20a)
b = -4.38865+ 13710 2T -1.4085210 °T 2 (3.20b)

Ohmic losses are the dominant loss mechanisnieatmediate current densities.

These losses are due to the resistance to theoflaams across the electrolyte and

electrons across the electrodes and interconn&atee these losses obey ohm's law, the
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experimentally determined parameter, ASR, is ugexttount for this loss. Therefore,
ohmic losses are modeled in the following equation.
Vonmic = "R 3.41)

ASR is given af} in the equation above. ASR is a function of tffeative resistivity
and path length of the material (i.e. primarily tlectrolyte thickness), and is dependent
upon operating temperature.

The temperature dependency of ASR fannét cell was modeled using, again,
Kim et al. [25] as a reference. However, full cafid stack ASR values are usually
approximately an order of a magnitude larger tlirat of unit cells. Therefore, the curve
fit of Kim et al. data was multiplied by a factof ten and was utilized in the electrical
transient model as shown below.

R =10[{L5e-6(T % -0.003748T +2.361069 (3.22)

Concentration polarizations become more prevadertigher current densities.
This is a result of the mass transport limitatiamseach electrode thereby creating a
limiting current density for both the cathode amb@e. Such a scenario is depicted in

Figure 3.3.

C, Stream io

T Electrode

Electrolyte

Figure 3.3. Diagram of the mechanism of concermngpiolarization stemming from a

limiting current [14].
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By Faraday's Law, this limited current density mbg quantified. Faraday's Law
describes is the relationship (i.e. based on ceatien of mass for a specie) between
current produced by an electrochemical reactiontixed to the molar flow rate of a

reactant.

(Faraday's Law for a single cell)

Note thatn; is the consumption/production rate of a spesie|s the charge transfer per

mole, andy; is the stoichiometric coefficient (e.g., in theacgon H+ 0.5 G- Hy0O,
wherev, =-1,v, =-0.5, andv, o = 1). Inthe limiting case (i.e. the current dtieh a
constituent is consumed/produced at a maximum, réte)following equation describes
the limiting current density in accordance to Fasgésllaw.

C.
i =P e (3.23)

']
Vj Rmasstransfer

whereCj,is the concentration of a reactant in the freeastreand Rass transtelS the mass
transfer resistance. Recall Equation (3.13) whiggeNernst potential was given as the

following.

_TAGT _RT v '
E= P In{l?l p| } (Recasting of 3.13)

As reported by Haynes [12], based upon EquatidiBj3hat the concentration

polarization term may be modeled in the followingmmer.

_RT ]
Veone = = m[regail i } ] (3.24)

i
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Applying this formulation to the present scenamal aising the work of Kim et al. [25],

the following relationships were used to descrhiEermagnitude of concentration

polarization.
Veone = ~RT In{l—i}+£ln{l+ﬂ}—ﬂln{l—i} (3.25)
2F in| 2F Poll | 4F i
. 2F [py, (101325D, o
'a = R, C10OLCT I, (3.26)
_ 4F[py, 10.1325D,,
= il (3.27)

IC
{1— Po, }Ru [100LT [,
p

In Equations (3.26) and (3.2 DaerandDe e are the effective binary diffusion
coefficients, and, andl; are the electrode thickness for anode and cathedpectively.

3.2 Electrical Transients Model

3.2.1 Motivation

There is an apparent need for reduced researctiemsiopment costs. Therefore,
accurate performance models are needed to aidistéesind engineers in component and
process design. To this end, an enhanced eldctragssients performance model has
been developed.

Electrical transients occur when load changes awmatided by the power
electronics (e.g., during start-up) and/or wherctaas supply rates change. Often, the
power electronics and reactants supply subsystemsslaved together (i.e. transient
response is synchronous). Under load-followingdatbons, this is undesirable primarily
due to longer time constants associated with fumtgssors [4]. Furthermore, there have
been few modeling efforts which have characteriaedincoupled dynamic response of

SOFC as was mentioned in the literature review.rdfbee, it was desired to simulate a
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scenario wherein both the load demand and the amtsctsupply rate were changed
simultaneously (i.e. bi-modal stimuli). Hence, ajon modeling enhancement over a
previous approach [3] is the ability to simulateslaved” cell/stack response to bi-modal
stimuli.

3.2.3 Model Algorithm

To facilitate the simulation of the electrical resge to bi-modal stimuli, the
electrical transient model utilized a Lagrangiarprapch. The core tenet of the
Lagrangian approach is that, althowgctrochemicatransient responses are short-lived
in comparison to thermal-hydraulic transients, kEmrgjectrical transient effects still arise
due to changes in reactant streams’ concentratidms.reactant stream fluid elements
involved in the transient episodes are computalipfimacked.” This was done via two-
dimensional arrays containirfgeld variable information (i.e., axial position and time).
The Lagrangian basis is that a fluid element ocesipicertain location at a given time.

Netement fuia = N(X, 1) 28)

The symboln represents the properties of the fluid elemerguestion (e.g., constituent
partial pressures). The electrical power produckedgathe cell depends upon these
properties. In accordance with the Lagrangian oddlogy, the axial discretization (i.e.,
slice length) is compliant with thduel stream flow velocity and the temporal
discretization (i.e., desired simulation time step}he cell. It is assumed that the fuel
stream effects dominate those of the oxidant strédme reason for selecting the fuel
stream flow velocity is due to the fact that thedext is supplied in large excess for

thermal management. Therefore, oxidant utilizat®onot as sensitive to stimuli such as
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changes in current. Figure 3.4 and the followingiagipn conceptually illustrate the

discretization.

AX = VAt (Discretization Length)
Fuel Stream t ——e t+ At
2 BN
Leacing Fuel Cell i x i £+ Ax Emd-uf=

' well
cilge

——

Figure 3.4. lllustration of the discretization bgtcell which is a key aspect of the
electrical transients modeling approach [4].
The Reynolds Transport Theorem is now utilized, tedfollowing relation results.

N fuig etementt +At) = N(X +AX, t+At) (3.29)

Further consideration is given specifically to molows of constituents through

simulated “slices” (i.e., axial increments) aloheg cell.

r1j,intermed(7( + AX t+ A t) = n,entering, slice(éX b + A ‘nj( AX ) (330)

The “” subscript represents primary constitueniglrbgen, oxygen and steam, and
Equation (3.30) accounts for the temporal changeomstituents due to electrochemical

oxidations as governed by Faraday's law shown below

v, [
Anj (%,t) = ’nF’ (3)31
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The quasi-steady state electrochemistry assumpBornncorporated, meaning that
electrochemical phenomena occur as if at steadg, sé the given instant. Given a

reformate stream mixture, the shift reaction i® @snsidered.

nk (7( + AX t+ At) = i‘]<,intermed( X+ AAX t+A b + .m,shift, change( 4)7( ) (332)

The “k” subscript represents hydrogen, steam, @ngresent, carbon monoxide and
carbon dioxide. Equation (3.38fcounts for the temporal changes in constitueumstal
the shift reaction (Equation (3.4)), which was medevia equilibrium chemistry [12]
due to the high temperature fuel stream and nickéhlyst within the anode. The

equilibrium constant is then expressed as follows.

K gnine(T) = —E:Zop::; (3.33)

Due to an equal number of moles of the shift reactpressure does not influence the
equilibrium condition of the reaction. TherefoEquation (3.33) may be recast in the

following manner.

Ny, Neo,
Kshift(T):—h : - .33)
H,0MNco

Winnick [26] provides a relationship for the stefjuilibrium constant.

_AGS ift,reaction
Kshiﬁ(T)zeXF{—quﬁT t J (3.35)

Winnick [26] also provides a quadratic equation ehmay be solved to account for
changes in molar flow rate due to the shift reactis denoted in Equation (3.32). These
temporal expressions of mass conservation enabkedransient electrochemical model

to “march out” in time.
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Figure 3.5 shows the algorithm of the transienttetehemical model. At the
beginning of each simulation, the initial and fingtbady-state operating points are
generated, and they provide overarching end péanthe simulated transient event. As
collectively shown in the “Input Packet Data” p&kigram of the flow chart of Figure
3.5, the transient model receives parameters timatlate relevant balance-of-plant
(b-0-p) components (e.g. fluidic and electricaltisgs), cell properties (e.g. unit cell
dimensions, stack geometry, and material prop¢ytaasl operating conditions for each
temporal "packet.” A packet is defined as a comditvherein the reactant supply rates
are presumed static over a prescribed timefram@hefsimulation. The use a packet
methodology was to simulate changes in reactamlgupte and/or current profile. This
is the key tenet which facilitated the ability imslate bi-modal stimuli. Within a packet,
the prescribed current density is converged uparthe brackete®egula Falsimethod
for robustness and computational speed. Sincagelis a uniform boundary condition,
voltage is adjusted for each iteration and deragecurrent density (i.e. sum of each
slice current density) is compared to the presdribgrent density as illustrated in Figure
3.5. After current density is converged upon, teastituent molar flow rates, mole

fractions, and partial pressures are updated.
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Figure 3.5. Electrical transients model flowchamtfa-packet" level).
At the end of each packet, the transient data, (eogistituent mole fractions distribution)
is passed to the next packet as shown in Figure 3l&is process is continued for a

predetermined amount of time, which is typicallyefisimulated seconds (i.e. electrical

transient response is on the order of seconds).
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Figure 3.6. Electrical transients model algorithinter-packet” level).
To further elucidate the modeling algorithm, a nuna example is presented.

Consider the initial and final steady-state cowdisi described in the Table below.

Table 3.3. Initial and final steady-state condiidar a transient simulation.

Parameter Initial | Final
Current Density (mA/cn) 350 600
Fuel Utilization (%) 50 70

Fuel Supply Rate (mmol/sec) 0.04pB.0555

Number of SlicesAt = 4 msec) 387 316

Consider also a simulation time of five second$\itl per packet, and a step change in

current density and fuel supply rate. Since thelmer of slices changes between the
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initial and final steady state conditions, the d¢nent mole fractions distribution must
be rediscretized for the first packet. After tlmstfpacket, the baton mole fractions are
passed to the next packet as illustrated in Figuée Since the fuel supply rate and
corresponding number of slices remain constant tf@ remaining 4.9 seconds of
simulation time, rediscretization is not requiredlthough the fuel supply rate will not
change for the rest of the simulation, the moletioms will change (i.e. fuel stream
composition). The changes in fuel stream compmwsiire caused by the electrochemical
oxidation and the water-gas shift reaction.

More discussion regarding rediscretization is @flerAs shown in algorithm in
Figure 3.6, the ability to simulate bi-modal stimid a key feature of the algorithm.
Recall that the axial discretization is a functioh time increment and fuel stream
velocity as was previously described.

AX = VAt (Discretization Length)
The number of slices for a packet may vary fromkpado packet, as a function of
variable fuel supply rates. Therefore, a rediszatibn of the packet mole fractions was
developed in order to accommodate changing slicatso Consider the situation where
initially the number of discretized slices is 4figally on the order of 100-1000 slices,
but an artificially small number is herein used ®mplicity). A change in current
demand or fuel supply rate dictates that the naxket will have 5 slices in the packet.
Therefore, the hydrogen mole fractions must besteduted over the 5 slices while
maintaining the boundary conditions and the pradiléhe original distribution as shown
in Figure 3.6. A cublic spline methodology wasdise redistribute the mole fractions at

the beginning of each packet.

30



(%))

2

Q —

z| N1=4 2| N2=5

o Rediscr etize N

z X

X
05 1 05 1
Pos. n* Pos. n*

Figure 3.7. lllustration of the rediscretizatiorigmn of the mole fraction distribution
problem that arises when the number of slices adgdge to a change in fuel flow rate.
3.2.4 Sample Electrical Transient Results and Disssion
A sample plot of the ability to simulate bi-modaihsuli is given in Figure 3.7.
Three simulations were performed wherein an inatatus step change in current
demand occurred while the fuel ramp time (FRT) wased using zero, one, and three
seconds. FRT is the time wherein the fuel supglg is linearly changed from the initial

to the final fuel supply rate.
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Figure 3.8 Electrical transient responses to bi-modal stirofué current density step
change of 350 to 600 mA/c¢mwith fuel ramp rate times (FRT) of zero, one, #mee
seconds. (Note how increasing FRT results in e&moosnounced overshoot and

undershoot in the fuel utilization and voltage pesf, respectively.)

The significant observations of Figure 3.7 are twershoot and undershoot
responses of the fuel utilization and cell potdnpeofiles, respectively. The fuel
utilization overshoot response is representatiit@iarger relative reactant consumption
rate caused by the “sharply” increased current delmia conjunction with delayed
changes in reactants supply (especially fuel). Vditage undershoot is caused primarily
by correspondingly magnified decreases in localnstepotentials and limiting current
densities along the cell. The latter effect of dardimiting current densities exacerbates

concentration polarization losses. As a result,cleperformance (i.e. cell potential) is
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degraded; henceforth, the cell potential profilpthys an undershoot characteristic. The
relatively exaggerated undershoot profile seerhendell potential transient episode for
the three second FRT clearly shows the loss inopednce due to concentration
polarization. The increase in current demand reguihat the electrochemical reaction
rates increase and, therefore, limitations occue tlu smaller reactant availability.
Extended transitional times for the fuel supplystdbem will therefore adversely impact
the electrical performance. However, if the traosal times for the fuel supply
subsystem is less than three seconds, then theshode trend in the cell potential
response is less than 10% and is 5% for fuel ramgstless than one second.

Figure 3.7 shows that the electrical transientaasp due a step change (FRT=0)
of a SOFC is on the order of seconds. Howeverybik of Achenbach [17] and others
[18, 27] report a dynamic electrical response sbep change in load on the order of 100
seconds. As noted by the Qi et al. [27], the redso the slow response is due to the
slow temperature dynamics. The temperature tratss@&rise due to the step change in
load thereby causing a change in cell heat geoerafihe aforementioned authors
considered temperature transients within theirtetad transient model, whereas the
electrical transient model does not include tenmpeeadynamics; however, it captures
the smaller time-scale non-thermal transient eftedturther discussion of the dynamic
time scales of SOFCs will be given in the next ¢bap

An enhanced electrical transient performance mbdslbeen presented. A novel
rediscretization methodology was developed whidiifated the ability to simulate the
dynamic response to bi-modal stimuli. The varidHRI was introduced to illustrate the

impact that fuel supply rate transients have ohpmformance. It was discovered that as
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FRT increases, an overshoot and undershoot resp@ssebserved in the fuel utilization
and cell potential profiles, respectively. Sinbe tlectrical transient model has been

presented, complementary modeling efforts will Isewulssed in the next chapter.
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CHAPTER 4

COMPLEMENTARY MODELING
4.1 Time Scale of Dynamic Modeling of SOFCs
As observed by Haynes [4], the thermal transigrggally occur within of tens
of minutes, whereas electrical and anodic massfeatransients occur within seconds
and fractions of seconds, respectively. Figuresthidws the distinct time scales that

impact the dynamic modeling of SOFCs.
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Figure 4.1. Diagram showing the three distinct dyitatime scales associated with
SOFCs: thermal transients (on the order tens ofites), electrical transients (on the
order of seconds), and anodic mass transfer traissjen the order of fractions of

seconds).
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In the previous chapter, the electrical transieamisdeling presumed a quasi
steady state anodic mass transfer scenario relatithe electrical transients. However, it
has been postulated by Gemmen et al., [28] tha¢ thee relevant transient anodic mass
transfer effects that occur. Therefore, there isead to demonstrate the relevance of
transient anodic mass transfer effects with respecelectrical transients. A time
constant analysis was completed wherein the timstaats associated with anodic mass
transfer and electrical transients were determareticompared.

4.2 Time Constants Analysis

4.2.1 Methodology

The diffusion of hydrogen through a porous anodsh®vn in Figure 4.2 below.
The modeling of anodic mass transfer transientsyoned three important locations: the
fuel stream, the bulk anode region, and the elbt&fanode interface as depicted by the

circle locations in Figure 4.2.

—
—>‘—> ‘ Fuel Stream .
—_—

Hydrogen ]

Figure 4.2. Hydrogen mass diffusion through theopsranode.
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The aim of the time constant study was to ascettaénvalidity of presuming
steady-state anodic mass transfer (i.e., negligibigll diffusional time scales) during an
electrical transient episode. As introduced in@éa3, a fuel ramp time (FRT) of zero
seconds was prescribed to simulate an instantareb@unge in fuel flow rate. With FRT
set to zero seconds, this will yield the smallessgible electrical time constant and
therefore offer the best (i.e., most conservate@nparison case for the anodic mass
transfer time constant. Additionally, this simg@g the initial comparison of anodic and
electrical time constants, because there is nmpateonfounding effect associated with
variable FRT.

As per the methodology used in developing an anmdiss transfer time constant,
a lumped capacitance approach (i.e., a first aoddinary differential equation) regarding
anodic partial pressumgas taken wherein it was presumed that the netgehanpartial
pressure is directly proportional to the step cleamgy current demand. A related
simplification of the approach was that a changeoinvective mass transfer from the fuel
stream to the anode (due to changes in molar supfdg and/or anodic partial pressures)
was neglected. By convention, the time constanifass transfer is the time when there
is approximately a 63% percent changeweragepartial pressure of hydrogen. The
lumped capacitance approach for calculating thedianmass transfer time constant
motivated the development of an average anodigapamtessure of hydrogen. This is

illustrated in Figure 4.3.
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Figure 4.3. The lumped capacitance approach feeldping a bulk average partial of
hydrogen in the porous electrode.
The slice average partial pressure of hydrogen for this dgraknt is defined as
the arithmetic mean of the fuel stream partial gues and the partial pressure at the
electrolyte/anode interfacial surface which is giwe the following equation.

P +P

fuelstreamslice H, interfacesliceH,

Pavg,slice,H2 = 2 (4 1)

For initial steady-state condition, tfglobal) average partial pressure is actually a
“local current” weighted measure. This definitistems from the previously stated
presumption that the net change in pressure isttir@roportional to the change in

current demand.

E P sicert. i
_ avg,slice,H, " slice
P :

avg,init,H, — i
total
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Knowing that the hydrogen in the porous electrookeys the ideal gas law, the
time rate of change of the average partial pressiulhgdrogen may be described in this

by the following ordinary differential equation:

. r'1changeRuT
I:)avg,H 2 = &/ :{)1-

whereR, is the universal gas constaitis the absolute temperate of the anode (presumed
to be equal to the cell operating temperatugejs the porosity of the anode, avds the
anode volume. The change in molar flow rate isstamt and is directly proportional to
the change in current as described by Faraday:s law

. Ai
nchange = ? (44)

With the initial condition defined in Equation (4.2an Eulerian approach was
utilized in solving Equation (4.3) for the timewahich there is a 63% change in pressure

as described in the following equation.

I:)avg,HZ

P

avg,H, (t + At) = I:)avg,HZ (t) - At (45)

4.2.2 Time Constant Analysis Results and Discussion
For the initial case described in Table 4.1, tlmeeticonstants associated with
anodic mass transfer and electrical transienth(&ERT of zero) are given in Table 4.2.

Table 4.1. Initial conditions for the time constaimhulations.

Parameter Value Units
NOS 6

Cell Temp 800°| C
ASR 0.665| Q-cn?’
Initial Fuel Utilization | 50 %
Initial Current Density 600 mA/cnf
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Table 4.2. Time constant results for the first case

Increase in Load Tmass transfe(s) Telectrical(s) Ratio
30 % (180 mA/crf) | 0.128 0.392 3.06
40% (240 mA/crf) | 0.096 0.504 5.25
50% (300 mA/crf) | 0.080 0.704 8.80

The time constants associated with anodic massfaamwere smaller than that of the
electrical(primarily fuel stream effect¥)me constants as anticipated. Additionally, the
anodic mass transfer time constants decrease@ abdimge in current demand increased,
while the opposite was true for the electrical tiomnstants. The anodic mass transfer
time constantdecreaseswith increasing change in current demand becausedte of
change in reactant presence is directly proportitmaéhe change in current demand as
described in Faraday's law shown in Equation (4B)erefore, by the ideal gas law, the
time rate of change of the partial pressure of bgdn is directly proportional to the
change in current, thus accounting for the trerfiserved for the anodic mass transfer
time constant. The electrical time constant trehdsvever, can be associated primarily
with changes in fuel stream composition. The congion of hydrogen is directly
proportional to current demand; hence, an increaseurrent demand results in the
composition of the fuel stream (e.g., the molarcemtrations of hydrogen) becoming
transient. The larger instantaneous increasesehsupply, however, which accompany
larger increases in current demand (FRT is zeraffeb or dampen corresponding
changes in stream composition and cell potentiarger stimuli (i.e. current increase)

then result in smaller relative rates of changéwatspect to cell potential.
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It was hypothesized that initial current densibgsl not change the time constants
associated with anodic mass transfer and electnaasients. However, when the initial
current density was reset from 600 mAfdm 350 mA/cni (with other initial conditions
remaining the same as detailed in Table 4.3), & wlaserved (ref. Table 4.4) that both
associated time constants wgreater.

Table 4.3. Second case initial conditions.

Parameter Valug Units
NOS 6
Cell Temp 800°| C
ASR 0.665| Q-cn’

Initial Fuel Utilization | 50 %
Initial Current Density 350 mA/cnf

Table 4.4Time constant results for the second case.

Increase in Load | Tmass ransfekS) | Telectrical(S) | Ratio
30 % (180 mA/cr?D 0.24 0.772 3.22
40% (240 mA/c) | 0.18 0.808 4.48
50% (300 mA/crﬁ) 0.144 1.04 7.22

For anodic mass transfer, the intensive propertynatie is initial hydrogen partial
pressure, whichncreasesas current demand decreases; thus, the time ¢h @&3%
change in the initial partial pressure of hydrogemotentially greater for the smaller
initial current density (i.e., larger initial hydyen presence) cases. Table 4.5 illuminates
this point. Additionally, regarding both anodic aetkectrical time constants, smaller
initial current densities will result in smaller atiges thereof; thus, the 350 mAfcm
scenario leads to smaller stimuli (i.e., currenhsity changes) for a given percentage
increase in current demand. The smaller stimuli kwd&d to longer response times and

larger time constants.
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Table 4.5. Hydrogen partial pressure values tastitte the reason for time constant

dependence on initial current demand for a 30%e@se in load.

Initial Current Density Paginn, | Paginr,
(mA/cn) (N/cn?) | (N/(s-cnf))

600 11.2 37.0

350 12.2 21.6

As was previously stated, the intent of this stwds to ascertain the operating
conditions for which anodic mass transfer may retreated as steady. Accordingly, an
initial “time constants ratio” mapping has been elonMore specifically, time constant
ratios (i.e.,Telectrical: Tmass transfer) N@ve been established as a function of initiatent
demand and percent change in load. Such a magpghgpwn in Figure 4.4.

There are two key observations in Figure 4.4. tFifse time constant ratio
increases with percentage increase in loaent demand (i.e., in the 30%-50% range).
This finding was expected due to the initial ressihown in comparing the 350 mA/em
and 600 mA/crhcases. Secondly, minima occur between 400-450 mA/d@he anodic

mass transfer time constant decreases with cudegity as shown in Figure 4.5. Since

the rate of change of the partial pressure of hyeingP

wain v, » 1S directly proportional to
the change in current as shown in Equations 4.44ahdas well as the fact that larger
initial currents result in smaller anodic hydrogeartial pressure, then it follows that
larger initial current densities will yield smalléme constants (i.e, faster attainment of
63% change). Therefore, a decreasing monotonicl tie observed in the anodic mass
transfer time constant profile. The minimum betwe®0-450 mA/crh is therefore

caused primarily by the minima that occur with #lectrical time constant trend as

shown in Figure 4.6.
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ASR = 0.665 uhm-cmz, Anode Thickness = 0.05 cm
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Figure 4.4. Time constant ratio (electrical: maasdfer) mapping showing dependence

on initial current demand and percent load increase

ASR =0.665 ohm-cm:, Anode Thickness = 0.05 cm
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Figure 4.5. Anodic mass transfer time constant nmgpghowing dependence on initial

current demand and percent load increase.
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ASR =0.665 ohm-cm:_. Anode Thickness = 0.05 cm
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Figure 4.6. Electrical time constant mapping shgndependence on initial current
demand and percent load increase.

It was initially hypothesized that a minima occumstween 400-450 mA/cm
because of a parameter of the SOFC and not a ntahsmgularity; and therefore one
should see a shift in the location of the time ¢tamis ratio minima when design
conditions change. To test this hypothesis, th& A8d anode thickness were decreased.
Figure 4.7 shows the impact of decreasing ASR ffb&65 to 0.50-cn¥ on the time
constant ratio mapping. As was hypothesized, dlcation of the minimum did shift.
However, there are variable comparisons trendsrebden Figure 4.7. Observe that the
anodic mass transfer time constant is not impagyedSR because of its dependence on
change in current and the mass capacitance ofrtbdeaas illustrated in Figure 4.8.
Therefore, the variability is attributed to the atecal time constant profile shown in

Figure 4.9.
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ASR Changed 0.665 to 0.50 ohm-cm?
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Figure 4.7. Time constant ratio (electrical: mimaasfer) mapping showing dependence

on initial current demand and percent load incregfe ASR changed to 0.30-cnv.
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Figure 4.8. Anodic mass transfer time constant nmgpghowing dependence on initial

current demand and percent load increase with ABRged to 0.5Q-cnr.
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ASR changed from 0.665 to 0.50 ohm-cm’
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Figure 4.9. Electrical time constant mapping sh@gnependence on initial current

demand and percent load increase with ASR chamg@db0Q-cnv.

The significant variability in electrical time cdast trends and profiles is
presently attributed to a dynamic mixture of cdnitions from fuel stream transients and
nonlinear polarization sensitivities. Again, eftexl time constant functionality is the
primary "driver" of overall time constants rationsdivity.

Since the SOFC material parameter ASR impactedirties constant ratio trends,
it was expected that a geometric parameter suemade thickness would also affect the
time constants ratio trends. Figure 4.10 shows rdsilt of decreasing the anode
thickness from 0.05 cm to 0.04 cm on the time amistatio mapping. In all three
scenarios, the time constant ratio profiles changgative to the baseline cases. In
contrast to the baseline cases, the profiles isedato intermediate maxima.

Furthermore, each scenario differed in terms ofctvhéurrent density did the time
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constant ratio was a minimum reached. Furtheraggtion for the reasoning for the

observed trends can be elucidated from the elatttime constant and anodic mass

transfer time constant mappings as shown in Figur# and Figure 4.12, respectively.

Anode Thickness Changed from 0.05 to 0.04 cm
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Figure 4.10. Time constant ratio (electrical: maassfer) mapping showing dependence

on initial current demand and percent load incredsen anode thickness is decreased to

0.04 cm.

Although all the electrical time constants decrdasatil the minimum current

density was reached, the time constant ratio iseaver the same range of current

densities as illustrated in Figure 4.11 and Figu®, respectively. Figure 4.12 shows

the cause of this trend. Figure 4.11 shows thesrirassfer time constant decreasing at a

greater rate (and with smaller in values) than tiahe electrical time constant.

47



Electrical Time Constant (sec.)

0.9

0.8

0.7

0.5

0.4

0.3

0.2

0.1

N
\g\-\\ A e
0.6 S -

Anode Thickness Changed from 0.05 to 0.04 cm

300 350 400 450 500 550 600

Initial Current Density (mAfcm:)

650

+ 30% Increase
— 30% Original

B 40% Increase
— — 40% Original

A 50% Increase
- = - - 50% Original

Figure 4.11. Electrical time constant mapping simgwdependence on initial current

demand and percent load increase when the anadkadiss is decreased to 0.04 cm.
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Figure 4.12. Anodic mass transfer time constantpimgpshowing dependence on initial

current demand and percent load increase whemtigeahickness is decreased.
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4.2.3 Time Constant Analysis as FRT o

It was initially hypothesized that as FRT approachefinity, then the time
constant ratio mapping would change compared tonvART is zero. Prescribing FRT
to approach infinity describes a scenario when fthe supply rate takes an infinite
amount of time to attain the final steady statd ugpply rate (i.e. approximately fixed
fuel supply rate). Recall that prescribing FRE&s0 simulates a scenario when the fuel
supply rate instantly changes to the final fuel@ypate. However, when Figure 4.13,
which is the resulting time constant mapping forTFpproaching infinity, is compared
to Figure 4.5, the results are identical. Sinae dhodic mass transfer methodology is
primarily a function of change in current, then thgected deviation would be due to the
electrical time constant. The electrical time ¢ans mapping is shown in Figure 4.14

and is discussed below.

ASR = 0.665 ohm-cml, Anode Thickness = 0.05 cm, FRT Approaches Infinity

10

E 9 Fy
b
£ s 4
=
%7 A
2
E ry
£ = A u
é/ 5 = |
£ n L] ]
s 4 =
- u *
53 + L+ ¢ .
= -
£, L
'
=
1§ 1
0 T T T T T T
300 350 400 450 500 550 600 650

Initial Current Density (mAfcmz)

‘ 4 30% Increase M 40% Increase A 50% increase |

Figure 4.13. Time constant ratio (electrical: maassfer) mapping showing dependence

on initial current demand and percent load increase
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ASR = 0.665 ohm-cmz, Anode Thickness = 0.05 cm, FRT Approaches Infinity
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Figure 4.14. Time constant ratio (electrical: maassfer) mapping showing dependence
on initial current demand and percent load increase

In comparing the electrical time constant mappirigovan in Figure 4.14
(FRT- ) with Figure 4.6 (FRT = 0), the mappings are agdentical. Therefore,
although the fuel supply rate transitions are yadifferent (i.e., a step change variation
in fuel supply rate versus effectively none at,athe electrical time constants are
identical given a prescribed change in current deh@and duration of the simulation. As
was shown in Chapter 3, the electrical time corisamfluenced by both electrical and
fluidic stimuli (i.e. bi-modal stimuli). The extnee FRT cases simulate a scenario
wherein the fuel supply rates are essentially #et &=0+", which is obvious for the
case when FRT is zero. When FRT approaches wfitiie fuel supply rate is changing

at infinitesimally small increments; hence, thelfsigpply rate may be presumed static.
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The effect is then that the relative propagatiomhef fuel stream transient effects, which
dominate cell response, will be the same for bates.

4.2.4 Conclusions of Time Constants Analysis

A time constant ratio of ten (representative obasher of magnitude difference in
time constants) is herein presumed sufficient tpraxamate quasi-steady state anodic
mass transfer. In light of the results, some ofcWlare significantly less than 10, it is
important to cautiously impose the key simplificatiof quasi-steady state anodic mass
transfer in electrical transients analysis. Thewfd is emphasized that the mapping of
time constants ratios is a conservative tool fagdosing the need for including more
rigorous anodic mass transfer within dynamic calttahs. Due to the mapping’s
(Figures 4.4, 4.7, 4.10, and 4.13) conservativereaand findings, it is concluded that
anodic mass transfer transients can be signifiedative to electrical transients.

In addition, it was shown that initial current depspercent change in current,
ASR, and anode thickness impact the electrical torestants. Electrochemical property
and geometric values such as ASR and anode thigkmespectively, impact time
constant values and hence the relevance of congiderass transfer dynamics. Lastly,
both extreme FRT cases produced identical timetaahsatio mappings due to the static
(or nearly static) fuel supply rate condition irtthgcenarios after t=0+.

4.3 Electrolysis Modeling

4.3.1 Motivation and Problem Description

Shown in Figure 4.15, during planned (e.g., shutdoar unplanned (e.g., load
trip) reduction in load, a sharp decrease in ctrdemand can lead to downstream

electrolysis where the cell electrolytically progschydrogen. Although the cell would
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eventually equilibrate to normal, fully galvanic evption this poses potential
performance/reliability dangers as reported by Gemnand Johnson [29-31], and
Hawkes [32]. Since cell potential is a nearly amf boundary condition, there exists a
threshold voltage, which equals the end-of-cell iderpotential that is a theoretical

maximum potential for normal operation of the cell.

Nernst Point of zero
local current

Electrical energy is consumed

Veell(t=0 ")

T

Potential

.......................................................................... Vce”(tzo -)

[
»

Figure 4.15. Diagram illustrating downstream elelgBis due to planned or unplanned
steep decreases in load.

Steep decreases in current demand, given a slogeeeatke in fuel supply rate,
can lead to a sufficient gain in cell potential tstloat the threshold voltage is surpassed
and a “crossing” of the Nernst potential profilecors as detailed in Figure 4.15. The
point of “zero current” is where the cell potentamjuals the local Nernst potential. This
is the point of demarcation between galvanic aretteblytic cell operation, and is
partially a function of the initial fuel utilizatroand change in current demand.

4.3.2 Electrolysis Simulation Methodology
The two primary objectives in the electrolysis siations were to ascertain the

operating conditions and stimuli that would promtite onset of electrolysis, as well as
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the axial location of such initiations along thdl.ceAccordingly, initial fuel utilization
and change (i.e., decrease) in current demand veered between 50-85% and 225-450
mA/cn?, respectively. All simulations were ended whenwdstream electrolysis
occurred (i.e. exceeding of local Nernst potential)

4.3.3 Sample Results and Discussion of Electrolyd#odeling

Zero Current Position vs. Initial Fuel Utilization and Absolute Change in Current Demand
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Figure 4.16. Zero current position profile as adhion of initial fuel utilization and

decrease in current demand.

Figure 4.16 shows the zero current position asnation of the current density
reduction and initial fuel utilization, spanningtiveen 225-450 mA/cfand 50-85%,
respectively. Figure 4.17 depicts that at high futdizations the required decrease in

current demand (to cause downstream electrolysisless than that at lower fuel
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utilizations. This is primarily due to lower end-o#ll Nernst potentials at higher fuel

utilizations.

Absolute Change in Current Demand vs. Initial Fuel Utilization
450

400

300

1A J| (mAfeme)

250

200 I A I N
05 0.55 06 0.65 07 0.7s 08 0.85 09

ufuel.initial

Figure 4.17. 2-D projection of electrolysis occmege (shaded region) as a function of
decrease in current demand and initial fuel utilora Note that at higher fuel

utilizations smaller decreases in current demagadafficient to cause electrolysis.

Figure 4.18 shows the zero current point profités time as a function of voltage
gain and initial fuel utilization. Again the initigurrent density is 600 mA/cimand the
domain of current density decreases are betweem226nt and 450 mA/crh A larger
range of voltage gains as shown in Figure 4.19 wbeerved at higher fuel utilizations,

due to increased sensitivity of cell potential baeges in current demand.
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Zera Current Position vs. Fuel Utilization and Yoltage Gain

Zero Current Position, X™ = x/L
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Figure 4.18. Zero current position profile as action of fuel utilization and the resulting

voltage gain.

Voltage Gain vs. Initial Fuel Utilization

ufuel.initial

Figure 4.19. A projection of voltage gain vs. iaitiuel utilization from the zero current

position profile.
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Figures 4.20 and 4.21 show the impact of fuelizatiion on hydrogen partial
pressure profiles and corresponding Nernst potengrafiles, respectively. The
significantly greater decrease in downstream Nepwentials as a function of fuel
utilization results in lower thresholds for eledyis to occur. Given the present domain
of scenarios, the lower threshold effect is domirguch that electrolysis was a likely

event at higher fuel utilizations.
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Figure 4.20. Graphic showing the impact of fuelizdation (i.e. in the range of 50-85%)

on the partial pressure of hydrogen profile.
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Figure 4.21. Graphic showing the impact of fuelizdation (i.e. in the range of 50-85%)
on the Nernst potential profile. (Note how the ZNpotential profile decreases more

significantly with increasing fuel utilization.)

4.3.4 Conclusions of the Electrolysis Simulations

It has been shown that fuel utilization and magtetwf the decrease in current
demand determine when and where electrolysis wdlo downstream (i.e., the point of
zero current). A key observation is that at highezl utilizations there is a lower
threshold for electrolysis to occur due to the Higantly greater decrease in Nernst
potentials relative to lower initial fuel utilizatns. Correspondingly, steep changes in
current demand combined with high initial fuel @ition values are conditions that

promote electrolysis along the cell.
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CHAPTER 5

ELECTROCHEMICAL LIGHT OFF SIMULATION
5.1 Problem Description
Given a cold start (i.e., at room temperature),38#-C stack needs to be heated
to a desired operating temperature, which is nolyi@0°C for a planar SOFC stack.
However, the electrochemical reactions that occithiv SOFCs require a minimum
temperature of approximately 650°C. During latitrge “heat up” of the SOFC stack to
a desired operating temperature, heat may stralbgibe generated from these

electrochemical reactions as conveyed in Figure 5.1

ﬁ

“Startup” S 0% | g—
Temperature .

Distribution .

(2% of transition time) 40%
Electrochemical 100%
Reactions Generate “Steady”
Heat Temperature
Distribution

Figure 5.1. Graphic illustrating the electrocherhliggnt off phenomenon. [Courtesy of

Pacific Northwest Laboratory.]

Due primarily to excessively large internal ohmiesistances, significant
electrochemistry (and hence by-product heat) dagsviably occur until a threshold

temperature is reached (e.g., in the range of BO® for conventional SOFCs). From
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such a threshold point, the temperature rise instaek causes an acceleration of the
electrochemical reactions (hence current) giveotargiostatic condition (i.e., prescribed
cell potential). This occurs because of the sigaiit reduction in electrochemical loss
parameters such as electrolyte resistance at higineperatures, and it symbiotically
engenders more by-product (primarily Joule) heafirige interplay of the increasing heat
generation and electrochemistry/current is heretmmeéd “light off’, and a model has
been developed to begin characterizing this impbaenomenon.

As mentioned in the literature review, to dater¢heave been few, if any, studies
that considered electrochemical operating condstisach as cell potential and current
density as "dynamic controls” in managing light afansients. An investigation
regarding the impact of electrochemical conditiondight off thermal transients has thus
begun. The ultimate intent is to investigate thauplbility of using such electrical and
electrochemical dynamic controls as a partial medmaptimizing rapid, yet safe, thermal
ramps for effective SOFC start-up.

5.2 Model Description

The present lumped capacitance model describedqumation 5.1 is used to

simulate the thermal transients of the cell thauoduring electrochemical light off.

dT.
cell T” = Qgen =~ Qconv (5 1)

where T

cer Ceens Qgens @Nd Q,,,, are the unit cell temperature, heat capacitaneat h
generation, and the convective heat transfer frbm c¢ell to the reactants streams
(primarily air), respectively. Lumped capacitame@voked for a few reasons. Given the

present pilot study, a simplified transient apploecconsidered an appropriate lead into

continuing studies wherein temperature gradients rasolved. Additionally, most
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SOFCs are in fact intended for operation with malispatial temperature variation from
a reliability standpoint (i.e., temperature unifalynis promoted to minimize thermally
induced stresses which can cause component cragkthgelamination when excessive).
Finally, a key phenomenon near typical SOFC opegatemperatures is that of situ
radiation which is expected to significantly redeemperature gradients along the cell.
The heat capacitance is dominated by the stairge®l interconnect (i.e. due to
its much larger mass fraction); while the domindregat sink” effect is that of the air
flow. A quasi steady-state electrochemistry agsiion is used, since thermal time
constants are much larger than electrochemical. dkaditionally, the model assumes a
static reactants supply conditions, and a co-flont BOFC arrangement. Furthermore, it
is presumed that the initial fuel cell temperatwvéh respect to light off, is equal to the
inlet air temperature (herein a representativerpatar value of 650°C) due to the use of
hot air to heat the stack before electrochemistyirs. Finally, temperature dependent
properties such as heat capacitance and areaispesittance (ASR) are included in the
modeling effort. The heat capacitance is calcdlatgng a mass average (see Appendix
for a more detailed calculation) of the relevandparty values reported in the work of
Gemmen et al. [29].The limited access to ASR data prompted the usthefvalues
provided by Kim et al. [25], which were tabulated & temperature range of 650-800°C.
It should be noted that conventional full cell esstdck ASR values may be an order of
magnitude higher than these buttmell values; but the trends reported are expected to be
the same. Therefore, the ASR datum from [25] wakiplied by a factor of 10 to obtain

stack level estimates of ASR.
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The simulation begins by first establishing theafigteady state reactants supply
conditions using the steady state electrochemmtrgel of [3]. The reactants flow rates
are subsequently held constant during the entamastent simulation. The light off
stimulus is the step change of the SOFC unit aelinf open circuit voltage to a
prescribed steady state voltage. A new cell teatpes is calculated for each iteration
between the thermal and electrochemical sectiorikeoflgorithm, which is depicted in

Figure 5.2.

Establish SS
Reactant Supply
Conditior

v

Simulate
electrochemistry

v

Calculate New
SOFC
Temperatur

N AtOperating vy
Temperatur:

Figure 5.2. Flowchart/logic of computational apmto®f the electrochemical light off

A 4

simulation.

5.3 Sample Results and Discussion

Table 5.1. Three electrochemical scenarios corsitiar the electrochemical

light off simulations.

Cell Potential (V) NOS (Air)
0.50 10.75
0.65 8.75
0.75 7.25

61



The three sets of operating conditions shown inéer'akd were simulated to study
the effect of operating voltage on electrochemiiggit off. In this study, cell potential
was used as the dynamic stimulus; the prescribedutilization parameter 85% in all
cases. The airflow rate was fixed at the finahdjestate value based upon the prescribed
inlet air temperature condition (650°C) and thefisteady state heat generation. With
the airflow rate established, the "number of stgichr NOS (i.e. fuel based inverse
equivalence ratio) of the air stream was calculatBde SOFC unit cell data and property
values used in the simulation are given in Takke 5.

Table 5.2. SOFC unit cell data and property values.

Parameter Unit Value(s)
Anode thickness cm 0.05
Anode density kg/rh 4200
Anode specific heat J/kg-K 640
Cathode thickness cm 0.0075
Cathode density kgfn 3300
Cathode specific heat J/kg-K 570
Electrolyte thickness cm 0.0015
Electrolyte density kg/fh 5100
Electrolyte specific heat J/ikg-K 600
Interconnect thickness cm 0.5
Interconnect density kgfin 8055
Interconnect specific heat J/ikg-K  602-623 [33]
Area Specific Resistance (ASR) Q-cn? 0.178-0.068
Cell length cm 10
Cell width cm 0.5
Gas channel width cm 0.25
Gas channel height cm 0.25
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As shown in Figures 5.3-5.4, smaller cell potest@dused the cell to reach steady
state temperatures more rapidly. The primary ne&sosuch is that lower cell potentials
result in larger current generation. Larger curresults in larger by-product heat via the
stoichiometric relationship between current, re@staonsumption (i.e., Faraday’'s Law)
and corresponding thermal energy generation. Thisnptes faster temperature rise.
Furthermore, the percent of the by-product heabrdles! by the cell decreases with time.
This is a result of the increasing heat sink eftdédhe air flowing through the cell, as cell
temperature rises. More specifically, the conwecheat transfer from the cell to the air
stream gradually becomes dominant in time; untd tell becomes completely heat

rejecting.
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Figure 5.3. SOFC temperature response duringretdatmical light off. (Note

t*=t/T where T is 83.5 minutes.)
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Figure 5.4. Heat generated by the cell and thegpe@f the heat retained by the cell for

each scenario of the electrochemical light off datians.

As expected, the cell power shown in Figure 5&réater at lower cell potentials

(i.e., higher current densities supersede the tefiédower cell potentials for typical

operating regimes). However, the linearly incregstell efficiency with cell potential,

as quantified in Table 5.3, shows that there magtean optimum condition for fuel

efficient, yet rapid, SOFC heat-up.
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Figure 5.5. Power production for each electrochaiight off simulation.

Table 5.3Final steady state cell efficiencies.

Cell Potential (V) Efficiency (%)
0.50 34.1
0.65 44 .4
0.75 51.2

Although the cell potential is the more naturaltgddoundary condition, power
electronics design preeminently considers curremsidy as the dynamic control (i.e. a
galvanostatic approach). Therefore, a galvanastapproach was developed by
modifying the potentiostatic approach to allow farrrent density to be the dynamic
control.  Four cases were run wherein current ideasof 200, 300, 400, and 500

mA/cm’ were the galvanostatic stimuli. These resultsewsmpared to potentiostatic
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simulations where the final steady-state currentsdy matched that of each
galvanostatic case. The temperature profiles @two sets of simulations are compared

in Figure 5.6.
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Figure 5.6. Temperature profiles for the galvaatstand potentiostatic simulations of
electrochemical light off.

There are two important observations depicted igufé 5.6. The first
observation is that cell heats up much more rapadisigher current demands. Again,
this is a result of the larger by-product heat geteel at higher current demands. The
second key result is that the galvanostatic apprd@ats the cell faster than that of the
potentiostatic approach at each current densitye leat generation profiles shed light on
the cause of faster heat up given a galvanostppooach. Shown in Figure 5.7 are the
heat generation profiles of both the galvanostatid potentiostatic approach. In all of

the galvanostatic cases, the heat generation issxdmum at the beginning of the
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simulation. This is because the ASR decreasesingtieasing temperature. Therefore,
there is more by product heat generated (i.e. Joedging) initially when ASR is at its
maximum; hence, the heat generation is minimahatdperating temperature due the
diminishing Joule heating effect for the galvantistaases. Given the potentiostatic
cases, however, the heat generated is minimakdidginning of the episode and reaches
a maximum at the conclusion of the episode. Téidue to the current density (and
hence by-product heat generated) being minimaie@beginning of the electrochemical
light off and increasing with temperature. Notettthee maximum heat generated for the
potentiostatic cases is equivalent to the minimwatlgenerated in the galvanostatic
cases as can be seen in Figure 5.7; this is tagexted based upon convergences to final

steady state conditions.
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Figure 5.7. Heat generation profiles for the gabstatic and potentiostatic

simulations of electrochemical light off.
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5.4 Conclusions of Electrochemical Light Off

It has been broached that cell potential is algi@ynamic control during cell
heat up; hence, herein introducing the term "hgatell potential” is introduced. As an
example, power electronics could be instituted &mage the heating cell potential, hence
influence thermal transients, during the high terapge stages of thermal cycling. This
result sheds light on the prospect of using elebemical operating conditions to aid
thermal management during transient heating andilpgsmitigate thermal cycling
issues. It was also shown that a galvanostaticoapp heats the cell more rapidly than
the potentiostatic case. In the next and finaptéra there will be a discussion of how the
electrochemical light off simulation can be exteshde simulate electrically-induced
thermal (and corresponding polarization) hysterasisvell as other concluding remarks

and future works items.
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CHAPTER 6

CONCLUSIONS

6.1. Summary

The primary deliverable of the present thesis isahnanced performance model
of a SOFC that describes the transient responseeahd¢o bi-modal stimuli and
electrically stimulated thermal transients thatuwaduring transitional heating of the cell
(i.e. electrochemical light off). Complementary seting efforts were completed in the
thesis to further detail the necessity of transianodic mass transfer model within
electrical transient modeling. The enhanced etmdtiransient model developed in the
thesis facilitated the simulation of downstreancetdysis, inclusive of the production of
an operating map to predict the occurrence anditotaf electrolysis. Another key
product of the thesis is the lumped capacitancetrelehemical light off model which
will be a forerunner for a future higher fidelitgaial-temporal thermal transient model.

6.2 Conclusions of Electrical Transient Modeling

A methodology has been developed to simulatelberical transient responses

to bi-modal stimuli (i.e. simultaneous changes @aatants supply rates and load
demand). This is an enhancement beyond prevaddinstack- level models in that there
is an allowance for unslaved stack response toggsaim load; such that reactant supply
rates may also be transient. The “packet” andsoeetization methodologies were key
developments to facilitate the modeling of bi-mosi@nuli. It has been quantified how
increasing fuel ramp (FRT) results in a more prowad overshoot and undershoot in the
fuel utilization and voltage profiles, respectivelffhe overshoot trend observed in the

fuel utilization profile is due to the step increas current demand combined with the
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delay in proportionate reactants supply. The aseein current coupled with a delay in

reactant supply rate increase causes a resultardgage in reactant consumption via
Faraday's law, thereby increasing the fuel utilarat Correspondingly, the local Nernst

potential decreases and the concentration polanmatncreases thereby stimulating the
undershoot trend in the cell potential profile. digbnally, it was observed that the

undershoot trend observed in the cell potentidiileravas less than 10%. Furthermore, if
reactant supply rates are proportionally changddimvone second, then the undershoot
trend will decrease to 5%.

Although the modeling approach was instrumentag tode can be further
developed in terms of validation, improved usereiface, portability into other
platforms, and improved computational efficiencytdhded parametric studies will
ensue with the computational tools developed tthéurverify the code and explore the
dynamic response of SOFCs.

6.3 Complementary Modeling Conclusions

6.3.1 Time Constant Analysis

The comparison of electrical and anodic mass teanfime constants was
motivated by the need to ascertain the significanicanodic mass transfer transients
relative to electrical (overarching) transients. titke constant ratio of ten is presumed
sufficient to approximate quasi-steady state anashss transfer. In light of the results
of Chapter 4, wherein some ratios are significalgs than ten, it has been concluded
that anodic mass transfer transients are genesadgificant relative to electrical

transients in numerous cases.
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In addition to concluding that anodic mass trandfansients are generally
significant relative to electrical transients, itasvshown that initial current density,
percent change in current, ASR, and anode thickin@sact the electrical time constant.
The complex trends observed in the electrical tooastant profile is not completely
understood. Therefore, extended investigatiomefitnpact of fuel flow rate, fuel stream
composition, and change in current on the eledttioge constant to determine the root
cause of the observed behavior is warranted. I\ dsbth extreme FRT cases (i.e.,
FRT=0 and FRT>») produced identical time constant ratio mappings tb the fixed
fuel supply rate condition (after t=0+) in both sagos and hence the same relative fuel
stream effects being replicated.

Since anodic mass transfer transients have beemnstwm be significant during
electrical transients, there is then a need toldpuyeansient anodic mass transfer models.
Given the Lagrangian approach taken in the eledtiansient model, an amenable
modeling methodology may be to use a quasi-lumpgatance anodic mass transfer
modeling approach for each computational slice. réMepecifically, each slice is
presumed to have a limited variation in compositiom, the transverse partial pressures
of each constituent within the slice is presumestmitized over three distinct values: the
partial pressure at the gas interface of the shpgroximated to be equal to the bulk
stream value at the slice; a bulk average predbatts the partial pressure over the vast
height of the slice; and an electrolyte interfaakie as was detailed in Chapter 4.

6.3.2 Electrolysis Modeling

The electrolysis modeling of Chapter 4 created p stewing which operational

conditions lead to down stream electrolysis. Saichapping was developed due to the
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potential cell performance and reliability issudgtt given electrolytic operation of
portions of the cell. It has been shown that fuiization and the magnitude of the
decrease in current demand largely determine whlextrolysis will occur downstream
(i.e., the point of zero current where cell poteintquals Nernst potential). A key
observation is that at higher fuel utilizationsréhes a lower threshold for electrolysis to
occur due to the significant decrease in axial Nigpotentials.

When electrolysis occurs during operation, the egqllilibrates thereby returning
to normal operation. The current modeling approacly simulates when electrolysis
will occur. Therefore, there is a need to modé&d gquilibration process. The current
electrical transient model can be modified to allew negative currents in order to
facilitate modeling of equilibration of the cell ass detailed by Gemmen and Johnson
[31]. The electrical transient algorithm would baw be modified, but this work would
offer a great feature to the current set of sofendevelopments.

6.4 Conclusions Electrochemical Light Off Simulatios

It has been shown that cell potential is a vialyleadnic control during cell heat
up, thereby introducing the term "heating cell pot." As an example, power
electronics control schemes could be institutedn@nage the heating cell potential
during transitional heating or thermal cycling d¢fetcell. It was also shown that a
galvanostatic approach heats the cell more rapidin the potentiostatic case. These
results shed light on the prospect of using elebimical operating conditions to aid
thermal management during transient heating andilpgsmitigate thermal cycling

issues.
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In addition to the electrochemical light off pheremon, additional electrically
stimulated thermal transients arise during opematioe to the heating effects within the
SOFC. The lumped capacitance model developed Herelectrochemical light off
studies may be extended to model the thermal #atssinduced by load cycling. A
thermal non-equilibrium condition is induced whdre tcell responds to a change in
current demand. When these singular current clsaagecyclical, the cell experiences a
thermal cycle which may lead to a thermal hystsresifect. Recently, a thermal
hysteresis effect in SOFC materials has been expetally observed [34, 35]. By
varying the current density ramp rate (CDRR or tlj/the thermal hysteresis effect
shown in Figure 6.1 is impacted. This thermal érestis will lead to voltage hysteresis
effects as depicted in Figure 6.2. As an extensiaime lumped capacitance illustration
of a thermal hysteresis effect, the thermal modal rhe refined for higher fidelity
spatial-temporal resolution. These results andeldgwments will aid the needed
characterization to mitigate cell reliability issueaused by thermal stresses/shock.

Similar to the electrical transient response madglextended parametric studies
will ensue with the computational tools developedfarther validate the code and
explore the thermal dynamic response of SOFCscétde will be embellished to make it
more computationally efficient, “user friendly,” dportable (as MATLAB module(s)) to

relevant end users.
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APPENDIX

VOLUMETRIC HEAT CAPACITANCE CALCULATION

A mass weighted approach was used to calculateethproperty data. The
following four sets of equations and calculatioreyevused to compute the unit cell heat

capacitance and volumetric heat capacitance.

Mass (kg) Calculation: (A.1)

My = Panoakanosce Wegy = 4zook—g [Bx10™* mD.IMBxL0° m = 1.005x10 kg

Meaode = Pantroad eatnoge W 3300k—9 [7.5x10° m DM Bx10°m = 1.238x10*kg

cell

melectrolye pelectronEe electrolye L chell = 5100k_g D‘ 5)0'0_ m [O ]'rn [5)6-0_3 m= 3'83)6-0_5 kg

rnnt erconnect = Ioint erconnect(tint erconnect Ewcell - Wchannel |:ﬂ’]channel)l—

Mo ercome = 8055°3 f5X10°°MIBXL0™° m— 25x10°° [25x10°)0.1m = 1510407?kg
m

mceII = manode + mcathode + melectronE +2 Ijh’Hnt erconnect

m,,, =1.005x10 kg +1.238x10 *Kkg + 383x10°kg + 2 [1.510x10 kg
= 314x10°kg

ceII

Specific Heat (J/kg-K) Calculation: (A.2)

— M, 0deCanode + M. athodCeathode + melectrolyecelectrolye + 2|jh’¥nt erconnecint erconnect

mcell rncell mcell mcell

cell

Heat Capacitance (J/K): (A.3)
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C . = m, ¢ . = m, (rnanodecanode + rncathodeccathode_'_ rnE|eth0|y9Ce|eth0|yE + 2mnterconnecgnterconnect]
cell ell —cell ell

rT‘:ell rnceII rnceII rT'cell
CceII = rnanodecanode-'- rT‘:athodeccathode+ rnelectrolyeceIectrolyte + 2 mT\nterconnecplnterconnect
C.., =1.005x10%kg B40— ) +12375d0 kg 570
kg-K kg-K
3.825x10°kg 00— +2[151X10° kg 623\
kg-K kg-K
C. =19 552
K

Volumetric Heat Capacitance: (A.4)

C — CceII

cell,volumetric — vV

V=L IjNcell |:ﬁtanode + tcathode + telectrolyte +2 |:ﬂint erconnec‘) _Vflow channels
\%

=2 (h, (L
\%

channel channel

ton chamnets = 2[25X107°m25x10°m0.1m = 125x10°m®
V = 0.1mBx10°m [(5)&0_4 m+ 75x10°m+ 15x10™* m+ 2[5x107° m) -125x10°m®
V =411x10°m®

1955 J _ 476 ™M 476

cell,volumetric — 411)(10_6 ms K m3 K Cm3 K

flow channels

C

Note: The specific heat of the stainless-steelaatenects is temperature dependent and
in the above calculations a temperature of 1073aK used to obtain the stated

values.

81



