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SUMMARY

Solid oxide fuel cells (SOFCs) are a promising means of generating electricity

in a manner that is more efficient and environmentally friendly than traditional sta-

tionary methods. As such, SOFCs are one element of a long-term energy strategy to

conserve limited resources and reduce pollution, making optimal SOFC performance

good for the economy, energy independence, and the environment.

An SOFC consists of several primary ceramic components including the anode,

electrolyte, and cathode. The cathode is critical to the performance of the cell and

in need of further development to aid widespread SOFC commercialization. This

need for improvement is especially true at intermediate temperatures where cheaper

components in other parts of the fuel cell may be used. Among the main challenges

facing SOFC cathodes are the activity toward the oxygen reduction reaction and the

competition between active surfaces and transport pathways. Heretofore, design of

SOFC cathodes has tended to be empirical owing to the lack of mechanistic under-

standing and multi-scale modeling tools. In order to achieve rational design, though,

better fundamental understanding and quantitative engineering tools are required.

The focus of this work is the modeling, simulation, and rational design of porous

SOFC cathodes via development, extension, and use of the key tools to aid in the fun-

damental understanding and engineering design of cathode materials. These tools in-

clude those which may first be applied to thin-film or other test cells of well-controlled

geometry for fundamental study, such as development of phenomenological reaction

rate expressions and models for the design of such test cell electrodes. Such efforts

inform models applied onto porous cathodes. Other modeling tools include finite
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element routines for transport and reaction rates conformal to the fine microstruc-

ture of porous cathodes and use of conservative point defect ensembles so that the

phenomenological reaction rates may be applied generally onto a porous structure.

Building and using these components is critical in the overall effort to enable rational

design.

One area of focus is the triple phase boundary between gas, the solid oxide elec-

trolyte, and an oxide mixed conductor. A phenomenological reaction rate expression

was derived to include the triple phase boundaries between the mixed conductor and

electrolyte, taking into account transport limitations on local electrical state, con-

centration fields of point defect and adsorbed oxygen atoms, and material geometry.

This treatment was used to examine the possible role of the TPB versus bulk pathway

in La1−xSrxMnO3±δ (LSM) test cells and is important to the rational design of SOFC

cathodes because it provides a detailed description of the physical processes occurring

along one of the primary routes of oxygen reduction.

Next, a continuum modeling investigation was performed to aid in the design of

thin-film test cells with respect to sheet resistance. The model was applied to generate

design charts for the placement of metal current collectors in different configurations

as a function of intrinsic film area-specific resistance, thickness, and conductivity. It

was found that it is generally possible to design thin-film tests cells to avoid sheet

resistance, but some highly-active materials may have difficulties at certain temper-

atures. This step was important to enabling rational design of SOFC cathodes by

providing guidance and insight into how platforms for fundamental study may be

designed to avoid troublesome interference from sheet resistance.

A third area of emphasis was on fundamental understanding of the surface mod-

ification of a mixed-conducting material. Phenomenological modeling was applied

to LSCF thin-film test cells with and without a coating of LSM to explain an ex-

perimentally observed increase in electrocatalytic activity and long-term stability of
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coated test cells and porous electrodes. This work was informed by transmission

electron microscopy (TEM) observations of the near-interface region. Enhanced ca-

thodic activation, superior oxygen adsorption properties, and interdiffusion to create

a hybrid LSM-La1−xSrxCo1−yFeyO3−δ (LSCF) surface layer were suspected as the

causes of the increased performance and stability. Since numerous possibilities for

surface modification of porous electrodes exist, some of which may be beneficial and

some detrimental, gaining an understanding of how and why LSM coatings cause

beneficial effects via phenomenological modeling is very important to further rational

enhancement strategies.

A novel application of the principle of conservative point defect ensembles was

developed to further enable modeling of disparate types of candidate SOFC mate-

rials by simplifying the treatment at heterogeneous solid interfaces and providing a

means to access the important chemical and electrical state quantities used in phe-

nomenological rate boundary conditions under large cathodic bias. This approach

may be used in conjunction with finite element modeling for a powerful way to simu-

late electrochemical response for composite cathodes formed with multiple candidate

mixed-conducting materials. Coupled with developed phenomenological expressions,

it also further expands capability for modeling and simulation of porous cathodes.

Finally, a 3D finite element method modeling approach was developed that allows

the constitutive bulk and surface transport equations to be solved conformal to the

microstructure of a porous electrode. This technique used commercial and open-

source software packages to ensure maximum availability to a wide audience. It is

suitable for linking multiple length scales together by the use of rate equations as

boundary conditions, which may be informed by patterned electrode experiments,

quantum chemical calculations, or other fundamental investigations. The bulk and

surface pathways of LSM were examined and the surface pathway determined to

be dominant. The modeling approach can be used in the rational design of SOFC
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cathodes because it captures the local details of microstructure as well as fundamental

material and oxygen-reduction properties.

The work detailed in this thesis provides necessary steps for modeling, simulation,

and rational design of SOFC cathodes. It will aid future fundamental investigations of

cathode MIEC properties, including thin-film and patterned electrode investigations

through the TPB phenomenological model and the sheet resistance-mitigation mod-

eling. It will also be of use to the engineering design of porous cathodes through the

use of conformal FEM modeling with or without conservative defect ensembles. The

3D FEM technique accounts for the local fine details of microstructure and can use

sophisticated, phenomenological reaction rate kinetics that consider the complexities

of point defect chemistry, local electrical state, and adsorbed oxygen concentration.

Rational design approaches to SOFC cathode development can use these tools and

apply these gains in fundamental knowledge for a more effective and scientific means

of improving the prospects of commercial SOFC viability.
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CHAPTER I

INTRODUCTION

Solid oxide fuel cells (SOFCs) are a promising means of generating electricity in a

manner that is more efficient and environmentally friendly than traditional stationary

methods [106]. As such, SOFCs are one component of a long-term energy strategy to

conserve limited resources and reduce pollution, making optimal SOFC performance

good for the economy, energy independence, and the environment.

Most modern planar SOFCs are anode-supported, with a relatively thin [160]

electrolyte and cathode. In a single-cell oxygen-based SOFC, fuel is oxidized on

the anode side, oxygen is reduced on the cathode side, and oxygen ions (O2−) are

transported from cathode to anode through the electrolyte. Electricity is harvested

by forcing electrons generated in the anode through an external circuit before they

reach the cathode [106].

The cathode in particular is poorly understood and optimized, leaving much room

for improvement to aid widespread SOFC commercialization. This need for improve-

ment is especially true at intermediate temperatures where cheaper components in

other parts of the fuel cell may be used. Among the main challenges facing SOFC

cathodes are the activity toward the oxygen reduction reaction and the competition

between active surfaces and transport pathways. Because the cathode presents sep-

arate technical design challenges from the anode, the anode will not be considered

explicitly here, being reserved instead for future work.

1.1 SOFC cathodes

SOFC cathode technology has taken three primary directions. The first is the use of

porous mixed ionic-electronic conducting (MIEC) cathode materials, which conduct
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both electronic species and oxygen ions (O2−) through the bulk. An MIEC material

may support the reduction of O2 to two O2− ions either at the TPB between the

MIEC, electrolyte, and air with oxygen supplied through surface transport of ad-

sorbed oxygen species, or on the surface away from the TPB. When O2 reduction is

far from the TPB, O2− is incorporated into the bulk of the mixed conductor and trans-

ported. Along either path, O2− is eventually transferred to the electrolyte, either by

direct incorporation at the TPB (surface path) or by bulk diffusion through the MIEC

and over the two-phase interface between the MIEC and electrolyte (bulk path). Im-

portant MIEC materials include La1−xSrxCoO3−δ (LSC) and La1−xSrxCo1−yFeyO3−δ

(LSCF) [3]. A schematic diagram of the solid-phase and surface transport pathways

in a mixed conducting cathode is given in Figure 1a. A vacancy based oxygen-ion

conducting mechanism is assumed in the mixed conductor and electrolyte.

Figure 1: Schematics of a) mixed-conducting cathode and b) composite cathode.

The second major SOFC cathode direction is the use of composite cathodes [75,

76]. These electrodes are porous with two solid phases - one is a primary electronic

conductor and the other is a primary ionic conductor. Intimate mixing between

the particles of both phases produces an effective mixed-conducting medium which
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allows transport of ionic and electronic point defects throughout the electrode. It

also serves to provide active TPBs away from the electrode-dense electrolyte interface

out into volume of the cathode. Thus, transport limitations are reduced and better

performance [75, 129] is achieved. A schematic illustration of a composite cathode is

given in Figure 1b. The most common and current state-of-art composite cathode

materials are La1−xSrxMnO3±δ (LSM, primarily an electronic conductor) and yttria-

stabilized zirconia (YSZ, ZrO2 doped with 8 mol% Y2O3, ionic conductor).

The third major approach to cathode formation is infiltration of active cathode

material onto a scaffold of porous electrolyte material [166]. This strategy is very

similar to the formation of a composite cathode, but is not arrived at via traditional

ceramic processing as is the composite cathode. Instead, the electrolyte scaffold is

usually pre-sintered and active cathode material is infiltrated through some liquid de-

position process to form a layer of particles on the surface of the scaffold. Connectivity

of these particles is important for a complete and facile electronic pathway.

In practice, there is often a two-layer cathode [25, 160], where the bottom layer

near the electrolyte is a composite or mixed conductor with very fine particle size

(functional layer) and the upper layer near the interconnect is single-phase cathode

material (current collector layer). The functional layer is where most of the electro-

chemical reactions take place while the current collector layer provides an easier path

for electronic current and gas diffusion [25,160].

1.2 Challenges associated with fundamental understanding
and design of SOFC cathodes

The solid oxide fuel cell is an all solid-state system, with dense oxide electrolyte and

porous electrodes composed of solid materials. This solid construction prevents a

number of typical electrochemical characterization techniques from being useful, in-

cluding the rotating disk electrode measurement and cyclic voltammetry. Interaction

with the gas phase can also prompt some kinetics not driven strictly by interfacial
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electrical polarization and therefore not adequately described by Butler-Volmer type

expressions, particularly at the surface of mixed conductors. In addition, the chemi-

cal species involved are often point defects - oxygen vacancies, interstitials, electrons,

electron holes - inside the solid phases and therefore can be known only indirectly

under equilibrium conditions.

As a consequence, it is very difficult to measure the fundamental properties and

kinetics of cathode materials pertaining to oxygen reduction. This challenge has

led to several approaches to try to access this information as well as possible. One

approach is the use of thin-film or patterned electrodes. Another is the use of quantum

chemical modeling. A third approach is the development of continuum-type modeling

techniques to try to interpret experimental data and aid engineering design.

1.3 Thin-film and patterned electrode measurements

The porous SOFC cathode is a very complicated system due in no small part to the

complications arising from the porous geometry. An approach that has been helpful

in separating the effect of geometry from the fundamental surface catalytic properties

of the material is the use of thin-film or patterned electrodes [9,17,50,81,114]. Thin

films of MIECs are deposited by physical vapor deposition or another process onto a

polished or single-crystal electrolyte with a counter electrode opposite and possibly a

reference electrode. Electrochemical tests may be performed at high temperature to

assess the kinetics of surface processes and to some extent transport processes within

the material.

One problem with this approach is the role of sheet resistance in the measurements

[82]. This effect arises due to the long distances traveled by electrons from a current

collector to the site of the oxygen reduction reaction, distributed uniformly on the air-

exposed surface of the MIEC film, and can complicate the global results observable

by high-temperature electrochemical experiments. Theoretical modeling work has
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demonstrated the role of sheet resistance [103].

1.4 Quantum chemical calculations

Insight into the mechanism of oxygen reduction can be given by quantum chemi-

cal simulations. Recent efforts have demonstrated that the transition metal site of

mixed-conducting perovskites is possibly the favored site for adsorption and that the

presence of any oxygen vacancy in the vicinity of the transition metal can aid adsorp-

tion and dissociation of oxygen [23]. Other results have predicted rate coefficients [22]

and examined the possible effects of different transition metal ions upon oxygen bind-

ing and hence adsorption and oxygen vacancy formation [24]. Such simulations are

typically performed with DFT and/or DFT+U [91] calculations.

1.5 Continuum-type cathode models

There are several classical models of porous SOFC electrodes that focus on different

aspects of operation. Fleig groups these models into four categories [48], a division

that is suitable for this context and includes local current density distribution, dis-

crete particle/resistor network, chemical kinetics/surface, and porous electrode theory

(PET, alternatively known as the Adler-Lane-Steele, or ALS, model).

The discrete particle/resistor network model is very useful for composite electrodes

[48]. Generally, the focus is on the anode [48], but many formulations are general

enough to apply to either electrode [149–151,171] and cathodes have been given some

specific consideration [1, 67, 142]. Microstructure is simulated by a simple method

such as randomly placed, interpenetrating spheres. Particles and their interfaces are

then assigned some discrete value of resistance and the electrochemical performance

is solved for as a circuit based on this network. The model captures some impact of

microstructure on the global level, but is not capable of capturing other important

phenomena on the local level or examining realistic particle geometries.
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Kinetic models predict the general nature of the electrochemical reactions oc-

curring on the cathode while surface models describe surface diffusion and reaction

kinetics at the TPB. The first of these models were developed for Pt [109–111,120,121]

electrodes. This type of approach was extended to other surface-active materials like

LSM [108], though with considerable lingering questions about the role of various

processes such as surface transport versus charge-transfer at the TPB and the state

of adsorbed species. These models aid understanding of the nature of reactions, but

are limited in their geometric flexibility and use in design.

Local current distribution models examine the effect of intra-particle variations

in potential. They indicate that substantial gradients can exist within particles and

that resistors that lump the entire contribution from a TPB neglect some important

features caused by details of local microstructure.

The PET model is so far the most successful overall model for good mixed conduc-

tors in porous cathodes. The entire cathode is treated as a 1D homogenized medium

with all microstructural features lumped into several all-encompassing parameters

like porosity, surface area, and solid-phase/gas-phase tortuosity. This approach was

developed for MIEC cathodes in [5] as an adaptation of the porous model made pop-

ular in [125]. Experimental impedance results were in qualitative agreement with the

calculated results for good mixed conductors; however, for LSM with its relatively lim-

ited bulk transport, the theoretical prediction is of very limited use. A similar model

was developed that considered either pure surface or pure bulk transport [152–154]

and was later extended to consider both mechanisms simultaneously [28]. The PET

model has also been extended to composite electrodes [29, 30, 37, 38, 77] with the

discrete particle methodology used to determine average parameters such as porosity

and effective conductivity for the composite cathode. The 1D porous electrode theory

does not adequately describe the results when the Fermi level is nonuniform, when

the ionic transference number is not large, or the utilization length is smaller than
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the geometric feature size of the material [94].

One recent approach by Mebane [101] and others [4, 49, 53] was to develop a set

of phenomenological equations to describe the rate of oxygen reduction on mixed-

conductor surfaces. Mebane took another step and set the rates as boundary condi-

tions to a simulation conformal to the geometry of a MIEC [103]. This approach can

be flexible with respect to morphology in a porous electrode if electronic and ionic

transport equations are cast onto a simulation domain with a grid that is conformal

to the material’s microstructure.

1.6 Rational design in SOFC cathodes

Despite the available modeling tools, design of SOFC cathodes remains heuristic.

Most approaches to electrode materials development tend to be very empirical in

nature: a qualitative idea is developed, an electrode is fabricated, and a test is per-

formed. The idea is considered a success if the performance meets or exceeds ex-

pectations. Nevertheless, the concept of rational design provides important insights

into how to achieve higher cathode efficiencies through new architectures and new

materials.

There exists a gap in fundamental knowledge pertaining to oxygen reduction in

the cathode. It is still not clear exactly which elementary steps are involved or how

different components affect them. Better understanding can prompt better-designed

materials with respect to the constitutive elements chosen for a mixed-conducting

oxide or more creative ways to construct interfaces.

There also exists a gap in the tools to apply fundamental principles onto detailed

microstructural representations. There are the modeling tools at different levels and

length scales described in the previous sections, but there is a lack of multi-scale

techniques to put them together for more effective scientific understanding and de-

sign. PET models do not account for fine details of local microstructure, but local
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current density distribution models have lacked applicability to large segments of a

microstructure. Chemical kinetics models can probe detailed reactions, but lack the

large-scale applicability of resistor network models. A tool that synthesizes all of the

important features into one approach would be able to capture details of microstruc-

ture including particle morphology and triple phase boundaries. It would incorporate

these microstructural considerations with transport considerations including those of

point defects within the solid mixed-conducting phases. It would rely on phenomeno-

logical kinetics to inform local reaction rates, which could in turn be informed by the

results and predictions of quantum chemical calculations. Finally, it would be able to

sum the local electrochemical responses distributed over the detailed microstructure

and determine a global response.

1.7 Contributions of this work

The contents of this thesis describe in detail advancements in modeling, simulation,

and rational design of porous SOFC cathodes through focus on fundamental under-

standing of mechanisms and development of modeling tools. The emphasis is at

two levels: first, on studies and techniques applied to thin-film or other test cells of

well-controlled geometries and second, on studies/tools for direct simulation using

real porous structures. Both levels are critical to rational design of porous SOFC

electrodes: the former group informs the latter group, which enriches the latter’s

capabilities, accuracy, and applicability.

The layout of this thesis is as follows. Chapter 2 details the extension of exist-

ing continuum/phenomenological modeling tools to treat the triple phase boundaries

(TPBs) of mixed conductors, with specific application to LSM. Chapter 3 provides a

set of design tools based upon continuum modeling in thin films to aid the design of

test cells for examination of fundamental properties. Chapter 4 describes a collabo-

rative effort with experimentalists to use thin-film test cells with phenomenological
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modeling to understand the nature of the oxygen reduction reaction on the surface

of LSCF with and without a coating of LSM. Chapter 5 presents a novel use of the

concept of conservative point defect ensembles to allow extension of these modeling

techniques to cathodes with several disparate types of mixed conductors and under a

large cathodic bias. Chapter 6 develops a finite element method for modeling cath-

ode processes that is conformal to porous microstructure, using both steady state and

electrochemical impedance formulations. The totality of this work further enables the

rational design of SOFC cathodes, as well as other electrochemical systems, by in-

vestigating fundamental mechanisms and developing critical and mutually dependent

tools for multi-scale modeling and simulation.
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CHAPTER II

TRIPLE PHASE BOUNDARY AND SURFACE

TRANSPORT IN MIXED CONDUCTING PATTERNED

ELECTRODES

2.1 Introduction

Mixed ionic-electronic conducting (MIEC) electrode materials are important in solid

oxide fuel cell (SOFC) technology because their bulk transport pathway extends the

reaction zone away from the triple phase boundary (TPB) and thus increases per-

formance [92,148]. Due to competition between pathways, the various transport and

reaction kinetics of these materials are often amalgamated and are difficult to ex-

amine individually. To facilitate scientific study, thin film and patterned electrode

geometries have been developed to simplify electrode complexity by isolating specific

mechanisms. Such experiments [9, 16, 17, 41–43, 63–65, 72, 73, 81, 82, 84, 105, 114, 123,

133,136,157,173,174] have yielded valuable information on several candidate fuel cell

materials, including La1−xSrxMnO3±δ (LSM) and La1−xSrxCoO3−δ (LSC).

Recently, a two-dimensional (2D) numerical model was introduced to describe

charge and mass transport in, as well as chemical kinetics on the surface of, a mixed

conducting thin film [101–103]. This model provides insight into thin film electrode

response, specifically into the nature of the transport of reactants as well as the effect

of sheet resistance. It is potentially useful for making quantitative estimations of

∗M.E. Lynch, D. S. Mebane, Y. Liu and M. Liu, “Triple Phase Boundary and Surface Transport
in Mixed Conducting Patterned Electrodes,” Journal of The Electrochemical Society, 155 (6), B635-
B643 (2008).
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phenomenological parameters of electrode materials, directly linking first principles-

based calculations to higher levels of modeling, and predicting the performance of thin

film test cells. When decoupled from its rigid geometric framework, the approach has

the possibility to be applied onto an arbitrary MIEC geometry.

The purpose of this chapter is to extend the model to account for the presence of a

TPB and the resulting surface transport. This extension allows greater applicability

for a number of multi-scale modeling efforts, especially those applied to patterned

test cells and to the determination of fundamental materials properties. The specific

geometry under consideration for development and qualitative validation is shown in

Figure 2 and consists of an array of thin film MIEC electrodes patterned on top of

an electrolyte (Figure 2a). The model domain (Figure 2b) is obtained by taking a

symmetric 2D cross-section from the center of one patterned electrode to the center

of the air-exposed electrolyte separating it from the adjacent electrode. On top of

each electrode, a current collector is patterned and covered by an insulator (neither

is depicted in Figure 2a for simplicity). The insulator blocks the TPB at the current

collector/MIEC contact and can also selectively block active MIEC surface [16,81].

Figure 2: Schematics of a) patterned electrode array and b) symmetric 2D cross-
sectional model domain. The components of the 2D model domain are indicated by
shading where the MIEC is black, the electrolyte is light gray, the current collector
and counter electrode are dark gray, and the insulator is white. The current collector
and insulator are not indicated in a) for simplicity.
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In the thin film model, interaction of oxygen with the surface of the MIEC is

assumed to involve two elementary steps: dissociative adsorption resulting in partial

reduction, Equation 1, and direct incorporation, Equation 2

1

2
O2 + s→ O′ads + h· (1)

O′ads + V ··O → Ox
O + h· + s (2)

where V ··O represents an oxygen vacancy (in Kröger-Vink notation), s is a surface site,

and h· is an electron hole. Each step involves one electron transfer. The oxygen ion

incorporated into the MIEC by reaction 2 is eventually transferred to the electrolyte

by exchange with a vacancy across the interface

Ox
O,m + V ··O,e → Ox

O,e + V ··O,m (3)

where the subscript m signifies that the species is in the MIEC and the subscript e

signifies the electrolyte.

Transport in the bulk MIEC is modeled by explicit consideration of oxygen va-

cancies and electron holes. The governing equations are the ones regarding the drift-

diffusion flux,
−→
N k, mass conservation, and bulk charge neutrality:

−→
N k = −ukck∇µ̃k ≈ −RTuk∇ck − zkFukck∇φ (4)

∂ck
∂t

= −∇·
−→
N k +Gk (5)

F
∑
k

zkck + ρb = 0. (6)

Here, µ̃k is the electrochemical potential of species k (oxygen vacancy or electron

hole), ck is its concentration, zk is its charge, uk is its mobility, φ is the electrostatic

potential, Gk is a homogeneous generation term, ρb is the background charge density,

R is the universal gas constant, T is the temperature, and F is the Faraday constant.

These equations are discretized according to a conservative finite volume method

and solved iteratively to steady-state using a line-by-line solver [103]. Kinetic rate
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expressions [101, 102], derived to take into account polarization and other relevant

electrochemical factors, serve as the boundary conditions. In this chapter, the above

approach is used as a basis and expanded upon to include the reaction at a TPB as

well as surface transport necessitated by such a reaction.

2.2 Theory

2.2.1 TPB

The reaction at the TPB assumes full reduction of adsorbed, partially reduced oxygen

and subsequent direct incorporation into the electrolyte:

O′ads + V ··O,e → Ox
O,e + h·m + s. (7)

The kinetic rate model is similar to those already derived for the adsorption, etc.,

using transition state theory [101, 102]. The electrochemical potential of the initial

(I) and final (II) states may be written as the sum of chemical potential (µ) and

electrical potential (φ) terms

µ̃0
I,tpb = µ0

O′,s − Fφs + µ0
v,e + 2Fφe (8)

µ̃0
II,tpb = µ0

h,m + Fφm (9)

where the subscript s represents the surface. Using the transfer coefficient, α, the

electrical component (elect.) of the electrochemical potential at transition state A

may be expressed as:

µ̃0
A,elect. − µ̃0

I,elect. = α(µ̃0
II,elect. − µ̃0

I,elect.). (10)

Substituting the electrical potential components from Equations 8 and 9 into 10 and

adding the chemical potential component at state A,

µ̃0
A = µ0

A + F (2φe − φs) + αF (φm + φs − 2φe). (11)
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After some algebra, the difference in electrochemical potential between states I and

A is

µ0
A−µ0

I = µ0
A−µ0

O′,s−µ0
v,e−αF (2φe−φm−φs) = (µ0

A−µ0
O′,s−µ0

v,e)−αF (χem+χes) (12)

where χem = φe − φm and χes = φe − φs. Also, between states II and A,

µ0
A−µ0

II = µ0
A−µ0

h,m−F (α−1)(2φe−φm−φs) = (µ0
A−µ0

h,m)−F (α−1)(χem+χes). (13)

The reaction rate constant, k, can now be calculated using

k = κ
kBT

hP
exp

(
−∆G0

A

RT

)
(14)

where κ is the transmission coefficient, kB and hP are the well-known Boltzmann and

Planck constants, and ∆G0
A is the standard activation energy for state A. The rate

constants of the forward and backward reactions are now given:

−→
k = −→κ kBT

hP
exp

(
−µ

0
A − µ0

I

RT

)
= −→κ kBT

hP
exp

(
−
(
(µ0

A − µ0
O′,s − µ0

v,e)− αF (χem + χes)
)

RT

)

=
−→
k′ exp

(
αF (χem + χes)

RT

)
, (15)

←−
k =←−κ kBT

hP
exp

(
−µ

0
A − µ0

II

RT

)
=←−κ kBT

hP
exp

(
−
(
(µ0

A − µ0
h,m)− F (α− 1)(χem + χes)

)
RT

)

=
←−
k′ exp

(
−(1− α)F (χem + χes)

RT

)
. (16)

The empirical rate constants
−→
k′ and

←−
k′ incorporate constant terms in order to simplify.

Under the assumption that the reaction is first order and the activity coefficients are

constant, the respective reaction rates can be described as follows:

−→r =
−→
k ·aO′,s·av,e =

−→
k′′ exp

(
αF (χem + χes)

RT

)
(Γθ)cv,e (17)
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←−r =
←−
k ·as·ah,m =

←−
k′′ exp

(
−(1− α)F (χem + χes)

RT

)
Γ(1− θ)ch,m (18)

where the fraction of available surface sites is θ, the density of available surface sites

is Γ, cO′,s = Γθ, and the empirical rate constants
−→
k′′ and

−→
k′′ are related to those

developed in Equations 15 and 16 but incorporate more constant terms, including

activity coefficients and concentration-normalizing constants. Setting the forward

rate equal to the backward rate leads to the determination of the equilibrium rate

constant, k0
tpb,

k0
tpb =

−→
k′′Γθ0c

0
v,e exp

(
αF (χ0

em + χ0
es)

RT

)
=
←−
k′′Γ(1− θ0)c0

h,m exp

(
−F (1− α)(χ0

em + χ0
es)

RT

)
(19)

where the index 0 signifies the equilibrium value. Now, solving for
−→
k′′ and

←−
k′′ and

substituting, the complete rate equation is obtained

rtpb = k0
tpb

[
cv,e
c0
v,e

θ

θ0

exp

(
αF (∆χem + ∆χes)

RT

)
− ch,m
c0
h,m

1− θ
1− θ0

exp

(
−F (1− α)(∆χem + ∆χes)

RT

)]
(20)

where ∆χem = χem−χ0
em and ∆χes = χes−χ0

es. The value of χem is easily determined

by φe − φm, but determining χes is more complicated. Fortunately, the change in

potential χms = φm−φs is calculated routinely in other parts of the model (adsorption,

incorporation) by using a parallel plate capacitor approximation

χms = φm − φs≈
dQ

Aε0
=
d(FΓθ)

ε0
(21)

where d is the distance of charge separation, Q is the total charge, and A is the area

of the plates. Now, χms can be used to indirectly calculate χes with known values:

χes = φe − φs = φe + (−φm + φm)− φs = (φe − φm) + (φm − φs)

= χem + χms = χem +
dmsFΓθ

ε0
. (22)
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The equilibrium case follows

χ0
es = (φ0

e − φ0
m) + (φ0

m − φ0
s) = χ0

em +
dmsFΓθ0

ε0
(23)

and now ∆χes may be obtained:

∆χes = χes−χ0
es =

(
χem +

dmsFΓθ

ε0

)
−
(
χ0
em +

dmsFΓθ0

ε0

)
= ∆χem+

dmsFΓ(θ − θ0)

ε0
.

(24)

Assuming χ0
em = 0 between the MIEC and electrolyte bulks at equilibrium, then

∆χem = χem and so Equation 24 may be simplified accordingly. Now, ∆χ0
es may be

obtained:

∆χ0
es = χes − χ0

es = χem +
dmsFΓ(θ − θ0)

ε0
= (φe − φm) +

dmsFΓ(θ − θ0)

ε0
. (25)

Finally, the TPB reaction rate can be provided with χem and χes and taking α = 1
2
,

rtpb = k0
tpb

cv,e
c0
v,e

θ

θ0

exp

F
(

2(φe − φm) + dmsFΓ(θ−θ0)
ε0

)
2RT


−ch,m
c0
h,m

1− θ
1− θ0

exp

−F
(

2(φe − φm) + dmsFΓ(θ−θ0)
ε0

)
2RT

 . (26)

2.2.2 Surface transport

Surface transport is enabled by the consumption of adsorbed oxygen either at the

TPB or by non-uniform incorporation into the MIEC, both of which create an elec-

trochemical potential gradient on the surface. A schematic of the discretized domain

is given in Figure 3. The surface cells are indicated just off the surface of the hori-

zontal and vertical faces of the MIEC. The horizontal cells have dimension ∆x and

the vertical cells have dimension ∆y and so the surface cells have dimension either

∆gx = ∆x or ∆gy = ∆y, where g simply indicates the surface domain as a way to

symbolically set it apart from the bulk.
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Figure 3: Schematics of a) 2D finite volume discretization of the surface, MIEC,
and electrolyte in the region near the TPB, b) 1D discretized surface at the corner
(straightened) where cell q is the rightmost horizontal surface cell and cell q+1 is the
uppermost vertical surface cell, c) cells adjacent to the TPB with flow of reactants.
Number of cells in a) and dimension of cells in a) - c) not to scale.

Equations 4 and 5 are applied in one dimension along the surface with the homoge-

neous generation term, Gk, set equal to the difference between the rate of adsorption

and the rate of incorporation of oxygen. Thus,

∂cO′,s
∂t

= −∇ · (−RTuO′,s∇cO′,s − zO′,sFuO′,scO′,s∇φs) + (rads − rinc) (27)

⇒ ∂θ

∂t
= −∇ · (−RTuO′,s∇θ − zO′,sFuO′,sθ∇φs) +

1

Γ
(rads − rinc) . (28)

This equation is discretized over the 1D surface and solved iteratively to steady state,

analogous to the bulk transport equations [103]. The semi-discrete finite volume
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expression is

∂θ̂

∂t
= −

(
M̂p+1/2 − M̂p−1/2

)
∆g

+
(r̂ads − r̂inc)

Γ
(29)

where M̂ is the flux normalized by Γ, the carat indicates the average value, p is a cell

index distinct from the indices i and j in the bulk, and ∆g indicates either ∆gx or

∆gy depending whether the cell is in the horizontal or vertical portion of the surface,

respectively. Applying the backward Euler time discretization,

θ̂n+1 − θ̂n

∆t
= −

(
M̂n+1

p+1/2 − M̂
n+1
p−1/2

)
∆g

+

(
r̂n+1
ads − r̂

n+1
inc

)
Γ

. (30)

The flux across the boundary from cell p to cell p+ 1 is

M̂n+1
p+1/2 = −RTuO′,s

(
θ̂n+1
p+1 − θ̂n+1

p

)
∆g

− zO′,sFuO′,s

(
θ̂n+1
p+1 + θ̂n+1

p

)
2

(
φ̂n+1
s,p+1 − φ̂n+1

s,p

)
∆g

(31)

with O(∆g2
x) approximation error at the steady state. An analogous formula is used

for M̂n+1
p−1/2.

It is desirable to solve for the entire 1D surface at once, from the boundary at the

insulator on the horizontal portion of the surface to the endpoint of the vertical portion

at the TPB, while preserving second-order accuracy in space. As a consequence, the

horizontal and vertical subdomains must be linked despite the fact that they have

different cell sizes (∆gx and ∆gy, respectively).

There are several existing numerical methods in the electrochemical literature that

treat cells of different sizes [18, 46, 71]. These methods were developed for the case

of exponentially expanding cell size and approach the problem from several angles,

including transformation into an equal-cell-size space [71] and direct approximation

of the flux by computing the finite difference at some average point within each

cell [46]. Unfortunately, the latter approach is only first-order accurate in space [18].

Furthermore, the present problem is restricted to two separate subdomains of very

regularly-spaced cells (determined by the bulk discretization) and so no elegant trans-

formation into a more uniform space is possible. Therefore, an alternate approach
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has been taken for the point where the 1-D domain transitions from horizontal to

vertical, specifically an adjustment of the definition of M̂ to one using recovered

polynomials [60, 164,165].

Let the cell q be the rightmost horizontal surface cell, cell q+ 1 be the uppermost

vertical surface cell, and cells q − 1, q + 2, and q + 3 be those adjacent to q and

q + 1 (see Figure 3b, where the corner is straightened for simplicity). Also, let the

positions gq, gq+1, and gq+2 be located at the geometric center of their respective cell

and assume that the average concentration of the cell, θ̂, corresponds to its geometric

center. Let position g1 be at the boundary between cells q − 1 and q, g2 = G be at

the boundary between cells q and q + 1, g3 be at the boundary between cells q + 1

and q + 2, and g4 be at the boundary between cells q + 2 and q + 3.

Let the function f(x) be defined as the integral of θ from g1 to some point x along

the surface such that

f(x) =

∫ x

g1

θdg (32)

then, because θ̂ represents the average cell value, f(g1) = f1 = 0, f(g2) = f2 = θ̂q∆gx,

f(g3) = f3 = θ̂q∆gx + θ̂q+1∆gy, and f(g4) = f4 = θ̂q∆gx + θ̂q+1∆gy + θ̂q+2∆gy. Now,

using Lagrangian basis functions to define a cubic polynomial, β(g), the function f

can be interpolated to fourth-order accuracy in space (at steady-state) for the region

[g1, g4]:

β(g) = f1
(g − g2) (g − g3) (g − g4)

(g1 − g2) (g1 − g3) (g1 − g4)
+ f2

(g − g1) (g − g3) (g − g4)

(g2 − g1) (g2 − g3) (g2 − g4)

+ f3
(g − g1) (g − g2) (g − g4)

(g3 − g1) (g3 − g2) (g3 − g4)
+ f4

(g − g1) (g − g2) (g − g3)

(g4 − g1) (g4 − g2) (g4 − g3)
. (33)

Due to the definition of f , ∂f(g)
∂g

= θ(g) and ∂2f(g)
∂g2

= ∂θ(g)
∂g

. Hence, ∂2β(g)
∂g2

= ∂θ(g)
∂g

+

O(∆g2
x) (at steady state). This expression is given by

∂2β(g)

∂g2
= f1

(6g − 2g2 − 2g3 − 2g4)

(g1 − g2) (g1 − g3) (g1 − g4)
+ f2

(6g − 2g1 − 2g3 − 2g4)

(g2 − g1) (g2 − g3) (g2 − g4)

+ f3
(6g − 2g1 − 2g2 − 2g4)

(g3 − g1) (g3 − g2) (g3 − g4)
+ f4

(6g − 2g1 − 2g2 − 2g3)

(g4 − g1) (g4 − g2) (g4 − g3)
. (34)
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The potential on the surface can treated similarly, say with a function γ(g), analogous

to β(g), such that ∂2γ(g)
∂g2

= ∂φs(g)
∂g

+ O(∆g2
x). Thus, the spacial derivative of either θ

or φs can be approximated with second-order accuracy.

The value of θ(g) at g ∈ [gq, gq+1] can also be approximated with second-order

accuracy in space using a linear interpolation:

θint(g) = θ̂q
(g − gq+1)

(gq − gq+1)
+ θ̂q+1

(g − gq)
(gq+1 − gq)

. (35)

Now, M̂q+1/2 across the boundary from q to q + 1 is expressed with O(∆g2
x)

approximation error (second-order accuracy) at the steady state by evaluating at the

boundary point, G:

M̂q+1/2 = −RTuO′,s

[
d2β(G)

dg2

]
− zO′,sFuO′,s [θint(G)]

[
d2γ(G)

dg2

]
. (36)

Inserting the relevant expressions and letting Ca, Cb, Cc, Cd, Ce, Ha, and Hb be coeffi-

cients determined after substitution of G for g and some algebraic manipulation,

M̂n+1
q+1/2 = −RTuO′,s

[
(Ca + Cb + Cd) θ̂n+1

q + (Cc + Ce) θ̂n+1
q+1 + Ceθ̂n+1

q+2

]
−zO′,sFuO′,s

[
Haθ̂

n+1
q +Hbθ̂

n+1
q+1

] [
(Ca + Cb + Cd) φ̂n+1

s,q + (Cc + Ce) φ̂n+1
s,q+1 + Ceφ̂n+1

s,q+2

]
.

(37)

This equation is used for the right boundary of cell q and the left boundary of cell

q + 1 in conjunction with the backward Euler time discretization, Equation 30. All

fluxes are linked by Equation 30 and solved iteratively using the line-by-line method

with a tridiagonal matrix, where θ is computed implicitly. The surface potential, φs,

is updated at every step using Equation 21. The tri-diagonal structure of the matrix

can be preserved if the “extra” terms are treated as explicit and their value from

the previous iteration is used (e.g., for cell q, the diffusive θ̂n+1
q+2 term does not fit in

the tri-diagonal band). This treatment of the corner preserves second-order spacial

accuracy over the entire surface.
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Table 1: Parameter values at T=1023K
Parameter Value Units Reference

k0
tpb 1.0× 10−11 - 1.0× 10−12 mol

m·s -
k0
ads 1.0 mol

m2·s -
k0
inc 6.5× 10−7 mol

m2·s [35, 103]
k0
v 9.0× 10−4 mol

m2·s -

uO′,s 1.0× 10−12 mol·m2

J·s -

uv,m 2.6× 10−14 mol·m2

J·s [34, 103]

uv,e 5.8× 10−14 mol·m2

J·s [103,106]

uh,m 1.4× 10−12 mol·m2

J·s [103,106]
θ0 2.0× 10−3 - [152]
Γ 1.0× 10−6 mol

m2 [23, 152]
c0
v,m 1.4× 10−5 mol

m3 [104]
c0
h,m 8.2× 103 mol

m3 [104]
ρb,m −7.9× 108 C

m3 -
ρb,e −9.7× 107 C

m3 -

A zero-flux boundary condition is imposed at the endpoint adjacent to the in-

sulator. At the TPB endpoint, the boundary condition is governed by the flux due

to the TPB reaction, adsorption, and incorporation reactions. Holes created by the

summation of these reactions are injected into the MIEC cell adjacent to the TPB

while vacancies consumed originate from the adjacent electrolyte cell (Figure 3c).

The time step used was 1×10−6 s and the iterations ceased when the change in

the local solution was at most 0.00001%.

2.2.3 Parameters

The results reported in this chapter are for the specific composition La0.80Sr0.20MnO3±δ

(LSM20), though the model may be applied to other materials with the appropriate

choice of parameters. The values chosen for this case are listed in Table 1. Two

new parameters, k0
tpb and uO′,s, are required in addition to those from the thin film

model, of which several take on increased importance: k0
ads, θ0, and Γ. The choice of

parameters assumes a temperature of 1023 K.
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A recently-developed refined bulk defect model [104] for LSM was used to deter-

mine the equilibrium bulk concentration of holes and vacancies, c0
v,m and c0

h,m, respec-

tively, in the MIEC. From these values, ρb,m was calculated using the electroneutrality

equation, Equation 6.

A quantum chemical modeling study found that Mn sites on the surface may

be preferential locations for oxygen adsorption onto LaMnO3 [23]. Thus, the value

chosen for Γ is in rough agreement with the number of Mn sites expected on an

exposed LaMnO3-type perovskite. This number is close to a standard assumption in

this type of analysis for perovskite surfaces [152], as is the value chosen for θ0.

Reliable approximations for several of the parameters, specifically k0
ads, k

0
ktpb and

uO′,s, were not found after a search of the literature. The parameter k0
ads had been pre-

viously set sufficiently high so as to not limit the response of the thin film [103]. This

value was used in this chapter because it yielded the expected qualitative response,

though k0
ads does affect the TPB reaction and surface transport. For k0

tpb, the value

was set sufficiently low to avoid completely dominating the response of the electrode

but high enough so that the TPB reaction could be detected under the right circum-

stances. The value chosen for uO′,s was higher than some estimates used in other

works [84,152], but was set so that the qualitative features of thin film and patterned

electrode response from the literature were replicated. To the authors’ knowledge, no

accepted value for oxygen surface mobility on a LaMnO3-type perovskite has been

reported in the literature. A seemingly acceptable range of values for each of these

parameters was determined and is presented in the next section. Accurate determi-

nation of these parameters is beyond the scope of this chapter but will be the subject

of future work.
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2.3 Results and discussion

2.3.1 Parameters

The reaction rates from the 2D simulation may be summed over the model domain

and adjusted by the Faraday constant to obtain current, which can be expressed

with the units A
m

, where the m−1 refers to the current per unit length of patterned

electrode. The current resulting from the TPB and bulk processes as well as the sum

of the two is given in Figure 4a-c for varying surface parameters.

The choice of k0
tpb is shown to have a dramatic impact upon the overall electrochem-

ical performance in Figure 4a. If k0
tpb is very low, the TPB current is insignificant and

the bulk processes dominate the electrochemical response. If it is very high, the TPB

current overshadows the bulk current. For this contribution, k0
tpb values have been

chosen in the moderate region of 10−11 to 10−12 mol
m·s so that under some conditions, the

TPB might determine performance but under others, the bulk might determine per-

formance, as observed in porous [54, 117, 129, 140] versus patterned [16, 64] electrode

experiments, respectively.

When uO′,s is varied (Figure 4b), low values lead to elimination of surface transport

and the TPB reaction is supplied only by adsorption. High values lead to the TPB

reaction being supplied by both adsorption and surface transport, eventually causing

surface transport to reach a limit. The value of uO′,s has been chosen in the middle

region for this contribution.

The adsorption reaction is responsible for supplying O′ads to the surface and there-

fore it supplies both the TPB and the bulk incorporation reactions. At low values

(Figure 4c), it limits both. As it increases, there is a region where it limits only the

TPB reaction. After increasing further, it is non-limiting to either one. The value

assigned to k0
ads in this chapter was on the high end of the TPB-limiting region.

The effect of k0
ads upon the surface concentration is given in Figure 4d. As k0

ads

decreases, the TPB reaction is directly supplied with less oxygen and the importance
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Figure 4: Dependence of electrochemical response upon surface parameters: effect of
varying a) k0

tpb, b) uO′,s, and c) k0
ads. TPB current (solid), bulk current (long dashes),

total current (short dashes). d) Dependence of surface concentration (fraction of
occupied surface sites, θ) upon value of k0

ads. k
0
ads = 1 (solid), 0.1 (long dashes), 0.01

mol
m2·s (short dashes). Extrinsic factors: active width = 48 µm (see Figure 2), thickness
= 100 nm, applied voltage = -0.100 V. Except for a), k0

tpb = 10−11 mol
m·s .

of surface transport is increased. As a result, θ at the TPB endpoint decreases and

the depletion distance on the surface increases in length.
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It should be noted that changing the parameters causes effects that overlap. For

instance, decreasing k0
ads may increase the depletion distance but decreasing uO′,s

causes the opposite effect. The range selected for the parameters allows qualitative

agreement with experimental results, which is discussed in the next sections.

2.3.2 Electrode geometry and applied voltage

The currents resulting from varying electrode width, thickness, and applied poten-

tial are given in Figures 5 - 7, respectively. Each plot is shown with two different

(moderate) values of k0
tpb.

Figure 5: Current per unit electrode length versus active film width for film thickness
of 100 nm and applied voltage of -0.100 V: a) k0

tpb = 10−11, b) k0
tpb = 10−12 mol

m·s . TPB
current (solid), bulk current (long dashes), total current (short dashes).

From Figure 5, the TPB current is relatively constant while the bulk contribution

varies almost linearly with active width. A correlation between width and active

area may be made due to the specific geometry of the patterned electrode (Figure 2)
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Figure 6: Current per unit electrode length versus film thickness for active width of
48 µm and applied voltage of -0.100 V: a) k0

tpb = 10−11, b) k0
tpb = 10−12 mol

m·s . TPB
current (solid), bulk current (long dashes), total current (short dashes).

and thus the bulk contribution scales directly with active area while the TPB con-

tribution is relatively constant. The total current approaches the TPB current as

width approaches zero. This correlation is in qualitative agreement with Brichzin, et

al. [16] and Ioroi, et al. [64], who determined that electrode resistance (Rel) correlated

directly with area.

The TPB current can range from a dominant to minuscule portion of the total

current based upon the value assigned to k0
tpb as well as the geometry. In Figure 5a,

k0
tpb = 10−11 mol

m·s which makes the TPB current greater than the bulk current for

almost all widths shown. However, in Figure 5b, k0
tpb = 10−12 mol

m·s and so the TPB

current is greater only at very small widths. As the electrode width (area) decreases,

the TPB contributes a greater fraction of the total current.

26



Figure 7: Current per unit electrode length versus applied voltage for active width
of 48 µm and film thickness of 100 nm: a) k0

tpb = 10−11, b) k0
tpb = 10−12 mol

m·s . TPB
current (solid), bulk current (long dashes), total current (short dashes).

Brichzin, et al. [16] and Ioroi, et al. [64] both concluded that, for patterned elec-

trodes, the TPB contribution was insignificant compared to the bulk contribution and

used the direct correlation of Rel versus electrode area as proof. However, Brichzin,

et al. did not consider the intercept of Rel at zero area. If the line is extrapolated

to zero area, some measure of TPB resistance may be obtained. Also, Ioroi, et al.’s

experimental design was heavily weighted towards area-dependent processes (area to

TPB length ratio on the order of ∼ 1000 µm2

µm
compared to 0.5-128 µm2

µm
in this chap-

ter). Had any defects (such as nanoporosity, cracks, etc.) been present in that film, it

is not unreasonable for the TPB contribution from the well-defined line to have been

drowned out by the combination of TPB contribution arising from these defects and

a large bulk contribution. Others have concluded that the TPB reaction can in fact

be detected with carefully controlled experimental geometries [84,133,144].
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Next, the effect of film thickness is shown in Figure 6. The total contribution of the

TPB is again highly dependent upon the magnitude of k0
tpb, but is relatively constant

with thickness. In contrast, the bulk current is governed by electrode resistance that

is directly proportional to the thickness, leading to the linear trend in the log-log

plot. This result is in agreement with experimental results [42,64]. Given the proper

value of k0
tpb, the total current can be dominated by the TPB at high thickness but

dominated by the bulk at low thickness.

The dependence of current upon applied voltage is given in Figure 7. At moderate

polarizations, the TPB contribution can dominate given a high k0
tpb (Figure 7a) while

for smaller k0
tpb, it makes up a large portion of the overall current as well (Figure 7b).

As cathodic polarization increases, the bulk current rises at a greater rate than the

TPB current. At the most extreme cathodic polarizations, the bulk current is dom-

inant, reflecting the trend toward activation of the bulk due to significant change in

stoichiometry of the MIEC [90, 144]. The shape of the curve is a qualitative match

to experimental thin film [42,43,63,65,114,157] and patterned electrode [64] data.

Based upon these results, it is proposed that the TPB contribution to the overall

current can be determined and its kinetics examined by designing patterned elec-

trodes that favor the TPB process. The electrode design may be of the form shown

in Figure 2, with essential features that include large thickness, a range of active area,

and low polarization. These features are in agreement with predictions made by other

authors [16, 84]. The contribution of the TPB may then be isolated by interpolat-

ing the zero-area intercept using patterned electrodes of different active area. Such

experiments will be the subject of future work.

2.3.3 Sheet resistance

It has been experimentally documented [16, 82] that sheet resistance is noticeable

in LSM thin film and patterned electrodes given certain combinations of electrode
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geometry and applied voltage. The external factors that produced Figures 5 - 7 were

specified in order to show an ideal response under the given set of material parameters,

but the model can also predict behavior impacted substantially by sheet resistance

(Figures 8 and 9).

Figure 8: Total current per unit electrode length versus film thickness for different
values of uv,m. As uv,m increases, the effect of sheet resistance is increased, which is
reflected in the decrease in current with decreasing thickness for very low thicknesses.
Active width ∼400 µm, k0

tpb = 10−12, applied voltage = -0.100 V, uv,m = 10−14 mol·m2

J·s
(solid), 10−13 (long dashes), 10−12 (short dashes), 10−11 (uneven dashes).

In Figure 8, for active width ∼400 µm and applied voltage of -0.100 V, the aspect

ratio becomes more extreme as thickness decreases. As a consequence, the total

current deviates from ideality due to the deactivation of surfaces far away from the

current collector. This deviation is very noticeable under the given parameterization

when the mobility of vacancies, uv,m, is increased: at sufficiently extreme aspect

ratios and uv,m, the current reaches a maximum and then decreases as film thickness

decreases. Therefore, the maximum current does not correspond to the thinnest film.

This general type of behavior was observed experimentally by Koep, et al [82] Though

the patterned electrode geometry, applied voltage, and parameterization used here do

not yield an exact match to Koep, et al.’s observations, they do yield behavior that

is qualitatively similar. It is possible that an exact match might be obtained given

the correct parameterization.
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Figure 9: Plots showing the deactivation of the TPB reaction at extreme aspect
ratios with k0

tpb = 10−12 mol
m·s and applied voltage of -0.300 V. a) Potential of the MIEC

is shown for films with active width ∼400 µm and different thickness as a function
of horizontal distance from left to right across the 2D model domain. Potential is
constant in the dead area under the current collector but rises parabolically with
distance away from the current collector. The potential of the MIEC at the TPB is
located at 800 µm. Film thickness: 20 nm (solid), 130 nm (long dashes), 700 nm
(short dashes). b) The TPB current per unit electrode length, itpb, and the potential
difference between the electrolyte and the surface, χes, are plotted together. The
lower set of curves corresponds to itpb (referred to left axis) while the upper set of
curves corresponds to χes (referred to right axis). Active width ∼200 µm (solid),
∼400 µm (long dashes).

Figure 9 shows how the TPB current is specifically affected by sheet resistance. At

moderate aspect ratios, the reaction rate is relatively constant but as the aspect ratio

become more distorted by decreasing film thickness, the TPB reaction is deactivated

and the current is decreased. This deactivation is the direct result of the potential

of the MIEC deviating increasingly from the applied voltage, which decreases the

potential difference between the electrolyte and both the MIEC and the surface (χem
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and χes, respectively), resulting in a decreased reaction rate. In Figure 9a, the po-

tential versus horizontal distance (from left to right across the electrode, where the

TPB potential is at 800 µm) is shown for different film thickness. The deviation is

approximately parabolic with distance from the current collector and as the aspect

ratio becomes more extreme, the deviation increases. The TPB current, itpb, and χes

are plotted in Figure 9b on separate axes.

It is an important observation that the TPB current trends oppositely with respect

to film thickness than the bulk current. As thickness decreases, the bulk current

usually increases faster than sheet resistance can limit it, so the net result is that

current increases, though not always ideally. However, because the TPB reaction is

not limited by bulk transport, the decreasing thickness does not ameliorate transport

to or from the reaction site. Thus, the TPB reaction depends only upon the potential

difference between the MIEC and the electrolyte at the TPB, which deviates from

ideal as film thickness decreases.

2.4 Conclusion

A 2D numerical model of an MIEC thin film electrode has been extended to include

a TPB and the accompanying surface transport. This addition enables the modeling

of the electrochemical and transport response of a true patterned, multidimensional

MIEC electrode. While the exact values for the parameters are yet to be determined,

the model replicates qualitatively the results from experimental studies of patterned

LSM including the effect of electrode geometry (width, thickness), testing conditions

(applied voltage), and sheet resistance. The rate of the TPB reaction was shown

to be relatively constant versus film width and thickness when the effect of sheet

resistance is insignificant, though it was predicted to decrease with the effect of sheet

resistance caused by extreme film aspect ratios. A possible method of experimentally

measuring some key kinetic features was proposed, including separating the TPB
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and bulk reaction rates. To determine TPB reaction kinetics, for example, a specific

patterned electrode geometry is suggested, including large film thickness, small area,

and low polarization.

The development of these new model features leads to the potential for quanti-

tative estimates of phenomenological parameters of electrode materials by rigorous

comparison to experiment and for prediction of cell performance. Furthermore, this

approach can also be used to directly link the predictions from first principles-based

calculations with materials performance as measured in test cells of well-controlled

geometries, filling a vital role in multi-scale modeling and simulation of SOFC cath-

odes. If adapted for an unstructured mesh, it has the potential to predict the effect

of arbitrary material geometry on chemical, catalytic, and electrochemical properties

of SOFC cathodes. Future work will concentrate on these areas.
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CHAPTER III

INVESTIGATION OF SHEET RESISTANCE IN

THIN-FILM MIXED-CONDUCTING CATHODE TEST

CELLS

3.1 Introduction

The oxygen reduction kinetics associated with porous solid oxide fuel cell (SOFC)

cathodes are difficult to fully characterize. This difficulty is largely due to the fact

that the constituent materials are, to one degree or another, mixed ionic-electronic

conductors (MIECs). Simplified thin-film test cell geometries have been used recently

to isolate and investigate various kinetic/catalytic properties of the materials [9, 10,

16, 17, 41–43, 47, 63–65, 72, 73, 81, 82, 84, 100, 105, 114, 123, 132, 133, 136, 157, 172–174].

The purpose of this chapter is to provide guidance on the design of such test cells with

respect to the phenomenon of sheet resistance and the placement of current collectors

(CCs) in the cells.

Test cells consist of thin films of SOFC cathode materials deposited onto single-

crystal or finely polished polycrystalline electrolyte substrates via physical vapor de-

position into continuous, unbroken layers or into patterns defined by photolithogra-

phy. Metallic CCs on the surface of the working electrode provide electrical connection

for electrochemical impedance spectroscopy (EIS) measurements. A low-impedance

porous layer on the opposite side of the electrolyte substrate often serves as a counter

electrode.

†M.E. Lynch and M. Liu, “Investigation of Sheet Resistance in Thin-Film Mixed-Conducting
SOFC Cathodes,” Journal of Power Sources, 195, 5155-5166 (2010).
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One problem with this setup is sheet resistance in the thin-film working elec-

trode. The local electrical potential within the MIEC can vary from its value at the

CC, resulting in nonuniform electrochemical kinetics across the surface of a test cell.

Since typical test cells measure macroscopic electrochemical response, the nonuni-

form response is buried within the cell measurement, convoluting geometric effects

with intrinsic material properties and leaving some uncertainty about the true cat-

alytic properties. The effect of sheet resistance is more severe when thinner films and

larger CC spacings are used.

The previous chapter illustrated the impact of sheet resistance on patterned thin-

film test cells in the context of investigating TPB kinetics. Sheet resistance has been

observed in experimental SOFC work [16, 82, 172] and in other models tailored to

La1−xSrxMnO3±δ (LSM) test cells [103]. The region in a solid electrolyte around an

electrode has been investigated numerically [2, 50, 134, 170] and there have been a

few studies that address sheet resistance within metallic thin-film working electrodes

[40, 74, 162]. However, mixed conduction, a solid electrolyte, and SOFC cell kinetics

greatly complicate the issue.

The test cell comprised of a thin-film mixed conductor on a solid electrolyte has

a singular set of challenges associated with it that set it apart from related electro-

chemical systems, such as fuel cell stacks and batteries, and the current collection

analysis associated with them. The extreme aspect ratios of the thin film and the low

conductivity compared to metals make the working electrode particularly susceptible

to deactivation by sheet resistance. Changing the film thickness may alter not only

the conductance, but the rate of electrochemical reaction as well, adding another

layer of complication. These test cells are also required to function at a variety of

temperatures, oxygen partial pressures, and polarizations which may change the gov-

erning properties–such as magnitude and type of conductivity–nonlinearly by orders

of magnitude without any change to the manner of current collection. Therefore,
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some general guidance is still needed to elucidate how potential is distributed within

mixed-conducting films of widely varying properties, how it affects cell kinetics, and

how test cells may be designed to avoid interference from it. To the knowledge of

the authors, these challenges have not been investigated in a systematic and general

manner and thus the focus of this chapter is of significant practical importance.

The intention of this chapter is to clarify the key issues and to provide a general

and empirical theoretical modeling study of sheet resistance in thin-film test cells for

test cell design. The approach is intended to be empirical rather than delving into the

specifics of defect chemistry, reaction mechanisms, and other elemental characteristics

in order to keep the analysis as generally applicable to a variety of candidate SOFC

cathode materials as possible. To accomplish this task, the effect of various CC

configurations on performance is elucidated and estimations of the geometry required

to avoid a critical amount of sheet resistance under various cell configurations is given

by mapping in parameter space.

3.2 Theory

3.2.1 Geometry

There are several ways to provide current collection to a test cell. Among them are

removable methods, such as point contact by a microprobe [9, 10, 16, 17, 84] and the

application of a platinum or gold mesh [41, 43, 63, 73, 114, 133, 157, 173, 174], which

rely upon mechanical force to make a good contact. There are also non-removable

methods, such as the deposition of a porous layer by printing, painting, or sputtering

[132,136] and also the deposition of patterned CCs via photolithography and physical

vapor deposition [81,82].

Point contact by a microprobe is very useful for conducting local microimpedance

measurements, but the sheet resistance may be severe due to the current constriction

around the probe [51] and therefore it is best used to investigate small MIEC islands.

35



Deposition of a porous layer provides good current collection, but can interfere with

gas diffusion and the introduction of large MIEC-CC triple phase boundary (TPB)

length can add extraneous electrochemical processes to the cell.

Mesh and patterned CCs allow for freer MIEC surface area and fewer MIEC-CC

TPBs, but may or may not inhibit sheet resistance depending on their spacing, the

film thickness, and the MIEC’s intrinsic properties. The free surface area, i.e. that

not covered by CC, may be used for other forms of in-situ characterization, such as

Raman spectroscopy and x-ray analysis. This chapter addresses mesh and patterned

configurations with the goal of maximizing free surface area for in-situ techniques

while minimizing the effect of sheet resistance upon global EIS response.

Figure 10 provides top-view optical micrographs of a mesh CC (a) and patterned

CC lines (b, with side-view schematic c). Note that due to its woven nature, the mesh

is likely to contact an MIEC only at certain, regularly spaced discrete areas where one

wire crosses another as opposed to a continuously contacting grid. In contrast, the

patterned CC lines in Figure 10b provide intimate contact with the MIEC over their

entire length. For the purpose of modeling, the discrete contacts are approximated

here as circles. In Figure 10a, the spacing between discrete contacts is approximately

270 µm.

A portion of a representative test cell is shown schematically in Figure 11. The

MIEC thin film is deposited with thickness tm onto a dense electrolyte (with thickness

te) and the CC is deposited onto the top of the MIEC film. A porous catalyst layer

on the bottom of the electrolyte serves as the counter electrode and is exposed to the

same gaseous atmosphere as the working electrode. Three distinct CC configurations

will be addressed. The “grid” configuration is depicted in Figure 11a. The CCs are

arrayed in two sets of mutually perpendicular lines, providing a network of continuous

contacts. The distance between parallel lines is given by s, the CC spacing. The

second configuration, “parallel,” can be depicted if one set of intersecting CCs is

36



Figure 10: a) Optical micrograph of a typical woven CC mesh. b) Optical micrograph
(top view) and c) schematic diagram (cross-sectional view) of a continuous LSM film
test cell with patterned, parallel platinum CCs deposited on top. The LSM appears
dark while the CCs appear silver. The clear covering on top of the CCs in b) is a
thin layer of undoped zirconia intended to block the platinum-LSM TPB and is not
considered in the model.

removed from Figure 11a, leaving only CC lines aligned in one direction. These two

configurations can be achieved either by deposition via photolithography or from a

removable, nonwoven CC mesh appropriately designed for continuous contacts and

carefully applied to the surface. The third configuration, “discrete,” is achieved if all

of the CC lines from Figure 11a are removed and replaced by small, circular contacts

where the points of intersection had previously been. This case is an approximation

of the contact pattern expected from a woven CC mesh (see Figure 10a), where the

mesh only makes contact in certain places. The current collection provided by a

mesh, in reality, is probably actually somewhat intermediate between the “discrete”

and “grid” configurations depending on the pressure applied, wire diameter, etc.

The actual simulation domain (Figure 11b) is a simplification from the overall ge-

ometry and is formed from the symmetry of the CCs, depicted by the dashed outline

in Figure 11a. For the grid configuration, the CC contact is along Edges 1 and 2.

For the parallel configuration, it is along Edge 1. The discrete configuration’s CC

contact is within and on the boundary of the quarter-circle region only. The quan-

tities ∆µ̃∗e(CC) and ∆µ̃∗e(far) represent the change to scaled electron electrochemical
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Figure 11: a) Schematic illustration of thin-film test cell geometry, with the thin-film
MIEC deposited onto a dense electrolyte and CCs deposited in the “grid” configu-
ration. The “parallel” CC configuration is achieved if one set of intersecting CCs is
removed, leaving only parallel CCs. The “discrete” CC configuration is achieved if all
of the CC lines are removed and replaced by small, circular contacts where the points
of intersection had previously been. The distance between CCs is s. b) Domains for
FEM simulation, reduced from a) by symmetry along the dashed line.

potential at the CC and far from the CC, respectively, and will be elaborated upon

later.
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3.2.2 Nature of MIECs

Candidate mixed-conducting SOFC cathode materials are generally in the perovskite

family and show conductivity toward oxygen and electronic species. Oxygen conduc-

tivity is common to all of these materials, the transference number being different in

each material, and takes the form of oxygen vacancies moving through the oxygen

sublattice causing a net flow of O2− in the direction opposite to the net vacancy flux.

Electronic conductivity is generally much larger than the ionic conductivity, but

its origin is not the same in all of the materials. The electronic conductivity of

La1−xSrxCoO3−δ (LSC), for example, is metallic in behavior and caused by itinerant

electrons in a partially filled broad band [87]. Semiconductor-like behavior prevails

in some compositions of LSM [118] and La1−xSrxFeO3±δ (LSF) [115, 119], caused by

the hopping of small polarons on the B-site. They are primarily p-type, with the

positively charged defects (B·B in Kröger-Vink notation) as the majority carrier but

with negatively charged defects (B′B) contributing as well.

The different origins of electronic conduction cause small but important differences

in the mechanism of the oxygen reduction reaction (ORR). For instance, the overall

ORR at the LSC surface may be written as

1

2
O2 + V··O + 2e− = Ox

O (38)

where V··O is an oxygen vacancy and Ox
O is an occupied oxygen site (in Kröger-Vink

notation), and e− is an electron. The overall ORR at the surface of a hopping-type

conductor may be written as

1

2
O2 + V··O + qBx

B + (2− q)B′B = Ox
O + qB·B + (2− q)Bx

B (39)

where q = 0, 1, or 2 depending on which electronic defects are involved. Generally,

each different value of q causes distinct kinetics under a given set of experimental

conditions and should be treated independently in an elemental model [125]. However,
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a treatment that is sufficiently general to seamlessly model the potential distribution

within and the kinetics on the surface of these films, despite their differences in

conduction and oxygen reduction, is desired and may be achieved through empirical

means.

3.2.3 Potential distribution

In order to avoid specifics of defect chemistry and convolution of chemical and elec-

trical effects (which in general will be different for every composition of MIEC),

the change to the electrode potential is best related to the electrochemical potential

of electrons in the working electrode, µ̃e, without further delineation. The change

to µ̃e from its equilibrium value is given by ∆µ̃e. The cell voltage is given by

Vcell = |∆µ̃e(CC)/ (zeF)|, where ∆µ̃e(CC) is ∆µ̃e at the CC upon application of

the voltage, ze = −1 is the formal charge of an electron, F is Faraday’s constant,

and ∆µ̃e > 0 under cathodic polarization. A scaled electrochemical potential of a

charged species j is given by µ̃∗j = µ̃j/ (zjF), where zj is the formal charge [66]. Then

Vcell = |∆µ̃∗e(CC)|.

3.2.3.1 Metallic conduction in MIEC

In a metallic-conducting MIEC, the mobile charge carriers are electrons and oxygen

vacancies. Thus, the total electrical current within the film, îm, is given by

îm = îe + îv (40)

The currents arising from electrons and vacancies are expressed as îe = −σe∇µ̃∗e and

îv = −σv∇µ̃∗v, respectively, where σe and σv are the electron and vacancy conductiv-

ities. Since equilibrium electrochemical potentials are spatially uniform, the currents

can be expressed in terms of departures from equilibrium values: îe = −σe∇ (∆µ̃∗e)

and îv = −σv∇ (∆µ̃∗v). Considering that σe >> σv [116,146] and that ‖∇ (∆µ̃∗e) ‖ >>

‖∇ (∆µ̃∗v) ‖ (which can be shown taking the gradient of the electrochemical potentials
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of electrons and vacancies when expressed in the appropriate formalism [87]), then

‖̂ie‖ >> ‖̂iv‖ and thus

îm ≈ îe = −σm∇ (∆µ̃∗e) (41)

where σm ≈ σe is the electrical conductivity of the MIEC material, available from a

standard four-probe measurement.

Let îplane be given by îplane =
∫ tm

0
îmdz where z is in the thickness direction of

the film. Since the film is thin, ∇µ̃∗e can be assumed to be entirely contained in the

x-y plane and zero in the z-direction, making îm constant in the z-direction as well.

Therefore

îplane = îmtm = −σmtm∇ (∆µ̃∗e) (42)

and the conduction equation is transformed from 3D to 2D (in the x-y plane).

The conservation of charge requires that

∂ρplane

∂t
= −∇ · îplane + G (43)

where ρplane is the 2D free charge density in the MIEC film (C cm−2), t is time (s),

îplane is the current density in the film (A cm−1), and G is the charge generation rate

(C cm−2 s−1).

Since the film is thin and vacancy transport in the x-y plane is relatively small, all

vacancies entering the MIEC from the electrolyte are approximately transported in

the z-direction only and eventually consumed by the ORR at the MIEC-air surface. At

steady state, the rate of vacancy injection is equal to the rate of vacancy consumption

and thus vacancies contribute nothing to G. In contrast, electrons are constantly

consumed at the MIEC-air surface by the ORR and there is a net consumption of

negative charge, or effective positive charge generation, that contributes to G on the

local level. This contribution to G is effectively a current, proportional to the product

of n, the number of electrons in Equation 38 (n = 2) and the rate of the reaction,
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rORR. Denote this quantity iORR where

iORR = nFrORR (44)

and has units of C cm−2 s−1 or, equivalently, A cm−2. Finally, at steady state,

∂ρplane/∂t = 0. This leaves

0 = ∇ · (σmtm∇ (∆µ̃∗e)) + iORR (45)

as the equation that must be solved in the 2D representation of the MIEC film for

the variable ∆µ̃∗e(x). Figure 12 shows a schematic diagram of the flow of charge,

including electrons, e′, and oxygen vacancies, V··O, within the film to an active site on

the surface.

Figure 12: Schematic diagram of the flow of charge in the oxygen reduction reaction.
Oxygen vacancies travel in the through-thickness direction, from the electrolyte to
the surface. Electrons travel in the in-plane direction from the CC and are consumed
at the reaction site.

On the boundary, the potential is fixed at the contact with the CC. In the grid

configuration, the potential is fixed along both Edge 1 and 2 (Figure 11b), with

∆µ̃∗e(CC) = −Vcell. In the parallel configuration, the potential is fixed only at Edge

1. In the discrete configuration, the potential is fixed within and along the boundary

of the quarter-circle region only. The free edges in each configuration are symmetric

(Neumann) boundaries. The value of ∆µ̃∗e at the point in the film farthest from the

CC is a dependent variable and is given special notation ∆µ̃∗e(far).

3.2.3.2 Semiconduction in MIEC

MIEC materials with semiconductor-like behavior present a slightly more complicated

situation than those with metallic conduction. In these materials, electrons, electron
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holes, and oxygen vacancies comprise the set of mobile charge carriers. Thus, the

total current is given by

îm = îe + îh + îv (46)

where îe is the current from electrons (i.e. negatively charged small polarons, B′B),

and îh is the current from electron holes (i.e. positively charged small polarons, B·B).

The following analysis is valid for semiconduction arising via broad bands as well.

Similarly to the case of metallic conduction, ‖̂iv‖ << ‖̂im‖ (shown by considering

the relative magnitude of σv versus σm [6] as well as the configurational contribution

to diffusion). Thus,

îm ≈ îe + îh = −σe∇ (∆µ̃∗e)− σh∇ (∆µ̃∗h) (47)

where σh is the electron hole conductivity. The electron and hole electrochemical

potentials are connected to one another through local equilibrium. The reaction can

be written as

2Bx
B � B·B + B′B (48)

Local equilibrium requires

∆µ̃h ≈ −∆µ̃e (49)

Scaling the electrochemical potentials, ∆µ̃∗h ≈ ∆µ̃∗e. Finally, ∇ (∆µ̃∗h) ≈ ∇ (∆µ̃∗e).

Thus, the total current may be expressed as

îm ≈ − (σh + σe)∇ (∆µ̃∗e) ≈ −σm∇ (∆µ̃∗e) (50)

with Equation 42 applicable, making îplane equivalent to the metallic conduction case.

On the surface, assume that both electrons and holes may participate in the ORR

to different degrees, with either electrons being consumed or holes being injected.

Both processes have the effect of a local increase in positive charge and therefore iORR

in this case is given by

iORR = i
(h)
ORR + i

(e)
ORR (51)
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Equation 43 is used again with G = iORR defined by Equation 51. The final result

is exactly equivalent to Equation 45 with ∆µ̃∗e(x) as the desired quantity.

3.2.3.3 Mixed metallic and semiconducting behavior

Some candidate cathode MIECs, e.g. La1−xSrxCo1−yFeyO3−δ (LSCF), show a hybrid

conduction mechanism of both metallic and semiconducting character [89]. By follow-

ing analogous logic to that laid out in the previous two sections and recognizing the

minor contribution of oxygen vacancies to total conductivity [6,167], it can be shown

that Equation 45 is the governing equation and that ∆µ̃∗e specifies the electrical state

of the MIEC film.

3.2.3.4 Ionic conduction in electrolyte

In the electrolyte, Equation 52 suffices in the 3D domain assuming no changes in bulk

chemical composition

0 = ∇ · (σi∇ (∆Φe)) (52)

where σi is the electrical conductivity of the electrolyte, in the case of SOFC test

cells due primarily to oxygen vacancies, and ∆Φe is the departure of electrostatic

potential from its equilibrium value. The boundary condition along the electrolyte-

MIEC interface is given by the current out: iORR = zvFrORR, where zv is the formal

charge of an oxygen vacancy. The bottom electrolyte boundary is Dirichlet, with

∆Φe = 0. The side faces are symmetric boundaries.

3.2.4 Interfacial polarization due to oxygen reduction at open-circuit
voltage

The strategy for estimating iORR at open-circuit voltage (OCV) is linked to the simple,

empirical, and linear measurement of the polarization resistance, Rp, obtained by EIS.

Figure 13a is a schematic of a complex impedance plot that could belong to a test cell.

RΩ is the Ohmic resistance, generally assumed to result primarily from the resistance
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to ionic conduction in the electrolyte. Rp is generally assumed to correspond to the

overall chemical/electrochemical process of oxygen reduction. At steady state, these

values add to total resistance, Rtot.

Figure 13: a) Schematic of a possible complex impedance plot of a test cell. b)
Typical equivalent circuit assigned to MIEC film reaction kinetics. c) Local RC
elements distributed on a surface. d) Reduction of 1D equivalent circuit to a single
resistor when ω → 0.

In general, the complex impedance response of thin films, even on a local level,

is not trivial. Some variation of the equivalent circuit shown in Figure 13b has

been proposed in a number of studies to account for the kinetics of several different

candidate materials, including LSC, LSCF, and LSM [9, 16, 17, 63, 65, 66, 73, 173].

Such an equivalent circuit, distributed over a 2D film, is useful for envisioning the

local response of an electrode on an empirical basis [61, 128], as demonstrated in

Figure 13c. The local responses may be summed to obtained the global response at

various frequencies.

Under steady state conditions (angular frequency ω = 0), even complicated local
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equivalent circuits may simplified by a single effective resistor (Figure 13d). As long

as a simulation is limited to the steady state condition, this concept can be used to

explore sheet resistance without having to speculate too much about the nature of the

equivalent circuit. That is, a simple resistor distributed over the 2D film can describe

all ORR processes at steady state. The local effective resistance, Rlocal
p , may or may

not be close to the global polarization resistance, Rglobal
p , of the cell depending on the

impact of the sheet resistance.

At small overpotential (tens of mV), it is assumed that the response is linear and

that the macroscopic ORR kinetics of the test cell may be approximated by a linear

relationship between the local cathodic overpotential, ηlocal, and current by way of

Rlocal
p

iORR =
|ηlocal|
Rlocal

p

(53)

The local cathodic overpotential ηlocal is defined as

ηlocal = ∆µ̃∗e −∆Φe (54)

and couples together the electrolyte and MIEC.

With the use of thin films for fundamental SOFC investigations, it is often assumed

that the global Ohmic resistance, Rglobal
Ω , is the result of resistance in the electrolyte.

The impedance loop is assumed to arise from local electrochemical processes. Un-

fortunately, sheet resistance can impact both of these quantities, causing Rglobal
Ω to

increase and additional features to enter the impedance loop through time constant

dispersion. This time constant dispersion has been observed as an effect of poten-

tial distribution for the rotating disk electrode in aqueous electrochemistry [61, 128].

Dispersion has also been cited in solid-state systems due to current constriction [51].

In general, additional impedance features tend to increase the global resistance and

without proper care they can be interpreted as part of the fundamental kinetics of a

candidate material.
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For a brief look at the effect of sheet resistance in the thin-film working electrodes

at high frequency, a momentarily deviation from the steady state treatment will be

taken and for the purpose of example assume a local equivalent circuit with resistor

and capacitor in parallel (Figure 13c). A global EIS response over a broad frequency

range is simulated for the discrete CC configuration (Figure 14), allowing the local

capacitors to contribute to G in Equation 43, enforcing ∂ρplane/∂t = 0, and solv-

ing for complex variables. Further details of numerical implementation are given in

section 3.2.6.
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Figure 14: Simulated global EIS spectra at different values of (tmσm) for a thin
film with discrete current collector configuration. s = 500µm, te = 1µm, Rlocal

p =
70 Ω cm2, distributed local capacitance = 0.02 F cm−2, and ω range 10−5−1.6x104 Hz.
The inset plot is a magnification of the high-frequency region.

The quantity (tmσm) is used as a figure of merit to assess the conductance of the

film and demonstrate the effect of lower conductance on the EIS spectrum. A smaller

value indicates more sheet resistance interference. The largest (tmσm) in Figure 14

has a global EIS spectrum that is semicircular, nearly perfectly reflecting the ideal

local behavior and with a slight Ohmic resistance caused by the thin electrolyte. As

(tmσm) decreases, sheet resistance causes a time constant dispersion resulting in an
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increased Ohmic resistance as well as a second semicircle appearing in the loop at high

frequency. The new, extraneous impedance feature can become a large component

of the loop, e.g. (tmσm) = 1x10−4 Ω−1, the lowest value of (tmσm) shown in the plot.

The extraneous loop can dominate the spectrum at even lower film conductance.

The alteration of the EIS spectrum is associated with a simultaneous increase of

the total steady state resistance (Rtot, the low-frequency real(Z) intercept). There

is no second feature discernible for the largest (tmσm), and so Rtot is shifted merely

0.05% from Rideal
tot . Define Rideal

tot as

Rideal
tot = Rlocal

p + Rideal
Ω (55)

where Rideal
Ω = te/σi. The spectra associated with (tmσm) = 1x10−3 Ω−1 and 7x10−4 Ω−1

are shifted from Rideal
tot by 1.5 % and 2.1%, respectively. The shift caused by (tmσm) =

1x10−4 Ω−1 is 14.8%. Even lower conductances lead to larger shifts from Rideal
tot due to

the dominance of the extraneous high-frequency feature.

The additional features contain no intrinsic significance relevant to the ORR, yet

they may easily be confused with features arising from adsorption of oxygen at the film

surface or with other chemical processes. The goal of this contribution is to guide cell

design in such a way that electrochemical uniformity may be maintained in the film

without sheet resistance interference under high or low frequency conditions so that

the global EIS spectrum may be used to accurately interpret local electrochemical

phenomena. The proximity of the actual simulated total resistance, Rtot, to Rideal
tot

will be used as a measure of the impact of sheet resistance. Define Rtot as

Rtot =
Vcell

isim
(56)

where isim is the calculated total apparent current density of the cell, that is

isim =

∫
MIEC

(iORR) dA

Aactive

(57)

The numerator is the integral of the local ORR current density taken over the active
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MIEC surface (i.e. the total ORR current) and the denominator is the area of the

active MIEC surface.

The case generally assumed by experimentalists is sought, i.e. Rglobal
p ≈ Rlocal

p and

Rglobal
Ω ≈ Rideal

Ω . A deleterious role of sheet resistance would tend to make Rtot larger

than Rideal
tot as a consequence of additional, interfering high-frequency impedance fea-

tures that force these approximate equalities to be untrue. In the previous example, a

specific equivalent circuit was assumed as an example. The exact nature of appropri-

ate circuits will be different from material to material and need not further concern

us. Specifics aside, the observation that undesirable high-frequency features can arise

and are associated with an increase in Rtot can be generalized when limitation of the

steady state change to Rtot is sought.

Having some estimate of Rlocal
p is important, as its value determines iORR, which

is directly proportional to sheet resistance. Obviously, since the purpose of this

contribution is to aid in accurately measuring Rlocal
p , a precise value is not expected.

Fortunately, only an estimate from a rough EIS measurement, possibly found in the

literature on the specific or a related system, may suffice for general guidance on

CC spacing. Getting a good estimate for this value experimentally may or may not

be trivial, depending on the material. For instance, Rp of the LSC-LSCF family is

relatively insensitive to film thickness at intermediate to high temperatures (provided

sheet resistance is mitigated) [43,100,173]. Hence, Rp measured from a relatively thick

film can be used as an estimate in Equation 53. On the other hand, Rp of LSM is

very sensitive to thickness [16,42,114]. Simply increasing thickness to minimize sheet

resistance will also result in an altered Rp and an adjustment, e.g. linear correlation

with thickness [42], may be required to estimate Rp. Furthermore, Rp is also well-

known as a function of temperature, T, and oxygen partial pressure, PO2 . It is more

conservative to underestimate Rlocal
p if the goal is to minimize sheet resistance.
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3.2.5 Large-polarization approximation

Any model for large cathodic polarization requires more input than the small polariza-

tion case. Unfortunately, behavior under large cathodic polarization is very specific to

individual materials. Experimental measurements can provide current-voltage data

and a succession of impedance data at intermediate polarizations. These measure-

ments should be conducted in a geometry where sheet resistance is as minimized as

possible in order to translate them directly to the local environment. The impedance

data can then be used to separate RΩ from Rp and hence identify the nominal global

cathodic overpotential, η, as a component of the cell voltage. A table of cell current

density vs. η may then be constructed, from which iORR = i (ηlocal) may be interpo-

lated for local use in the model. This approach is very specific to the material under

investigation and likely cannot be generalized to others that differ in composition or

electrochemical history, but is the best approach when such data is available.

Alternatively, in exchange for more assumptions, a kinetic model may be applied

to determine iORR (ηlocal). This approach is taken here in order to demonstrate the

effect of large polarization. Because test cells often display some exponential character

in the current-voltage relationship of dense films [42,65,114], the Butler-Volmer (BV)

equation [14]

iORR =

∣∣∣∣i0(exp

(
←−α F

RT
ηlocal

)
− exp

(
−−→α F

RT
ηlocal

))∣∣∣∣ (58)

will be applied locally here, though it typically is not used in conjunction with thin

MIEC films. The variable i0 is the exchange current density, R is the universal gas

constant, T is the temperature, and ←−α and −→α are the anodic and cathodic transfer

coefficients, respectively. The transfer coefficients are related: ←−α +−→α = n/ν, where n

is the number of electrons transferred in the overall reaction and ν is the stoichiometry

number, that is the total number of times the rate-limiting step occurs in the overall

reaction. Consider the reaction shown in Equation 38. Lacking other information, let
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n = 2 and ν = 1. Then, ←−α +−→α = 2. For simplicity, let ←−α = −→α = 1. The exchange

current density can be estimated from Rlocal
p

i0 =
1

Rlocal
p

νRT

nF
. (59)

The BV equation here serves as an empirical estimation of the large polarization

case and likely overestimates the local current density of many solid state MIEC

electrodes due the fact that specific kinetic limitations, such as mass transport, the

intricacies of defect chemistry, and chemical processes at the MIEC surface, are not

taken explicitly into consideration. Delving into these issues would require a more

sophisticated 3D elemental model [96, 101, 103], which is useful for probing specific

materials on a fundamental level and is the subject of continued development but is

beyond the simple, empirical, and general scope of this chapter. The purpose of using

BV here is simply for some model to link ηlocal to iORR superlinearly. A more detailed

model is recommended for use with a specific material if large cathodic polarization

is of interest. However, this approach is certainly accurate in the case where charge-

transfer kinetics apply explicitly, especially in other thin-film electrochemical systems.

For the purpose of this model, constant σm is assumed. In reality, when the oxygen

stoichiometry of a typical MIEC material is altered, say by varying partial pressure of

oxygen or temperature, the conductivity is known to change [112]. A similar change

in conductivity is expected under cathodic polarization; however, very little is known

about how it trends as a function of cathodic overpotential. Constant σm is therefore

assumed in this model as the best available treatment and for generality.

3.2.6 Numerical implementation

The finite element method (FEM) with adaptive mesh refinement is employed for nu-

merical simulations using the commercial software package COMSOL Multiphysics

version 3.5a. The simulations were performed on the domains shown schematically in

Figure 11b, which were modeled using the software’s computer aided design (CAD)
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tools. The MIEC thin film is simplified from a 3D volume with an extreme aspect

ratio to a 2D surface, on which Equation 45 is solved using COMSOL’s “weak form,

boundary” application mode. Equation 52 is solved in 3D in the electrolyte. The

weak form boundary mode allows the top surface of the electrolyte block to serve as

both the electrolyte boundary as well as the 2D MIEC film domain. The two domains

are linked by the local current, a boundary expression. During solution, both the bulk

and surface FEM problems are solved simultaneously. In cases with frequency depen-

dence, the parametric solver may be used to simulate over all required frequency. For

further details, the software help file contains specifics of rendering model geometry,

implementing constitutive equations and boundary conditions, meshing, and solving.

Values of CC spacing, s, or electrolyte thickness, te, that are far apart in mag-

nitude cause the simulated geometry to be difficult to draw, mesh, and solve in the

FEM software. In order to ease these computational limitations, σm and iORR in

Equation 45 and σi in Equation 52 are scaled in the x, y, and z directions. The test

cell is constructed once in the software’s CAD application as a configuration that

is convenient to mesh and solve. In order to change the geometry of the simulated

physical test cell, the effective conductivity and effective local electrochemical current

density is altered rather than the model domain shape to change the geometry of the

test cell.

In the specific case of the test cell, let the physical CC separation in the x-direction

be given by s
(physical)
x and let the illustrated value in the CAD drawing be given by

s
(model)
x . Similarly, the y-direction values are s

(physical)
y and s

(model)
y , respectively. In

the electrolyte, let the physical thickness be t
(physical)
e while the illustrated thickness

is t
(model)
e . Then, the scaling factors in the x, y, and z-directions are given by

fx =
s
(physical)
x

s
(model)
x

fy =
s
(physical)
y

s
(model)
y

fz =
t
(physical)
e

t
(model)
e

. (60)
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The scaled, effective conductivities in the MIEC are

σ(eff)
m,x = σm

(
fy
fx

)
σ(eff)

m,y = σm

(
fx
fy

)
(61)

and the scaled, effective conductivities in the electrolyte are

σ(eff)
e,x = σe

(
fyfz
fx

)
σ(eff)

e,y = σe

(
fxfz
fy

)
σ(eff)

e,z = σe

(
fxfy
fz

)
. (62)

The local effective boundary current is

i
(eff)
ORR = (fxfy) iORR (63)

due to the compression of the actual surface area in the CAD model by a factor of

fxfy. This adjustment must be made in order to preserve the total current. The

effective values are inserted into Equations 45 and 52. The tensor form of the FEM

is then used to solve them. This approach makes it relatively easy to change s and te

and in some cases is the only way to effectively simulate large aspect ratios by FEM.

The scaling yields good agreement when tested against the full-scale simulation for

different physical geometry test cases.

3.3 Results and discussion

In the following discussion, the model is used to first investigate the effect of various

geometric and experimental parameters upon sheet resistance and cell performance

and then it is used to provide generalized guidance on cell design.

3.3.1 Parameter investigation

For the parameter investigation, the data from an LSCF film deposited by sputter-

ing onto a gadolinia-doped ceria (GDC) electrolyte substrate and using a mesh CC

(Table 2) is used to illustrate specific trends. The value of σi was determined from

RΩ using the geometry of the electrolyte. In general, the input parameters vary as

a function of the material as well as processing and experimental conditions, but the
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qualitative trends will be the same as those illustrated in this section. The reader is

referred to the following section for guidance based upon specific configuration.

Table 2: Example film test cell parameters based on LSCF.
Parameter Value Units Description
tm 1 µm MIEC film thickness
te 300− 400 µm electrolyte film thickness
Rp 24.8 Ω cm2 open-circuit polarization resistance
RΩ 9.3 Ω cm2 open-circuit Ohmic resistance
σm 325 S cm−1 MIEC electrical conductivitya

aConductivity value from the literature [155].

Potential distributions at steady state in each of the three CC configurations are

given in Figure 15, generated using the tm = 20 nm and s = 270 µm, and a cell

voltage of 10 mV (linear model). Each map was constructed by stitching together

sixteen simulation domains along the symmetric boundaries. In each CC configu-

ration, the potential deviates from ∆µ̃∗e(CC), with more deviation as distance from

the CC increases, attaining value ∆µ̃∗e(far) at the farthest point from the CC. The

decreasing potential deviation in Figure 15 a to c shows that intra-film current col-

lection is superior in the grid CC configuration and inferior in the 20-µm diameter

discrete configuration when everything else is equal. The film with the discrete con-

figuration sees a rapid change in potential away from the CC due to the effect of

current constriction. The parallel configuration causes less current constriction than

the discrete contacts and the average distance between a point on the surface and the

CC is smaller. As a consequence, the potential deviates less from ∆µ̃∗e(CC) in the

parallel configuration than in the discrete and hence sheet resistance is less severely

manifested. The grid configuration experiences less sheet resistance than the previous

two configurations for the same reason.

One measure of the degree of sheet resistance is the steady state relative potential
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Figure 15: Distribution of ∆µ̃∗e in the film for three CC configurations: a) 20-
µm diameter discrete contacts, b) parallel, and c) grid. Rp and σm from Table 2.
Electrolyte is assumed very thin. tm = 20 nm, s = 270 µm, Vcell = 10 mV.

far from the CC, defined as

Relative potential ≡ ∆µ̃∗e(far)

∆µ̃∗e(CC)
(64)

The relative potential is essentially the fraction of the applied potential retained by

the MIEC far away from the CC. Another measure is the relative cell current

Relative current ≡ isim
ihom

(65)
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where isim is the simulated total apparent steady state cell current density from Equa-

tion 57 and ihom is the homogeneous cell current density expected in the case of a

well current-collected test cell with the potential ∆µ̃∗e(CC) distributed homogeneously

over the film (and hence no sheet resistance). That is, ihom = Vcell/(R
ideal
tot ). The rela-

tive current is the degree to which sheet resistance affects the global current response

of the cell.

A similar global measure is the relative resistance

Relative resistance ≡ Rtot

Rideal
tot

(66)

where Rtot is from Equation 56 and Rideal
tot is from Equation 55.

The effect of cell geometry at small cell voltage (10 mV) is illustrated using these

measures in Figure 16. When the film is sufficiently thick (hundreds of nanometers to

microns), the steady state potential does not deviate substantially from that applied

at the CC (Figure 16a). As the film becomes thinner, the potential deviates more

severely from the applied value and the relative potential decreases. The consequence

of this deviation is that the local overpotential far from the CC is reduced, resulting

in a reduction in the local iORR and impacting the global relative current and relative

resistance. The variation of cell current and resistance illustrates that sheet resistance

has the capability to significantly alter the global response of a test cell.

Figure 16b shows that both film thickness and CC spacing have a significant im-

pact upon the apparent resistance of the cell. Close CC spacings alleviate the effect

of small film thickness. Given CCs sufficiently close to one another, sheet resistance

affects the relative resistance very little despite even small thickness and therefore

sheet resistance can be neglected in subsequent data interpretation. Likewise, thicker

films mitigate sheet resistance. Larger CC spacings and thinner films, though, exag-

gerate deactivation far from the CC. In general, the effect of sheet resistance becomes

worse as the CC-spacing-to-film-thickness ratio increases. If the ratio is large enough,

the resistance can be several times its ideal value.
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Figure 16: a) Relative values of potential, cell current, and resistance near OCV
as a function of tm for s = 270µm under small cathodic polarization. b) Relative
resistance as a function of s and tm. For a) and b), Rlocal

p , RΩ, σm, σi, and te from
Table 2. Vcell = 10 mV. c) Effect of the electrolyte thickness on the relative resistance
in the MIEC thin film for different cell voltages. tm = 20 nm and s = 270µm. Rlocal

p ,
σm, and σi from Table 2. 20-µm-diameter discrete CC configuration for all.

Electrolyte thickness, te, also impacts sheet resistance in the cell (Figure 16c). The

small-te limit comes about when the electrolyte becomes so thin that its contribution

to cell resistance is negligible. Therefore, the cell voltage is converted almost directly

into cathodic overpotential, which drives large iORR across the cell. The large current

density causes more severe sheet resistance in the film. Subsequent analysis in this

contribution assumes that the electrolyte is vanishingly thin in order to deal with the

worst case of sheet resistance.

Under large cathodic bias (Figure 17) the trends in relative potential, current,
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and resistance are similar to varying tm (Figure 16). However, a small change to

local overpotential is magnified into a much larger change in the global quantities due

to the exponential character of the assumed kinetics. Resistance away from OCV is

defined as

Rtot =
∂Vcell

∂isim
(67)

The resistances used in computing the relative resistance in Figure 17 are approxi-

mated using discrete data by computing a center difference

Rtot(Vj) =
Vcell, j+1 − Vcell, j−1

isim, j+1 − isim, j−1

. (68)

around the data pair (Vcell, j, isim, j).
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Figure 17: Relative potential, relative cell current, and relative calculated total
resistance as a function of nominal global cathodic overpotential (large-polarization
kinetics) using the 20-µm diameter discrete CC configuration. The electrolyte is
assumed vanishingly thin. tm = 20 nm, s = 270µm. Rlocal

p and σm from Table 2.

3.3.2 General cell design

The principal experimental factors affecting thin-film test cell response are

1. CC configuration (grid, parallel, discrete)
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2. CC spacing, s

3. MIEC film thickness, tm

4. Electric conductivity of the MIEC, σm

5. Local polarization resistance, Rlocal
p

6. Electrolyte thickness, te, and conductivity, σi

7. Cell voltage, V/cathodic overpotential, η

Many of these parameters can be manipulated in such a way that general infor-

mation on sheet resistance can be extracted. Maps computed from parameter encap-

sulation are now developed, inspired by those often employed for materials selection

in mechanical design [7], that can be applied to arbitrary thin-film SOFC cathode

MIEC candidates for the selection of CC spacing.

3.3.2.1 Small cathodic polarization

The following steps may be taken to simplify and generalize the small cathodic polar-

ization case. At small polarization, both Rlocal
p and σm are functions of temperature,

oxygen partial pressure, and sometimes tm. Because the structure of the model is

such that Rlocal
p and σm are input directly from measurement or estimation, the other

factors may be used to estimate Rlocal
p and σm for the desired experiment. Secondly,

from Equation 45, tm and σm appear together. Therefore, they may be lumped into

one parameter, (tmσm), as discussed previously. Next, as shown in Figure 16c, if

te = 0 and/or σi is very large, then sheet resistance in the MIEC film is maximized.

Therefore, the electrolyte is assumed vanishingly thin in order to get a conservative

estimate of the sheet resistance. Finally, the response is linear with η around OCV,

so any choice of small ∆µ̃∗e(CC) should do; ∆µ̃∗e(CC) = −10 mV is chosen.
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Now, assume a specific CC configuration. If a particular relative resistance is

desired and the variables Rlocal
p and (tmσm) are specified, then s must take on a unique

value in order to satisfy the conditions imposed. Let this critical value of s be denoted

sc. Further analysis assumes that sc is the value of s such that Rtot = 1.005 · Rideal
tot .

Choose a 0.5% deviation from the ideal because it allows very few extraneous high-

frequency features to be introduced but allows reasonable CC spacings to be retained.

Similar plots can be generated with stricter or looser requirements.

Figure 18 shows maps of log(sc) given different Rlocal
p and (tmσm) for each of

the three CC configurations, determined by numerical optimization, using Newton’s

method to guide the search as needed. Figure 18a is a 3D surface and Figure 18b is the

corresponding contour plot for the 20-µm diameter discrete configuration. The black

region of the contour plot indicates where the required sc is less than the diameter of

the CC contact. Figure 18c and d are contour plots of log(sc) corresponding to the

parallel and grid configurations, respectively. Note that sc has units of µm, so for

example the contour labeled 3 corresponds to sc = 103 µm. The selection criteria Rlocal
p

and (tmσm) vary over a range of values including those representative of the families

of SOFC cathode candidates. The discrete configuration requires smaller sc than the

parallel configuration, which requires a slightly smaller sc than the grid configuration.

This conclusion is in agreement with the potential distribution in Figure 15.

3.3.2.2 Large cathodic polarization

At large cathodic polarization, the cell response is a direct, nonlinear function of the

nominal global cathodic overpotential, η, and temperature. The critical CC spacing,

slarge η
c , is smaller than the linear case, ssmall η

c of the previous section. This deviation

may be expressed as an adjustment factor, a.f.:

a.f. =
slarge η
c

ssmall η
c

(69)
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Figure 18: a) 3D surface of log(sc) for the 20-µm diameter discrete CC configuration
under small cathodic polarization. b)-d): Contour plots of log (sc) for the b) 20-µm
diameter discrete, c) parallel CC, and d) grid CC configurations. The contours denote
the level sets of log(sc). The units of sc are µm.

Figure 19 gives a.f. as a function of η and T for the grid and parallel CC con-

figuration cases. The a.f. is independent of Rlocal
p and (tmσm), a result that may be

shown analytically and is due primarily to the fact that the potential profiles under

any polarization are affected in the same way by varying η and T. Unfortunately,

a.f. is not constant in Rlocal
p -(tmσm) space when discrete CCs are used because the

CC footprint is a different fraction of the active surface area at different values of sc

(see Figure 11b), which is not a concern for the parallel and grid configurations as

modeled. Thus, Figure 19 does not apply to the discrete configuration.

To use the adjustment factor, ssmall η
c corresponding to a combination of Rp and

(tmσm) may be selected from Figure 18. Then, to adjust it for larger polarization, a
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factor is chosen from Figure 19 based on η and T. Note that if multiple temperatures

are to be evaluated, new small-polarization Rlocal
p and (tmσm) values should likely be

used and a new ssmall η
c chosen from Figure 18 for each temperature, since both are

typically strong functions of temperature.
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Figure 19: Contour plots of the adjustment factor to small-η sc at combinations of η
and T (large-polarization model) for the grid and parallel CC configurations, but not
valid for the discrete CC configuration. Vanishingly thin electrolyte assumed. The
a.f. is valid for any Rlocal

p -(tmσm) combination.

3.3.2.3 Map discussion

These maps may be used to aid design of thin-film test cell geometries for arbitrary

MIEC materials under arbitrary test conditions. At small polarizations, if Rlocal
p and

σm can be estimated and tm of the film determined, then the CC spacing required to

prevent Rtot from exceeding Rideal
tot by more than 0.5%, and thus keeping the potential

uniform, can be determined from Figure 18. The sc value can be determined in

principle for large polarization with parallel/grid configuration from Figure 19 using

the a.f. to adjust the small polarization case. Likewise, if the CC configuration must

be fixed, the level sets in the contour plots show which combinations of Rlocal
p and
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(tmσm) lead to no more than a 0.5% increase in Rtot. Similar maps can be generated

for any threshold. If Rlocal
p and σm must be estimated and not directly measured, then

underestimating both provides a conservative estimate for sc.

The large polarization calculations assume BV kinetics and constant σm. The

extrapolation of linear (small cathodic polarization) kinetics to larger polarization

is a less severe estimate and is perhaps more appropriate than the large cathodic

polarization calculations if the kinetics of the material being studied are not strictly

dominated by charge transfer. The BV kinetics in Figure 19 are then in some sense

illustrative, they show a trend at large polarization but are not as generally applica-

ble as the small polarization treatment in Figure 18. The reader is recommended

to perform similar analysis with material-specific data using the tabular approach

described in section 3.2.5 at large polarization to provide more accurate estimations

for their particular system.

There is no set CC spacing for any specific MIEC or family of MIECs. Generally,

the thinner the film, the smaller CC spacing that is required. Even when the thickness

is held constant, though, a change to polarization, temperature, partial pressure

of oxygen, or electrochemical history can cause a change to Rlocal
p or σm that can

significantly alter the required CC spacing. CC spacing should be designed based

on the planned experimental conditions or possible worst-case scenario for specific

materials.

3.4 Conclusion

In this chapter, an empirical numerical model was presented to simulate potential

distribution and current/resistance response under various material and catalytic pa-

rameters, CC configurations, cathodic polarizations, and other experimental factors

in thin-film, mixed-conducting test cells. Thinner films, larger CC spacings, and thin-

ner electrolytes aggravate sheet resistance, causing the global cell properties such as
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cell current and cell resistance to vary, sometimes substantially, from the expected

value in the case of a well current-collected film. Mitigating sheet resistance with

the proper CC spacing is therefore crucial, lest these variations be incorporated into

macroscopic experimental results and convoluted with the material’s intrinsic cat-

alytic and transport properties.

The model was used to provide guidance for effective CC placement by mapping

in parameter space, using local polarization resistance, Rlocal
p , and the product of

electrical conductivity and film thickness, (σmtm), as selection parameters. In general,

continuous crisscrossing metal lines, deposited through e.g. photolithography, provide

the best intra-film current collection while small, regularly spaced discrete contacts,

provided by e.g. a metal mesh, provide the least efficient intra-film current collection.

Most thin-film aspect ratios and CC configurations can be accommodated without

severe intra-film sheet resistance provided the CCs are spaced appropriately. With

well-designed CCs, a maximum amount of surface area is free to use for other in-

situ characterization methods such as Raman spectroscopy while ensuring that EIS

measurements reflect the true intrinsic properties of the material being studied.
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CHAPTER IV

ENHANCEMENT OF LSCF DURABILITY AND

ELECTROCATALYTIC ACTIVITY BY LSM: MODELING

INVESTIGATION

4.1 Introduction

As discussed previously in this thesis, the cathode is one of the primary components

of the SOFC and in need of improvement to enable widespread commercialization. In

particular, the performance must be improved at intermediate temperatures of around

650◦C to enable cheaper components to be used in the cell and reduce cost. Recent

efforts at developing suitable cathodes for intermediate temperature SOFCs have

focused on developing new materials with more favorable intrinsic oxygen reduction

properties such as those in the Ba1−xSrxCo1−yFeyO3−δ (BSCF) or double perovskite

families [177, 178], creating more efficient electrode architectures through infiltration

of active material onto an electrolyte scaffold [166], and surface modification through

infiltrated catalyst decoration [68, 159, 168]. Improving the cathode through such

means is an active area of research because no uniformly acceptable solution has

been developed.

Two primary SOFC cathode materials include LSM and LSCF. Cathodes con-

taining LSM are usually combined with an electrolyte material such as YSZ with the

primary areas of electrochemical activity being TPBs because the ionic conductivity

of LSM is small. Cathodes composed of LSCF typically contain only the one solid

‡M. E. Lynch, L. Yang, W. Qin, J.-J. Choi, Mingfei Liu, K. Blinn, and Meilin Liu, “Enhancement
of La0.6Sr0.4Co0.2Fe0.8O3−δ Durability and Surface Electrocatalytic Activity by La0.85Sr0.15MnO3±δ
Investigated using a New Test Electrode Platform,” Energy & Environmental Science, 4, 2249-2258
(2011).
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phase but are very active because their ionic conductivity is very large compared

with LSM and therefore the area active to oxygen reduction is extended far from the

cathode-electrolyte interface. A few literature reports combine LSM and with other

perovskites. LSM/YSZ functional layers have been used in conjunction with LSCF

current-collector layers without intermixing of the perovskite phases [80]. Some suc-

cess was achieved when hybrid phases of LSM and strontium-doped LaCoO3 (LSC)

were formed, denoted LSMC, or when the two phases were infiltrated sequentially

onto a YSZ scaffold [62].

In this chapter, a novel electrode architecture is detailed wherein a thin film of

LSM was deposited onto the surface of LSCF, leading to substantial improvement

of the cathode activity and long-term stability. The phenomenon was investigated

by several methods including transmission electron microscopy (TEM) of thin LSM

layers on LSCF, full-cell electrochemical testing after LSM infiltration into porous

LSCF electrodes, and electrochemical testing of sputtered thin-film test cells. Some

of the concepts of thin-film test cell investigation developed in previous chapters are

used to investigate this novel method of electrode modification. The experimental

work was performed by other researchers and therefore the focus of this chapter is

upon the theoretical proposed explanations, described by phenomenological modeling

starting in section4.3. Nevertheless, a short summary of the experimental results is

necessary to provide context for the theoretical work.

4.2 Experimental

The experimental procedure and results are described is this section. For a more

detailed discussion, the reader is referred to the publication written in collaboration

with the experimentalists who contributed to this work [95].
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4.2.1 Model electrode test cells

The purpose of the model electrode test cell platform is to create a well-defined

geometry that allows the isolation of surface reactions. The test cell platform used for

this study is shown in Figure 20a. The electrolyte was a sintered and polished pellet

of polycrystalline gadolinia-doped ceria (GDC). The current collector/backbone layer

was LSCF, while the working electrode layer was LSM. Both layers were sputtered,

with the LSCF layer having a thickness of 1 µm and the LSM layer having a thickness

of 10 nm. The counter electrode opposite was a porous LSCF electrode. Fabrication

of the sputtered test cells was performed by Jae-Wung Lee [91] and electrochemical

testing was performed by Lei Yang.

The test cell platform design itself was a novel creation. The idea was for the

underlying backbone layer to serve as both a facile pathway for oxygen vacancies as

well as to alleviate some of the sheet resistance concerns associated with a very thin

layer elaborated upon in the previous chapter. LSCF met both of those conditions.

The LSM, layer, on the other hand was dense so that the electrochemical measure-

ments of the cell reflected the properties of the LSM surface layer. Such a structure

not only replicated the infiltration of LSM onto a LSCF backbone, but allows cur-

rent collectors to be spaced further apart and therefore allows much of the surface

to be exposed for other in situ methods such as Raman spectroscopy. Uses for such

multifunctional test cells are described in [93].

The electrochemical impedance spectra of the tests cells at 700◦ under various

oxygen partial pressure and as a function of cathodic bias are shown in Figure 20.

The trend of the interfacial resistance (low-frequency impedance limit) is shown in

Figure 20a while the full spectra at two values of cathodic overpotential are shown in

Figure 20b. There are several features of this data. First, the uncoated LSCF (that

is, only the thick backbone layer sputtered, but no working electrode layer) has a

lower interfacial resistance under no bias (open-circuit voltage, OCV). As the applied
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Figure 20: a) Schematic of the thin film test cell architecture used in this study. b)
Effect of cathodic overpotential on the interfacial resistances of blank LSCF and LSM-
coated LSCF model electrodes under different oxygen pressures. c) Impedance spectra
of blank LSCF and LSM coated LSCF cathode without Ohmic portion at 700◦C
under indicated cathodic overpotential conditions η1 and η2. d) Current densities of
two model electrode cells with and without LSM coating as a function of time at a
constant voltage of -1 V. Plots b-d of experimental results are courtesy of Lei Yang,
who performed the measurements.

cathodic bias becomes larger, the resistance of both the coated and uncoated cells

decreases. However, the resistance of the LSM-coated LSCF layer decreases more

quickly and eventually crosses the resistance of uncoated cell at larger cathodic bias.

The performance of the LSM-coated LSCF electrodes is therefore superior under this

larger bias.

Another key feature of the data is the relative insensitivity of the LSM-coated

LSCF cell’s resistance to changing pO2 contrasted with the sensitivity of the uncoated

LSCF cell. When blank and LSM-coated LSCF electrodes were exposed to 1% O2,

the interfacial resistances of the blank LSCF electrode were increased. This behavior
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coincides with a result reported elsewhere [41], suggesting that a rate-limiting step

is associated with the surface adsorption/dissociation reaction on the LSCF surface.

In contrast, LSM-coated LSCF exhibits much less dependence on oxygen pressure,

resulting in the crossover point shifting to lower overpotentials compared with that

in air.

The tests cells were also tested under potentiostatic test conditions for 600 hours

(Figure 20d). The LSCF cell showed a loss of performance with time, while the

LSM-coated LSCF cell showed a time-dependent performance activation, resulting in

superior current density after approximately 100 hours.

4.2.2 Full cell infiltration and testing

Based on the positive result of the model electrode measurements, a simple aqueous

infiltration process using nitrate precursors [21] was employed to deposit a thin layer

of LSM onto the surface of a porous LSCF electrode of an anode-supported full cell.

A schematic of the desired thin, continuous, conformal, and dense LSM layer on the

porous LSCF is shown in Figure 21. Infiltration was performed by Mingfei Liu and

Jong-Jin Choi, and electrochemical characterization was performed by Mingfei Liu

and Lei Yang.

The electrochemical impedance spectra in Figure 21 show that the interfacial re-

sistance of the LSM-infiltrated cathode-containing cell is larger than the uncoated

cathode-containing cell at OCV but smaller under a bias (constant current of 100

mA cm−2), showing superior performance. This bias-dependent activation is anal-

ogous to that observed from the thin-film test cells. The long-term performance

(Figure 21c) was also similar to the test cells. The performance of the LSM-coated

LSCF cathode-containing cell initially had lower performance because the starting

cathodic overpotential was approximately -0.1 V, which is closer to OCV than the

crossover point leading to superior performance of the infiltrated cell (c.f. model
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Figure 21: a) Schematic diagram of the LSM-infiltrated LSCF cathode. b)
Impedance spectra of fuel cells with and without infiltration of LSM measured at
OCV and at 100 mA cm−2, without Ohmic portion. c) Current density of two test
cells with and without infiltration as a function of time under a constant voltage at
0.7V and approximate cathodic overpotential of -0.12 V. d) Cell voltages and power
densities as a function of current density for full cells with and without infiltration of
LSM after long term testing. Plots b-d of experimental results are courtesy of Mingfei
Liu and Lei Yang, who performed the measurements.

electrode data, Figure 20b). However, the cell displayed a time-dependent activation

that led to a considerable increase in performance in the first 200 hours of operation.

This increase contrasts with the rapid decrease in performance of the blank LSCF cell

in the same time period. Figure 21d shows the cell voltages and power densities of

the two cells, with the bias-dependent activation of the infiltrated cell leading higher

cell voltage and power density with large current density.

Transmission electron microscopy was performed by Wentao Qin to examine the

near-interface region in the LSM layer and underlying LSCF. Figure 22a shows an
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coated LSCF particle from an operated cathode. It can be seen from the view of the

particle that it is coated with a uniform, continuous, and dense surface film whose

projected thickness varies between 2 and 23 nm, largely validating the schematic

design in Figure 21a. The continuity of the coating is attributed to the close structural

similarity of LSM and LSCF, which causes a coherent coating to form more easily

than in the case of other infiltrated materials that tend to form isolated particles.

Figure 22: TEM micrographs of an LSCF particle from an infiltrated porous electrode
after long-term operation (750◦C, 0.8 V, 900 h). a) The whole particle, covered with
an amorphous coating. b) zone-axis lattice image of the bulk of the particle in the
green rectangle area in (a). c) Fourier-filtered image of the area within the yellow
rectangle in (b). d) High-resolution view of the outer portion of LSCF grain and
surface layer, highlighted in the red rectangle in (a), and e) Fourier-filtered image of
the area within the purple rectangle in (d). Coherent zone-axis images in (c) and (e)
indicate the LSCF grain retained perovskite structure after operation. f) CBED of
the surface layer, indicating a loss of crystallinity. This figure was created by Wentao
Qin, who performed the microscopy.

A close view of the near-surface region in Figure 22d shows the surface in clear
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contrast with the LSCF particle. After operation, the LSCF particle retains its per-

ovskite structure, demonstrated by the zone-axis lattice fringes both deep in the bulk

and near the surface of the LSCF grain, shown in Figure 22b-e, while the outer portion

of the infiltrated layer loses crystallinity, as demonstrated by the convergent beam

electron diffraction (CBED) pattern in Figure 22f.

4.3 Proposed electrochemical and structural mechanisms af-
fecting the surface layer

Based upon the model electrode and full-cell data, it appeared that there are two

possible means of enhancement active in the LSM-coated LSCF cathode. The first is

a purely electrochemical mechanism due to enhanced electrocatalytic activity of the

LSM surface under cathodic polarization. The second is a time-dependent activation

originating from changes in structure, composition, and morphology of the LSM thin-

film coating and the LSM/LSCF interface due to inter-diffusion over a longer period of

time (a few hundreds of hours) during operation. The structural evolutions gradually

result in superior performance and durability of the LSM-coated LSCF cathodes, even

at overpotentials insufficient to cause superior performance through electrochemical

activation.

Four possible mechanisms were examined in detail. First, LSM may somehow

favorably alter the surface, preventing degradation of performance with time. Second,

the bulk pathway of the surface layer may be activated to a larger extent under a

given cathodic polarization than is characteristic of bulk LSCF. Third, the presence of

the Mn cation on the surface may promote adsorption/dissociation of oxygen relative

to LSCF. Finally, structural defects in the film and space-charge effects may provide

a fast ionic transport pathway in the surface layer relative to bulk LSM.
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4.3.1 Surface stabilization and prevention of LSCF degradation

Advanced electron microscopy and spectroscopy were used to examine the mor-

phology, composition, and structure of the LSM and LSCF surfaces as well as the

LSM/LSCF interface before and after long-term annealing. Figure 23a shows the

cross-sectional view (TEM image) of a sol-gel deposited surface layer in the as-

deposited state on a dense LSCF pellet, while Figure 23b shows the cross-sectional

view of a similar surface layer after annealing at 850◦C for 900 hours (under zero-

current conditions). Figure A-1 gives additional TEM images of the interface prior

to annealing. Figure A-2 gives additional TEM images after long-term annealing of

a pellet. TEM images of the infiltrated porous cathode after operation have been

presented in Figure A-1. These images indicate that the sol-gel deposited layer is

crystalline and is epitaxial with the underlying LSCF immediately after deposition

and that that the portion of the surface film closest to the LSCF interface remains

crystalline and epitaxial while the rest of the film loses long-range order and becomes

amorphous after the long-term anneal.

Figure 23c and d show EDS composition profiles of the surface layer and outermost

portion of the underlying LSCF in the as-deposited state (c) and in the long-term

annealed state (d). The surface layer retains Mn during long-term annealing but

also experiences an addition of Co. There were no signs of strontium enrichment or

surface phase segregation.

Based upon the composition profiles, it was suspected that during the course of

high-temperature annealing and/or operation, Co diffuses from the underlying LSCF

into the surface layer while Mn is mostly retained in the surface layer. Concurrently,

the outer approximately 80% of the surface layer loses long-range order associated

with crystallinity. The surface layer, then, is not truly LSM but rather becomes a

hybrid with properties residing between those of LSM and LSCF due to the presence

of all three transition metal ions in the surface layer. This hybrid surface layer was
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Figure 23: Cross-sectional TEM micrograph of a sol-gel LSM-modified LSCF surface
a) in the as-deposited condition and b) after long-term annealing at 850◦C for 900
hours. EDS compositional profiles across the sol-gel surface layer and outermost part
of LSCF layer c) in the as-deposited condition and d) after long-term annealing.
e) Schematic illustration of role of in-diffusion to the LSM surface layer starting
from the as-deposited LSM condition (left) and transforming into LSM(C) with high
temperature annealing and/or operation. Subfigures a-d were created by Wentao Qin,
who performed the microscopy/spectroscopy.

denoted as LSM(C) owing to the majority concentration of Mn, while acknowledging

the appreciable concentration of Co. A schematic diagram of the transformation from

LSM to LSM(C) is shown in Figure 23e.

4.3.2 Coating cathodic activation

There is evidence in the literature of an appreciable bulk pathway in thin LSM [16,82,

84,144] activated especially under a large cathodic bias [16,144], an effect attributed

to a large addition of oxygen vacancies to the LSM under cathodic polarization. With

the requirement that the LSM film be thin in order to mitigate bulk oxygen transport
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limitations, it is possible for the LSM coating to be strongly activated under cathodic

bias due to large relative oxygen vacancy concentration increase.

Very simple surface kinetics were examined to understand the cathodic activation

phenomenon. Suppose that the current is proportional to the concentration of oxygen

vacancies near the surface

i ∝
(

cv

c0
v

− 1

)
(70)

This expression has a forward and backward term, with only the forward term being

significantly affected by a change in the oxygen vacancy concentration. This treatment

roughly represents the case where the rate-determining step is oxygen incorporation

into the lattice or oxygen adsorption requiring mediation by an oxygen vacancy [124,

158]. Treating the kinetics this way neglects the influence of other important species

in the reaction; nevertheless it makes plain the role of oxygen vacancies in bulk

activation and is useful for the present discussion. Such dependence allows rough

comparison for the case where the limiting step for all overpotentials (not just near

OCV) is dependent upon oxygen vacancy concentration.

The surface interfacial resistance, Ri, can be computed from the change of current,

i, and overpotential, η, at steady state

Ri =
∂η

∂i
= − 1

4F

∂η

∂r
(71)

by calculating the rate of molecular oxygen reduction, r, at given values of η. Ri does

not include the effects of ionic or electronic transport.

Consider the defect chemistry of bulk LSM versus LSCF [13, 104, 131] (see the

Brouwer diagrams in Figure A-3). The use of the bulk defect chemistries serves as

an instructive guide to the point defect trends that may occur in the surface phase.

Oxygen vacancy concentration is quite high in LSCF, whereas it is very low in LSM.

The overpotential was related to the steady state point defect concentrations (e.g.
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oxygen vacancy concentration, cv) via the effective internal oxygen partial pressure,

pOinternal
2 , associated with the overpotential. Bulk oxygen vacancy concentrations for

a given η were determined by converting η to pOinternal
2 via Equation A-1 (the Nernst

relationship) and then used in the rate equation. A full discussion of this modeling

approach is included in appendix A.2. Simulated Ri of LSM and LSCF were com-

puted and are plotted in Figure 24a. Each resistance is normalized to its value at

OCV to provide a relative comparison of the trends. Ri of LSCF initially decreases

with cathodic polarization but increases again because the rate of vacancy increase

slows at more severe cathodic polarizations. Ri of LSM decreases monotonically as the

overpotential becomes more negative because the rate of increase of oxygen vacancies

does not slow. Therefore, a surface layer that is strongly activated under cathodic po-

larization has the potential to be very active toward oxygen reduction under cathodic

bias and could provide the superior performance observed experimentally in the case

of LSM modification. A hybrid LSM(C) film that forms over the long term might be

expected to have properties intermediate between LSM and LSCF owing to mixed

effects of the transition metal cations. Such a film could be more activated under

cathodic bias than pure LSCF. To study cathodic activation as a function of degree

of oxygen binding, the defect chemistry for LSCF [13] was computed with different

values of the standard free energy of oxygen reduction, ∆G0
red. Changing the energy in

this manner has two effects: lowering the equilibrium oxygen vacancy concentration

and altering the trend of oxygen vacancies with pO2, causing the material to display

a larger degree of activation with bias and as a consequence become more like LSM.

Oxygen vacancy concentrations associated with this changing parameter are plotted

in Figure A-5. The interfacial resistances normalized to their OCV values are shown

in Figure 24b, again assuming current proportional to oxygen vacancy concentration

(Equation 70). As oxygen binding becomes stronger (∆G0
red multiplied by a factor

greater than one), Ri decreases more quickly as bias is applied. At large bias, the
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resistance is lower than that of LSCF and does not increase again until much more

severe cathodic overpotentials. This trend demonstrates that tighter oxygen bind-

ing can result in somewhat superior performance at large cathodic bias. A detailed

discussion of this approach is included in appendix A.2.

Figure 24: a) Normalized interfacial resistance of LSCF and LSM films assuming
that the current at the effective overpotential is described by Equation 70. Nor-
malized to their respective values at OCV. b) Normalized interfacial resistance as-
sociated with tighter oxygen binding associated with lower free energy of oxygen
reduction assuming current proportional to oxygen vacancy concentration. c) Simu-
lated normalized interfacial resistance versus effective cathodic overpotential for blank
LSCF and LSCF with modified surface properties when ∆G

0(surface)
red < ∆G

0(LSCF)
red ,

∆G
0(surface)
diss < ∆G

0(LSCF)
diss , and ∆G

0(surface)
ads < ∆G

0(LSCF)
ads . Ri is normalized to the value

of the blank LSCF at OCV. d) Simulated normalized interfacial resistance versus effec-
tive cathodic overpotential for blank and LSCF with modified surface properties when
∆G

0(surface)
red < ∆G

0(LSCF)
red , ∆G

0(surface)
diss < ∆G

0(LSCF)
diss , and ∆G

0(surface)
ads < ∆G

0(LSCF)
ads ,

k
0(surface)
diss > k

0(LSCF)
diss .
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4.3.3 Promoted adsorption/dissociation

More favorable adsorption and other surface steps such as oxygen dissociation lead to

a large supply of oxygen available for incorporation and also lead to fast replenishment

upon incorporation. Recently, DFT calculations [24] showed that adsorption energy

is lower (more favorable) on LSM than on LSF and LSC due to the presence of

the Mn cation, as opposed to the Co or Fe cations. Despite more strongly adsorbing

oxygen, bulk LSM has a much smaller surface oxygen exchange coefficient than LSCF

[11, 34, 35] most likely due to incorporation limitation associated with low oxygen

vacancy concentration.

To give insight into the promoted adsorption/dissociation hypothesis, the process

was modeled by classical, phenomenological chemical kinetics [96, 101] and related

the rate to the total interfacial resistance under cathodic steady state operation.

Very little is known about the specific mechanisms of oxygen reduction on either

LSM or LSCF surfaces. However, vacancy mediated adsorption/dissociation has been

suggested for LSF [124, 158] and LSM [23], so a variant was chosen for the present

analysis. For the sake of illustration, it was assumed that the oxygen reduction process

is characterized by the following reaction set

O2(g) + ∗
 O2−
2 (s) + 2h· (72)

O2−
2 (s) + V··O → Ox

O + O−(s) + h· (73)

O−(s) + V··O 
 Ox
O + ∗+ h· (74)

where ∗ represents a vacant surface site, h· is an electron hole, V··O represents an

oxygen vacancy and Ox
O represents a filled oxygen lattice site, both in Kröger-Vink

notation. The three reactions represent the overall steps of adsorption, dissociation,

and incorporation. This scheme [23] is in the general spirit of vacancy-mediated

adsorption/dissociation [124,158]. Moreover, the O2−
2 (s) state has been suggested as

a stable surface species [23, 91].
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The reaction rates of these steps were written as follows:

rads = kads,fpO2(1− γ − θ)exp

(
−αaF

RT
χms

)
− kads,bγc2

hexp

(
(2− αa)F

RT
χms

)
(75)

rdiss = kdiss,fγcvexp

(
αdF

RT
χms

)
− kdiss,bθcOchexp

(
−(1− αd)F

RT
χms

)
(76)

rinc = kinc,fθcvexp

(
αiF

RT
χms

)
− kinc,b(1− γ − θ)cOchexp

(
−(1− αi)F

RT
χms

)
(77)

where γ is the fractional surface concentration [O2−
2 (s)], θ is the counterpart [O−(s)],

cv is the oxygen vacancy concentration [V··O], cO is the concentration of filled oxygen

sites [Ox
O] equal to cOsite − cv, ch is the concentration of electron holes, and αa, αd,

and αi are transfer coefficients. The quantity χms is the surface potential difference

induced by dipoles associated with the charged adsorbates, equal to φm−φs where φm

is the potential inside the MIEC and φs is the potential on the surface. Appendix A.3

outlines the derivation of these reaction rates.

The improvement of the LSM coating on blank LSCF was modeled by altering

the surface parameters associated with blank LSCF. The overall energetics of the

reactions were shifted from the values associated with uncoated LSCF in the direction

indicated by theoretical studies for an LSM surface. That is, fewer oxygen vacancies

and more favorable adsorption/dissociation compared to the blank LSCF. The point

defect chemistry of modified LSCF (LSCF with more negative ∆G0
red) developed in

the previous section was used for this purpose. Appendix A.3 provides detail on this

approach.

The result is shown in Figure 24c and d. In Figure 24c, Ri is slightly larger for the

LSM-coated sample at OCV, but drops faster with increasing negative overpotential

eventually decreasing below Ri of the uncoated LSCF 6428. The behavior simulated

by the present model is qualitatively similar to that observed experimentally.
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If the analysis is taken one step further and an additional catalytic effect is as-

cribed to the presence of Mn ions, then the barrier to reaction would be expected

to shrink as well. The result appears in Figure 24d where k0
diss has been increased

(note that dissociation was assumed to be rate limiting on the blank LSCF surface

- see appendix A.3). As a result, the oxygen vacancy concentration of the modified

layer is nearly ten times smaller than for blank LSCF but the OCV resistance is

only slightly larger. Ri drops and soon becomes more favorable as cathodic over-

potential becomes more negative in this case due to both more favorable and faster

adsorption/dissociation. Appendix A.3 provides detail on this approach as well.

4.3.4 Mediation by geometry and structural defects

The thickness of the surface layer is likely crucial to its role as a catalyst layer. If too

thick, oxygen transport limitations could negate its favorable surface properties. The

literature contains evidence for the thickness dependence of the LSM bulk pathway

[42, 82, 114]. The surface films formed in this work were dense, and on the order of

2-23 nm (Figure 22).

Dislocations, grain boundaries, and other structural defects in the surface layer

may also be important. Oxygen tracer diffusivity along the grain boundary at tem-

peratures near 700◦C has been shown to be approximately three orders of magnitude

larger than tracer diffusivities in the bulk LSM crystal [36]. This effect arises be-

cause the activation energy for diffusion along the grain boundaries is lower than in

the bulk, oxygen vacancies segregate to grain boundaries, or both. DFT calculations

have shown oxygen vacancies to have lower formation energy on the surface than in

bulk [91], with possible applicability to internal boundaries and structural defects.

A space-charge layer in the LSM may also cause the oxygen vacancy concentration

to depart substantially from its bulk value. When LSM is deposited onto the LSCF

surface, it forms a diffusion couple with vacancies crossing the LSM-LSCF phase
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boundary. Since the LSM film is so thin, enrichment of oxygen vacancies may persist

to the surface where oxygen reduction is accelerated by the larger-than-bulk oxygen

vacancy concentration.

4.4 Conclusion

A thin coating of LSM on LSCF enhances both durability and performance under

a bias. In collaboration with experimentalists, the concept of thin-film test cells

was used to remove the complicated effects of geometry and focus on the fundamen-

tal surface properties of the uncoated and coated cathode material surface. Also in

collaboration with experimentalists, TEM was used to investigate the interface struc-

ture and local chemical composition. Phenomenological modeling informed by TEM

observations and point defect chemistry models was used to explain the observed

experimental results in the thin film test cells as well as in porous electrodes.

Possible theoretical explanations developed in this chapter attribute this increase

in performance to the formation of a hybrid LSM(C) phase on the surface, superior

adsorption of oxygen associated with a Mn cation, large relative increase of oxygen

vacancies in the surface phase compared to that of LSCF under cathodic polarization,

and structural defects in the surface film with beneficial results on oxygen reduction.

A more detailed theoretical explanation, including further micro-kinetic modeling

and detailed study of the surface phase defect chemistry, should be developed to fully

explain the behavior of blank and LSM-coated LSCF at short times as well as after

operation.
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CHAPTER V

MODELING OF MIXED-CONDUCTING CATHODES

USING CONSERVATIVE POINT DEFECT ENSEMBLES

5.1 Introduction

As emphasized in this thesis, in order to understand the performance of the cathode

and optimize its design, modeling techniques have been employed. Many models

deal with composite electrodes - mixtures of a cathode material such as LSM and an

electrolyte material such as YSZ [19, 37, 38]. These models usually assume that only

the TPBs are active, that the cathode material acts as an ideal electronic conductor,

and that the electrolyte material acts as an ideal ionic conductor. Cathodic bias is

introduced by way of the Butler-Volmer equation.

Many candidate SOFC cathode materials, such as La1−xSrx Co1−yFeyO3−δ (LSCF),

are good mixed ionic-electronic conductors (MIECs), a characteristic that serves to

extend the active zone for oxygen reduction from the triple phase boundaries (be-

tween the gas phase, cathode material phase, and electrolyte phase), to the two-

phase boundaries (the MIEC surface, between the MIEC and air). An operating

MIEC cathode therefore involves many different charge and mass transfer processes,

including those on the surfaces, across the cathode-electrolyte interfaces, and point

defect interactions within the MIEC cathode.

The effect of cathodic bias on such materials adds complexity to the system. It

effectively reduces the material, removing O2− ions and decreasing the oxidation state

of the constituent transition metal ions. These changes to the point defect chemistry

induce the gas-phase oxygen reduction at the MIEC-air interface, therefore providing

one of the two fuel cell half-reactions. The trends with cathodic bias are not trivial.
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The complications that accompany electrochemical bias in MIECs may be roughly

divided into two groups. The first is related to transport considerations. Consider the

following example of an MIEC with ionic conductivity arising from oxygen vacancies.

As the vacancies are injected at the MIEC-electrolyte interface, they diffuse across

the cathode where they are consumed by the oxygen reduction reaction via incorpo-

ration of atomic oxygen at the pores. Electrons and electron holes are coupled to the

vacancies by the requirement of bulk electroneutrality and internal point defect equi-

librium. Therefore, the problem is more complicated than simple diffusion of oxygen

vacancies - ambipolar diffusion must be taken into account [20]. A net current adds

further complications by creating a gradient in the Fermi level.

One of the principal models of mixed-conducting cathodes is the ALS model [5]. It

successfully predicts the impedance of porous MIEC cathodes co-limited by bulk mass

transport and surface oxygen exchange. The model handles small perturbations from

OCV, assumes a uniform Fermi level, and captures coupling between point defects.

Two other models of mixed conducting cathodes which do incorporate bias are those

of Svensson [152, 153] and Coffey [28]. These latter models also assume a uniform

Fermi level, constant concentration of electronic defects, but do not consider coupling

between point defects. All of these models are for single-phase materials.

The second set of complications is associated with oxygen reduction at the air-

MIEC surface, where the kinetics of oxygen reduction tend to be nonlinear. Many

authors approximate the kinetics with a linear expression around equilibrium, but

such models cannot in general be extended far from open-circuit voltage (OCV).

Many attempts have been made to understand the nature of oxygen reduction on

the surfaces of MIECs involving small perturbations from equilibrium. Such studies

include oxygen tracer exchange experiments [79] and electrical conductivity relax-

ation [158]. Models used to interpret the experimental data generally use equilibrium

point defect concentrations in phenomenological models at different temperatures and
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oxygen partial pressures.

A model that describes the electrochemical response under large polarization

through phenomenological rate expressions must take into account the internal point

defect interactions coupled with changes to the electrical state as a function of position

and coupled with surface reaction rates. In the past, this problem has been handled

by decoupling the concentration of oxygen vacancies from the other point defects by

assuming some analytical relationship with cathodic overpotential [49] or by enforcing

electroneutrality conditions between only two point defects [103]. Such approaches

are accurate if only two point defects are present or if only one species of point de-

fects (e.g. oxygen vacancies) changes by a large relative amount upon a change to

oxygen partial pressure or cathodic polarization, as in the case of La1−xSrxMnO3±δ

(LSM) [104, 131]. Typically the relationship requires that the oxygen vacancy con-

centration changes as a function of pO
−1/2
2 and that the concentration be small. The

approach needs to be augmented when the concentration of several point defects

change under such large perturbations or if the pO
−1/2
2 trend is not followed over the

entire range of interest. For example, the oxygen vacancy concentration and elec-

tron/electron hole concentration changes which occur in La1−xSrxFeO3−δ (LSF) [119]

and La0.6Sr0.4Co0.2Fe0.8O3−δ (LSCF 6428) [13].

Other factors also influence the complexity of mixed conductors under a bias.

Recent developments in intermediate temperature SOFCs (IT-SOFCs) including in-

filtration of several mixed-conducting phases [62,95] and the efforts to use doped ceria

as a mixed conductor [26,27,176] suggest the need for a method that can handle large

bias including point defect coupling and reaction kinetics, phase junctions, and the

possibility (but not requirement) for nonuniform Fermi levels.

The purpose of this chapter is to propose a framework for numerical simulation of

MIECs with generalized defect chemistry and phenomenological surface rate expres-

sions, under a large electrochemical bias. The goal is to model charge and mass flow
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within a general MIEC material under cathodic bias in an operating fuel cell. This

requires preserving the thermodynamic link between all point defects, electroneutral-

ity, interfacial reaction rates, and internal electronic/ionic transport. The proposed

method should be generally applicable to MIECs of arbitrary geometry of any number

of dimensions, unhindered by point defect complexity, and crafted with the case of

large biases and with the possibility of nonideal MIEC/electrolyte exchange in mind.

Needed for this framework are 1) a convenient way to couple all ionic and elec-

tronic point defects and 2) a method to relate the bulk transport to surface reaction

rate laws. The problem is approached by simplifying the number of equations as

much as possible using the concept of conservative defect ensembles [98]. The re-

sulting electrochemical ensemble potentials are “unpacked” into explicit point defect

concentrations. The point defects are used to determine surface reaction rates, which

serve as boundary conditions for the ensembles. The concept is a general one, but

the following discussion is limited to the case of an ABO3 perovskite with point de-

fects consisting of electrons, electron holes, and oxygen vacancies, e.g. LSF or LSCF

6428 [13, 119]. The proposed approach can be generalized, however, to include any

number of point defects including those bearing protons or oxygen lattice interstitials

with appropriate modification of the ensembles. The approach applies to potentio-

static conditions, a common electrochemical testing requirement.

5.2 Theory

A common assumption is local equilibrium of point defects within a solid, first pro-

posed in the Wagner treatment of mixed conduction [88, 98] . At any location, the

point defects fulfill chemical equilibrium provided that that the equilibration is fast

compared to transport. A large degree of complexity in the point defect chemistry

therefore creates a complicated set of transport equations when several defects are
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considered individually. A homogeneous generation/recombination rate must be in-

cluded when there is the possibility of internal defect reactions. To simplify matters,

conservative defect ensembles were introduced [98] to group together like defects.

Ensembles enable a single continuity equation to be written for each ensemble with-

out the generation/recombination term. The following discussion uses the theory of

conservative point defect ensembles in a novel way to couple with surface reaction

rates and represent important cathode transport processes. It simplifies the trans-

port equations, makes it easier to solve them numerically, while enabling rigorous

agreement with thermodynamics.

5.2.1 Transport

The reader is referred to the original concept of ensembles [98] and a review of ensem-

bles [88] for a general discussion. Appendix B.1 provides details of the formulation

and implications of the ensembles for this particular case. The principal results of

the ensemble formulation are summarized in Figure 25 and described as follows.

Within the ensemble framework, oxygen vacancies belong in the oxygen ensemble,

O∗, while the electronic defects belong to the electron ensemble, e∗. The electrochem-

ical potential of the O∗ ensemble is related to that of oxygen vacancies by

µ̃O∗ = −µ̃v (78)

The electrochemical potential of the e∗ ensemble is related to that of electrons

and electron holes by

µ̃e∗ = µ̃e = −µ̃h (79)

Internal equilibrium between electrons and electron holes is enforced everywhere as a

result of this definition.

According to irreversible thermodynamics, the fluxes of each ensemble are related

to the gradient in electrochemical potential, µ̃, of each ensemble. For this particular
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Figure 25: Definitions and connections between conservative defect ensemble quan-
tities and individual point defect quantities used in this contribution.

case and ignoring cross-coefficients,

−→
J O∗ = −soo∗∇(∆(µ̃O∗)) (80)

−→
J e∗ = −see∗∇(∆(µ̃e∗)) (81)

where ∆ represents a change from the equilibrium value. The transport equations are

in terms of changes from equilibrium because the equilibrium electrochemical poten-

tials do not lead to any flux. The quantities soo∗ and see∗ are the Onsager transport

coefficients from irreversible thermodynamics, related to electrical conductivity. For

the O∗ ensemble,

soo∗ = sv = bvcv (82)

where cv is the concentration of oxygen vacancies and bv is mobility of oxygen vacan-

cies. Assuming that electrons and holes have approximately the same mobility, be∗ ,
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for the e∗ ensemble

see∗ = se + sh = be∗ce + be∗ch (83)

where concentrations are given by ce, ch. In general, soo∗ and see∗ are non-constant

coefficients leading to a nonlinear problem requiring an iterative solution.

Assuming no internal reactions between ensembles, the general continuity equa-

tions in the interior of an MIEC would then be

∂cO∗

∂t
= −∇ ·

−→
J O∗ (84)

and

∂ce∗

∂t
= −∇ ·

−→
J e∗ (85)

where cO∗ and ce∗ are the concentrations of the respective ensembles. At steady state,

no change in ensemble concentration occurs and so the continuity equations are

0 = −∇ ·
−→
J O∗ (86)

and

0 = −∇ ·
−→
J e∗ (87)

Equations 86 and 87 with 80 and 81 must be solved in the bulk of the MIEC for

∆µ̃O∗ and ∆µ̃e∗ at steady state.

At the current collector, the electrochemical potential of the e∗ ensemble should

be fixed by equilibrium with the electrons in the current collector

∆µ̃e∗ = ∆µ̃(CC)
e = zeF∆E (88)

if current collection is ideal, where F is Faraday’s constant. ∆E is the change of

electrode potential with respect to the counter electrode upon cathodic bias.

At the MIEC-air boundary, the flux of e∗ will be set by the rate of electrons

consumed and holes injected during the course of the oxygen reduction reactions
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(adsorption, dissociation, incorporation)

−→
J e∗ · −→n =

∑
k

rk (89)

where the sum is over all rates of surface reactions rk that consume an electron or inject

a hole into the MIEC. Both rates come from phenomenological rate expressions [101].

Likewise, the flux of O∗ is inward

−→
J O∗ · −→n = −

∑
j

rj (90)

where the sum is over all rates of air-MIEC surface reaction rj that consume an oxygen

vacancy, such as incorporation of an adsorbed oxygen into the MIEC lattice.

The MIEC/electrolyte boundary is zero-flux with respect to electronic species

and the outward flux of O∗ is equal to the inward flux of oxygen vacancies rv (see

section 5.2.2.2)

−→
J O∗ · −→n = rv (91)

5.2.2 Local defect concentrations and reaction rates

5.2.2.1 Unpacking the ensembles

The ensemble formulation provides only electrochemical potentials, but there are

several reasons why point defect concentrations need to be known as well. One reason

is that point defect concentrations are required in order to apply phenomenological

rate expressions [101]. Another reason is that the transport coefficients sOO∗ and see∗

are directly proportional to defect concentration in the bulk. The concentrations of

the individual point defects therefore need to be “unpacked” from their ensembles.

That is, they should be extracted from the electrochemical potentials using a specific

point defect model. The point defect model considered here is discussed in detail in

appendix B.2, Equations B-43 through B-45 for the case of LSF/LSCF 6428, but the

discussion is in general very flexible and adaptable to any point defect model. The

following method is proposed to unpack the ensembles into constituent point defect
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concentrations. To the author’s knowledge, unpacking point defect concentrations in

this manner is a novel development.

The quantities µ̃O∗ and µ̃e∗ should be known from the bulk transport solution.

When made into a linear combination with the proper coefficient choice, the sum is

the same as that of µ̃v and µ̃e (the change in chemical potential of oxygen vacancies

and electrons respectively) with the same coefficients (see appendix B.3 for a proof)

2∆µ̃O∗ − 4∆µ̃e∗ = −2∆µ̃v − 4∆µ̃e = −2∆µv − 4∆µe (92)

This quantity corresponds to ∆µsolid
O2

∆µsolid
O2

= −2∆µv − 4∆µe (93)

where ∆µsolid
O2

is the change in virtual oxygen chemical potential in the MIEC. A con-

venient related quantity is the concept of the local effective, internal partial pressure

of oxygen, pOsolid
2 .

µsolid,0
O2

= µ0
O2

+ RTln
(
pOsolid

2

)
(94)

where R is the universal gas constant, T is the temperature and µ0
O2

is from the gas

phase.

Though only a virtual, thermodynamic quantity, pOsolid
2 can be linked to the

local point defect equilibrium and is a convenient substitute description for the local

chemical state of the MIEC. Appendix B.3 provides a rigorous development and

justification for its use. It is expressed

pOsolid
2 = pO0

2exp

(
∆µsolid

O2

RT

)
(95)

where pO0
2 is the partial pressure of oxygen in the adjacent gas phase. The MIEC

with pOsolid
2 would have the same set of point defects as if it were in an unpolarized

state exposed to a gaseous atmosphere with pO2 = pOsolid
2 . Once computed, pOsolid

2

determines the point defect concentrations and therefore provides a convenient link
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between bulk defect ensemble transport and the local defect equilibrium. Fundamen-

tally, this is done through a set of nonlinear defect equations, solved as a function of

local pOsolid
2 .

From a practical standpoint, though, a set of nonlinear equations need not be

solved repeatedly at every point. Instead, the equations can be solved over many pO2

values with the resulting point defect concentrations stored in a list. Local values of

concentration can be numerically interpolated with the list using the spatially vary-

ing pOsolid
2 from Equation 95. Numerical interpolation saves substantial time during

solution of the problem. More details about the implementation of the interpolation

method are given in section 5.2.3.

The value of ∆µe∗ should be computed from the specific point defect model.

Appendix B.2 details how the quantity is derived for the specific case of localized

carriers in LSF/LSCF 6428 considered here. The result is

∆µe = RTln

(
ce

cBsite − ch − ce

cBsite − c0
h − c0

e

c0
e

)
(96)

where the 0 superscript indicates the value prior to application of cathodic polariza-

tion. The local value of ce, of course, depends upon µ̃O∗ and µ̃e∗ and therefore ∆µe

would change with time as a solution progresses. Overpotential changes from being

entirely electrical when ∆µe = 0 at t = 0 to partly chemical, partly electrical as

the solution progresses toward steady state and ∆µe 6= 0. For other materials, such

as those with metallic band structure, the expression for change in electron chemical

potential could look very different and would involve primarily band energetics rather

than configurational terms [86].

In addition to the local point defect concentrations, the local change in electro-

static potential can also be unbundled when the electrochemical potential of the e∗

ensemble is separated into chemical and electrical contributions

∆µ̃e∗ = ∆µ̃e = ∆µe + zeF∆ΦWE (97)
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where ∆µe is the change in chemical potential and ∆ΦWE is the change in internal

electrostatic potential. ∆ΦWE is available by rearranging

∆ΦWE =
∆µ̃e −∆µe

zeF
(98)

The computation of sheet or other resistance is built into these simulations because

∆ΦWE captures the change of electrostatic potential within the MIEC. No additional

consideration such as drift-diffusion is required.

5.2.2.2 Interfacial reaction rates and the electrolyte-MIEC boundary

One reason for unpacking is to use point defect concentrations and electrical potential

in phenomenological models [101] at the interfaces.

The electrolyte-MIEC interface is very important in determining the electrochem-

ical response of a cell. It affects the overall kinetics in several ways. First, it directly

contributes to series resistance of the cell, a phenomenon identified experimentally

by electrochemical impedance spectroscopy [9]. Second, it affects the chemical po-

larization of the MIEC. The second effect is less obvious and will be examined. To

fully describe the response of a cell with resistance at this interface, the kinetics of

ion exchange across it should first be considered.

The MIEC is supplied with oxygen vacancies during operation by electrochemical

pumping from the electrolyte. The purely electrostatic contribution to the change

in electron electrochemical potential in the working electrode, ∆ΦWE, is the driving

force for this oxygen vacancy transfer. The rate has been derived elsewhere [103]

for the case of low oxygen vacancy concentration. However, it must be modified to

account for large absolute changes in oxygen vacancy concentration, such as those

that occur in LSCF. This case is derived rigorously in appendix B.4. The result is:

rv = k0
v

[
cO,m

c0
O,m

exp

(
2αvF

RT
∆χi

)
− cv,m

c0
v,m

exp

(
−2 (1− αv) F

RT
∆χi

)]
(99)

where cv,m is the concentration of oxygen vacancies. The new term cO,m = cOsite,m −
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cv,m is the concentration of occupied oxygen lattice sites and accounts for a signif-

icant change in [Ox
O] upon cathodic bias. The 0 superscript represents equilibrium

values. The variable ∆χi is the change of the electrical potential difference from its

equilibrium value: ∆χi = χi − χ0
i . The definition of χi is

χi = Φelyte − ΦWE (100)

Thus, ∆χi = (Φelyte − ΦWE)−
(
Φ0

elyte − Φ0
WE

)
. Rearranging,

∆χi =
(
Φelyte − Φ0

elyte

)
−
(
ΦWE − Φ0

WE

)
= ∆Φelyte −∆ΦWE (101)

The quantity ∆Φelyte is equal to the Ohmic drop in the electrolyte and is available

from solving the conduction equations in the electrolyte. This assumes no losses

between the counter electrode and electrolyte. The quantity ∆ΦWE is taken from

Equation 98. It is critical to remove the nonelectrical shift of electron energy from

µ̃e/(zeF) = ∆E in order to correctly obtain the change electrical driving force when

oxygen vacancy concentration is large.

The value of both ∆Φelyte and ∆ΦWE must be computed on a local basis. That is,

their values are subject to change based on location due to bulk electrical resistance

within the MIEC and can alter the global response of a cell. The effect has been

investigated in geometrically well-defined cells by modeling [96, 103] and has been

observed experimentally [16,82].

Figure 26 shows how each of these potential drops interact with one another to

form an effective local interfacial ∆χi(
−→x ). The potentials are with respect to the

counter electrode. The total ∆χi(
−→x ) is diminished from ∆E by the nonelectrical

contribution from electrons, ∆µWE
e (CC), the bulk resistance in the MIEC, and the

bulk resistance in the electrolyte. The figure assumes no losses between the counter

electrode and electrolyte.

This method of accounting for change in stoichiometry in the electrical driving

force is directly analogous to the approach taken in modeling of insertion electrodes

93



in batteries [39, 125] and electrochromic devices [31, 122]. In those cases, the overpo-

tential for a surface reaction is determined by subtracting the open-circuit potential

from the applied interfacial potential where the open-circuit potential is proportional

to the chemical potential of the intercalated species.

Figure 26: Schematic diagram of the potentials contributing to local ∆χi on a local
basis, assuming no losses between counter electrode and electrolyte. Potential change
is with respect to the counter electrode.

5.2.2.3 Relationship to Nernst potential approximation

A common approximation in solid state ionics is that the cathodic polarization can

be related to the effective internal oxygen partial pressure of the mixed conductor

through the Nernst potential

η =
RT

4F
ln

pOsolid
2

pO0
2

(102)

where pO0
2 is the equilibrium atmospheric partial pressure of oxygen prior to bias.

The quantity pOsolid
2 is supposed to be the internal pO2 corresponding to the change

to the defect chemistry caused by the cathodic polarization.

The rate expression in Equation 99 can be shown to agree with it in certain

circumstances. Assume first that an MIEC layer has negligible ionic and electronic

transport limitations and so the defect chemistry and electrostatic potential at the

MIEC-electrolyte interface is the same as that found at the MIEC-CC boundary.
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Then, suppose that oxygen exchange over the MIEC-electrolyte interface is facile and

fast, i.e. k0
v is very large. Therefore, under steady state operation, the quantity inside

of the parenthesis in Equation 99 must be close to zero and so

cO,m

c0
O,m

exp

(
2αvF

RT
∆χi

)
≈ cv,m

c0
v,m

exp

(
−2 (1− αv) F

RT
∆χi

)
(103)

Rearranging and recognizing Equation B-40,

∆χi ≈
∆µv,m

2F
(104)

Now, with a further assumption that the counter electrode is low-impedance, then

η = ∆E − ∆Φelyte. Recognizing that without transport loss in the MIEC, ∆E =

∆µ̃e/(zeF), separating chemical in electrical terms of ∆E = ∆µ̃e = ∆µe + zeF∆Φ as

in Equation 97, and employing Equation 101 and 104

η = ∆E−∆Φelyte =
∆µe,m

zeF
− ∆µv,m

zvF
(105)

Equation B-3 implies that the right hand side of the above equation is equal to

η =
∆µsolid

O2,m

4F
(106)

Substituting ∆µsolid
O2,m

= RTln(pOsolid
2 /pO0

2) leads to the Nernst formulation of the

cathodic overpotential in Equation 102. Therefore, the Nernst potential appears

to be a reasonable approximation for the effect of cathodic polarization upon point

defects when these certain assumptions are met. The much more general and detailed

treatment is required whenever ionic and/or electronic transport limitations exist

within the MIEC or when oxygen exchange over the MIEC-electrolyte boundary is

not facile.

5.2.3 Implementation

Coupled numerical multiphysics simulations of one-, two-, or three- dimensions en-

able the simulation of the performance of electrodes of very different geometries.
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One-dimensional simulations may be applied to thin films deposited onto electrolytes

without the need to consider sheet resistance, as in thin-film test cells [9,16,114]. Two-

dimensional simulations may be applied to thin films with sheet resistance [82, 103]

or onto a simple representation of a porous microstructure. Three-dimensional simu-

lations may be applied to full porous microstructure reconstructions. In this contri-

bution, one- and two-dimensional simulations are demonstrated. Three dimensional

simulations are addressed in the next chapter.

For spatial simulations, the commercial finite element modeling software package

COMSOL Multiphysics v. 4.1 was used to solve for ∆µ̃O∗ and ∆µ̃e∗ . This package

has an interpolation function feature in the subdomain useful for interpolating defect

concentrations from local pOsolid
2 (Equations 95 and 93). Interpolation functions

cv = cvlookup(pOsolid
2 ) (107)

ch = chlookup(pOsolid
2 ) (108)

ce = celookup(pOsolid
2 ) (109)

were defined, making use of stored defect concentrations at 500 different pO2 val-

ues, distributed uniformly in log-space between 1 and 10−11 atm. Piecewise cubic

interpolation was used to translate a local value of pOsolid
2 , obtained via Equation 95

and 93, to local point defect concentrations. The fsolve optimization function and

custom code in MATLAB v. R2009b were used to solve the set of nonlinear defect

equilibrium equations (appendix B.2) to provide the interpolation table.

5.3 Results

The transport coefficients soo∗ and see∗ were computed (Figure 27) as a function of

pOsolid
2 compared to their values at pO2 = 0.21 atm using Equations 82 and 83. It

was assumed that the intrinsic mobility be∗ of electrons and holes were identical and

constant. As pO2 is reduced, the oxygen vacancy concentration increases and so does
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soo∗, reflecting the increase in O∗ conductivity due to a large concentration of oxygen

vacancies. A net decrease in ch + ce leads to a decrease in see∗ with decreasing pO2.

The model values of soo∗ and see∗ compare favorably with experimental values

within the region of interest (that is those pO2 values that correspond with rea-

sonable cathodic polarizations through the Nernst relationship). The e∗ ensemble

transport coefficient ratios were derived from the ratios of conductivity versus pO2

for LSCF 6428 reported elsewhere [6, 155]. The O∗ ensemble transport coefficient

ratios were derived from measured oxygen tracer diffusion coefficients, D∗ [12]. The

tracer diffusivity is roughly proportional to sOO∗ because D∗ = fDvcv/cO where the

oxygen vacancy diffusion coefficient Dv us equal to bvRT and f is a structure factor.

Figure 27: Ratio of transport coefficients a) see∗ and b) soo∗ as a function of pO2

to their values at pO2 = 0.21 atm and 1073K. Experimental e∗ ratios derived from
conductivity measurements performed by Lane [85] and Anderson (for LSCF 8228) [6].
Experimental O∗ ratios derived from oxygen tracer diffusivity, D∗, measurements of
Benson [12].

Simulations in 1D representative of a thin-film test electrode were performed on a

1 µm-thick film of LSCF 6428 using various values of interfacial exchange coefficient

k0
v. The rate laws used for the air surface are the same as those used for LSCF in

chapter 4. The resulting electrical portion of polarization ∆Φ, the chemical portion of

polarization ∆µe∗/(ze∗F), effective internal oxygen partial pressure pOsolid
2 , and oxy-

gen vacancy concentration cv at the MIEC-electrolyte interface are given in Figure 28

and are compared to the ideal (Nernst) response to the imposed overpotential. At
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sufficiently large values of k0
v, the simulated response is very close to the ideal behavior

because oxygen vacancy transfer over the interface occurs almost without resistance.

However, for smaller values of k0
v, a larger electrostatic component is required to drive

the interfacial vacancy transfer.

Figure 28: Relevant electrochemical quantities at the buried electrolyte-MIEC inter-
face as a function of cathodic overpotential for different values of rate parameter k0

v.
Units of k0

v are mol m−2 s−1.

The results show that fewer oxygen vacancies are available in the MIEC for oxygen

reduction if the MIEC-electrolyte interface is nonideal. A nonideal MIEC-electrolyte

interface contributes an internal resistance to the overall cathode process and also

affects the chemical state of the cathode. The buried interface is therefore very

important in determining the oxygen reduction properties of the MIEC.

This effect comes about because the change of the electron electrochemical poten-

tial in the MIEC upon application of the cathodic polarization is partitioned according
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to Equation 97 differently depending on k0
v. Figure 28a shows that the purely elec-

trostatic portion of the polarization, ∆Φ, is more negative for smaller values of k0
v

and Figure 28b shows that the chemical portion, ∆µe∗/(zeF), is closer to zero. A

smaller amount of the imposed cathodic polarization is devoted to changing the sto-

ichiometry when the interface is nonideal. As a result, pOsolid
2 is not decreased by

as much as in the ideal case (Figure 28c) and the oxygen vacancy concentration is

smaller (Figure 28d). This in turn affects the rate of oxygen reduction at the MIEC-

air surface, as the concentration of oxygen vacancies is essential for the incorporation

of oxygen ions into the MIEC. The Nernst approximation is a good assessment of

the effect of a cathodic overpotential on the bulk point defect equilibrium only if the

electrolyte-MIEC interface is close to ideal.

Simulated quantities as a function of position in the film are given in Figure 29.

There was a large gradient in ∆µ̃O∗ , driving the flux of O2− from the MIEC-air surface

to the electrolyte-MIEC interface. There was no gradient in ∆µ̃e∗ because electronic

species did not flow in the thickness direction of the film.

Figure 29: a) Simulated ensemble electrochemical potentials ∆µ̃O∗ and ∆µ̃e∗ as a
function of distance from the electrolyte-MIEC interface in a 1-µm thick LSCF 6428
film. b) Derived oxygen vacancy concentration, cv, and electrostatic potential, ∆Φ,
as a function of position. T = 973K, η = −0.3V, k0

v = 100 mol m−2 s−1.

Figure 29b shows that the quantities that contribute to ∆µ̃O∗ had slight gradients.
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The oxygen vacancy concentration, cv, was maximum at the electrolyte-MIEC inter-

face where vacancies are injected. The electrostatic potential component, ∆Φ, was

more negative near the current collector at the MIEC-air surface of the film where it

is applied. The large gradient in ∆µ̃O∗ was associated with smaller gradients in cv and

∆Φ, which have an opposing effect and tend to cancel one another out: a negative

∆Φ produces a positive ∆µ̃O∗ while a positive change in cv results in a negative ∆µ̃O∗ .

Since there was a negative gradient in both cv and ∆Φ with increasing distance from

the electrolyte-MIEC interface, the gradient in ∆µ̃O∗ was positive.

The transport and rate simulation was also implemented onto a simple two-

dimensional representation of a porous electrode microstructure, shown in Figure 30a.

The pores between particles are represented by circles and the reaction rate laws de-

scribed in chapter 4 were applied as boundary conditions. Meshing was performed

in COMSOL with free triangular mesh having a maximum element size of 1.3x10−6

m and minimum size of 6.0x10−8 m on the domain. The set of equations was solved

using COMSOL’s multifrontal massively parallel sparse direct solver (MUMPS). A

bias of η = −0.3V and temperature of 973 K were also used.

The resulting oxygen vacancy concentration, cv, electron hole concentration, ch,

electron concentration, ce, and electric potential, ∆Φ, distributions are shown in Fig-

ure 30b and c. There was large variation of all quantities in the vertical direction

of the electrode, indicating the need to account accurately for the variations in com-

plicated point defect chemistry and electrical state as a function of position. The

big variations are the result of the large thickness of the porous electrode compared

to the film thickness as well as the active electrochemical sites at the pores where

vacancies are consumed by oxygen reduction. the resulting large change in oxygen

content necessitates similar large changes in the concentrations of electronic species

in order to maintain electroneutrality.

As a check on the accuracy, the conservative ensemble method was compared
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Figure 30: a) Simulation domain: simple 2D representation of a porous electrode
microstructure. Computed b) oxygen vacancy concentration, cv, c) electron hole
concentration, ch, d) electron concentration, ce, and d) electrostatic potential, ∆Φ,
in a simple 2D representation of a porous electrode microstructure. T = 973 K,
η = −0.3V.

against the conventional three-equation simulation, which uses dilute drift-diffusion

equations for transport of oxygen vacancies, electrons, and electron holes

∂cv

∂t
= −∇ · (−Dv∇cv − zvFcvbv∇Φm) (110)

∂ch

∂t
= −∇ · (−Dh∇ch − zhFchbh∇Φm) + G

∂ce

∂t
= −∇ · (−De∇ce − zeFcebe∇Φm) + G

where Dk is a diffusion coefficient, zk is the formal charge, and bk is a mobility
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of species k. The latter two equations include a common homogeneous generation-

recombination term [8], G, to account for local disproportionation equilibrium. An ex-

pression for G may resemble other phenomenological rate expressions: G = k0
G[(cBx/c

ss,eq
Bx )2−

chce/(c
ss,eq
h css,eq

e )], where cBx represents the concentration of neutral B-sites and the

superscript “ss,eq” indicates the concentration of electrons or electron holes which

satisfies disproportionation equilibrium and electroneutrality with the local concen-

tration of oxygen vacancies.

The results are shown in Figure 31a and b, computed with the same mesh and

solver as the conservative ensemble formulation. The constant k0
G = 1011 mol m−3 s−1

was used, which was sufficient to ensure that electrons and electron holes were forced

close to local equilibrium with one another as well as fulfilling electroneutrality. The

simulated cv and ∆Φ are close to those simulated by the conservative ensemble

method. Small differences were present, likely associated with the use of the dilute

approximation in the electronic species. The conservative defect ensemble method

therefore appeared to be an accurate and viable alternative to the standard explicit-

defect method.

A benchmark study was also performed to compare the two methods (Figure 31c)

by solving the 2D problem using several mesh element sizes and the MUMPS solver.

The system used for the calculations was a desktop computer with an Intel Core 2

Duo E6600 processor and 2 GB of memory. The conservative ensemble solved for

fewer degrees of freedom and was therefore faster in all cases. Its time advantage

grew as mesh size decreased and degrees of freedom increased. This result suggests

that it would be the preferred method for large-scale simulations such as those on

realistic microstructure where processing speed and memory limit the problem.

Analogous calculations were carried out for LSM 8020, using the same mesh and

solver with the addition of a maximum element size of 2x10−8 m on the MIEC elec-

trolyte boundary. Defect chemistry calculations were taken from [104] and the surface
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Figure 31: Simulated a) oxygen vacancy concentration, cv, and b) electrostatic poten-
tial, ∆Φ, using a conventional three-equation approach. c) Benchmark time required
for solution as a function of maximum mesh element size for the conservative ensemble
and three-equation methods. T = 973 K, η = −0.3V.

parameters used are from chapter 4. Figure 32a gives cv from the conservative ensem-

ble simulation. There was enrichment of oxygen vacancies along the electrolyte-MIEC

interface and close to the first set of pores. Little change to the defect chemistry oc-

curred away from this region. Since cv is very small in LSM, ch, ce, and ∆Φ did

not change substantially across the microstructure. The conservative ensemble and

three-defect methods agreed very closely. This agreement is due to the applicability

of the dilute solution approximation in LSM and the relatively small gradient in ch

and ce.

Figure 32b gives the benchmark comparison. Again, the conservative ensemble

method was faster and required less memory, though it was not as fast relative to

the three-defect method as it was for LSCF. This effect is probably because the
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solution for LSM involved such small gradients in ch, ce, and ∆Φ. It appears that

the conservative ensemble model makes the solution time no worse in this case, but

that its main advantage is in highly coupled problems with large changes to several

defects or electric potential across a microstructure.

Figure 32: a) Simulated oxygen vacancy concentration, cv, in LSM 8020 using con-
servative defect ensemble approach. b) Benchmark time required for solution as a
function of maximum MIEC-electrolyte interface mesh element size for the two meth-
ods. T = 973 K, η = −0.3V.

5.4 Discussion

The strengths of the conservative ensemble method make it a good choice for many

situations, particularly those relevant to the necessities of intermediate temperature

solid oxide fuel cells. This push to reduce cathode operating losses and enable opera-

tion at lower and lower temperatures has led researchers to fabricate novel cathodes

including heterogeneous MIEC interfaces, new materials, and small features sizes with

tenuous particle connections.

5.4.1 Buried interfaces between mixed conductors

The preparation of composite cathodes of such materials as LSM and YSZ, an MIEC

and an ionic conductor respectively, is carried out routinely. Recently, there have been

efforts to combine two different mixed conductors in an effort to improve performance,

in particular using infiltration to achieve multi-phase mixed-conducting composites.
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Examples include composites of LSC and LSM formed by sequential infiltration [62]

and a strategy that for forming a thin, continuous film of LSM on an LSCF backbone

described earlier in this thesis and in [95].

The presence of two mixed conductors presents a modeling challenge especially if

the two materials vary significantly in their point defect chemistries. At the buried

interfaces between the two phases, there is space-charge region where the point defect

distributions must adjust. Strictly speaking, the interface can be modeled using the

Poisson equation and explicit consideration of the point defect concentrations and

electric potential. If the Debye length is very small, which is usually the case for

SOFC MIECs, then the profile can be viewed as a step-change between the two

phases. Such a change is depicted in Figure 33, where interfaces between two oxygen-

vacancy conductors (left) and an oxygen vacancy and oxygen interstitial conductor

(right) are depicted.

Figure 33: Schematic of a buried interface between two MIECs. The transition
between phases is approximated by a step change in point defect concentration, but
the ensemble electrochemical potential is continuous.

Examples of this type of situation include an interface between LSM and LSCF,

where the oxygen vacancy concentration of LSM is far below that of LSCF and would

have to be adjusted accordingly, or an interface between LSCF and NdBaCo2O5+δ,

where oxygen vacancies predominate in the LSCF but oxygen interstitials (O′′i ) pre-

dominate in the NdBaCo2O5+δ [175]. An example for electronic defects could be an

interface between LSC with itinerant electrons, and LSCF, with small polarons.

Simulations explicit in point defect concentration and electric potential will have

difficultly dealing with this problem. Either Poisson’s equation should be solved or
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some relationship would need to be established to relate the concentrations and fluxes

under a steady state - a relationship that would likely reference the equilibrium states

and the continuity of point defect electrochemical potentials across the interface.

The method of conservative ensembles deals directly with an ensemble’s electro-

chemical potential and therefore, if quasi-equilibrium between mixed conductors is

assumed, the interface does not require any complicated procedure. Whereas a large

step change in point defect concentration can exist across the interface, the electro-

chemical potential of an ensemble is continuous. The continuity of the O∗ is depicted

in Figure 33. The conservative ensemble method is therefore easy to use at buried

interfaces. Different methods of unpacking would be used on either side in corre-

spondence to the requirements of each material’s point defect chemistry. Transport

coefficients likewise would be computed differently. The interface merely serves as a

dividing line between unpacking and transport properties/procedures but poses no

additional difficulty associated with correlating a change of state in one phase with

a change in the other. Therefore, the conservative ensemble method is particularly

useful when heterojunctions between different MIECs with different point defects are

present.

5.4.2 New MIEC materials with different point defects

Developing new materials with superior oxygen reduction properties is another way

to increase the performance of the SOFC cathode and anode. Some of these novel

materials derive ionic conductivity via the somewhat conventional oxygen vacancy

conduction mechanism [178]. Others derive ionic conductivity from interstitial oxy-

gen, O′′i [175]. The conservative ensemble method itself does not need to be altered

based upon the type of oxygen or electron defects present. Only the unpacking

procedure should be tailored to the individual material. As depicted in Figure 33,

heterojunctions between phases do no present a problem even different types of point
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defects exist on either side of the interface.

5.4.3 Electronic losses

A common assumption in the simulation of MIEC electrodes is a uniform Fermi

level [5]. This approximation may be appropriate for single-phase mixed-conducting

cathodes composed of materials such as LSC with relatively large particle size, but

may be inappropriate in some cases, such as where the MIEC configuration promotes

Ohmic losses or in cases where electronic conductivity is low. Recently, the case of

mixed conductors infiltrated as a thin coating on a YSZ electrolyte backbone was

simulated [126]. In general, the drop of potential in the mixed conductor was low,

but in some situations there was significant deviation of potential due to the aspect

ratio of the coating. From an experimental study, Smith [147] reported that LSM

cathodes sintered at low temperatures had not only larger triple phase boundary

density and superior electrochemical performance compared to cathodes sintered at

higher temperatures, but also contained particles that were not very well connected to

one another. Such a case–high TPB length, large current densities, and poor particle

connections–increase the likelihood of electronic deactivation due to current constric-

tion [52]. The case will be even more severe when the nonlinear electrochemical

activation effects of a cathodic bias are taken into account.

Doped ceria is a mixed conductor with a large ionic transference number and small

ionic transference number. Its mixed conductivity has prompted it to receive attention

as a candidate to extend the reaction zone away from the triple phase boundaries,

especially in composite anodes [26, 27, 176]. Nonuniform electron electrochemical

potential is by necessity a much more important consideration in this system than

in most perovskite cathode MIECs. The conservative ensemble method is easily

extended to ceria and interfaces between ceria and ionic conductors or other mixed

conductors.
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The conservative ensemble method allows for the solution of nonuniform electron

electrochemical potential, but does not require it. In situations where a uniform Fermi

level is a good approximation, the constitutive equations for ∆µ̃e∗ need not be solved;

rather ∆µ̃e∗ = ∆µ̃CC
e∗ can be assumed everywhere and all unpacking done referencing

the constant quantity. Further gains in computational efficiency over drift-diffusion

would be expected without solving for it. If electronic losses are high, however, the

constitutive equations may be solved in addition to those for ∆µ̃O∗ . No changes to

the structure of the model are required in either case.

5.4.4 Unpacking procedures

In this chapter, unpacking is used in the bulk of the mixed conductor and on the sur-

face identically, assuming that the bulk defect chemistry prevails everywhere. This

assumption might not always be adequate, particularly at gas-exposed interfaces.

Space charge seems to play a role in the electronic and ionic concentration distri-

butions in doped ceria [176]. Oxygen vacancy formation energy in some materials

could be more favorable at surfaces [91]. These factors could cause the point defect

chemistry that prevails at the surface to differ from that of the bulk.

Fortunately, electrochemical potential is constant from the bulk to the surface,

which is another advantage of the conservative ensemble method. Different unpack-

ing procedures may be employed on the surfaces, reflecting changed point defect

equilibrium constants or distributions due to space charge. For the former, slightly

different defect equilibrium equations should be solved. For the latter, the bulk defect

concentrations may be altered by an analytical expression relating Poisson’s equation

to defect distributions in the space-charge region.

Transport coefficients of each ensemble in the bulk were also related to changes

in point defect concentration. The prediction appears to agree acceptably with the

data, but there is no absolute requirement for an analytical expression. It is possible
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to interpolate effective conductivities of each ensemble instead of concentrations used

to analytically calculate transport coefficients. This would allow the use of empirical

conductivities based on pO2, which could more accurately fit data if a specific point

defect model is in question.

5.5 Conclusion

A comprehensive approach was proposed to handle mixed ionic-electronic conducting

cathode materials with complex defect chemistries under large cathodic polarizations

and arbitrary geometries. Conservative defect ensembles were used to treat trans-

port in the bulk of the MIEC. Local equilibrium was assumed in order to extract

local point defect concentrations from the resulting transport calculations. The point

defect concentrations were used to determine transport coefficients for the nonlinear

transport problems as well as inform phenomenological rate expressions at the bound-

aries. The particular case of a nonideal electrolyte-MIEC interfaces was examined.

In certain simple situations such as thin film and ideal electrolyte-MIEC interface,

this approach reduces to that predicted by the Nernst potential approximation. This

approach is particularly useful when the MIEC-electrolyte interface is nonideal, when

the electrode faces bulk transport limitations, or when the point defect chemistry of

the cathode material is very complicated. It shows good agreement with the conven-

tional three-equation simulation and is a faster and less memory intensive alternative.
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CHAPTER VI

FINITE ELEMENT SIMULATIONS CONFORMAL TO

REALISTIC MICROSTRUCTURE

6.1 Introduction

The performance of an operational electrode is determined critically by the porous 3D

microstructure. Important factors include exposed catalyst surface area, facility of

gas-phase transport, connectivity of particles, and length of TPB lines. The complex-

ity of mass and charge transport inside and on the surface of the solid phase is illus-

trated in Figure 1. Many strategies have been employed to optimize the microstruc-

ture including formation of composite electrodes, functionally graded microstructures,

and infiltration of active electrode phases on electrolyte scaffold. Optimization of the

electrodes is a very difficult task because many of the important features compete

with one another; for example, surface area may increase at the expense of gas-phase

diffusion.

Modeling on an electrode level [48, 145] is useful for understanding performance.

In particular, equivalent circuit models [92,151] describe the performance based upon

linearized parameters. Another model type for MIEC electrodes is based upon porous

electrode theory (the ALS model) [5] and uses homogenized microstructural parame-

ters and linear irreversible thermodynamics in reaction rates. This is particularly true

when the electronic conductivity is very large and a uniform Fermi level is assumed,

when the ionic transference number of the mixed conductor is very high, and when

the geometric feature size is much smaller than the characteristic length of ambipolar

diffusion. The 1D porous electrode theory does not adequately describe the results

when these conditions are not met [94]. Local variations of important electrochemical
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quantities on the length scale of particle features can be large [58], with important

implications upon the global electrochemical response. Homogenized models neglect

the fine details of the microstructure and can lack detailed predictive capability.

For this reason, simulations which use the digital representation of microstructure

are becoming relevant and important. 3D reconstruction by focused ion beam/scanning

electron microscope (FIB/SEM) [57,169] and x-ray computed tomography (XCT) [58]

is a recent and promising development to generate accurate digital microstructural

images.

Recently, researchers began to use the 3D reconstructions as the domain for elec-

trochemical simulations using the Lattice-Boltzmann method [58,70,143] or the finite

element method [69, 139]. The former has been applied primarily in the anode using

models developed for nickel patterned electrodes, gas diffusion, and ionic transport.

The latter has been applied to an LSCF cathode using effective linear irreversible

thermodynamic parameters (not detailed reaction rates) based on surface exchange

and tracer diffusion coefficients. There is not yet agreement on the best way to

carry out these simulations, or on which quantities to simulate. The objective of this

chapter is to provide some analysis and develop an efficient, accurate, and tractable

approach.

Such simulations can corroborate the accuracy of homogenized models and, when

homogenized models break down, provide the most accurate and detailed means of

simulation. The detailed microstructure may also be able to act as a sort of well-

defined electrode in and of itself: the a priori digital representation of explicit mi-

crostructural geometry might allow fundamental study. The ultimate goal is to use

the 3D geometry for numerical simulation of electrode performance in engineering

design, in conjunction with detailed, mechanistic, nonlinear phenomenological rate

expressions serving as boundary conditions and informed by parameters derived from

patterned or porous electrodes.
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In this chapter, options for a multi-scale modeling approach which enable the

transport equations to be solved conformally on a porous structure informed by elec-

trochemical boundary conditions are developed. The focus is on flexibility and the

ability to include both a surface and a bulk pathway. The use of commercial and/or

open-source software packages is considered to be preferable to custom code where

it is possible to use them. Packages are easier to use, lead to faster development

times, and allow easy duplication, verification, and use of the simulation once it is

publicized. One principal goal of this work is to develop a methodology that is as

easy to use a possible.

COMSOL Multiphysics is a commercial software package that provides flexibility

to couple volumes, surfaces, edges, and points with a variety of physics. It is also

compatible with MATLAB and therefore scriptable. The electrochemistry problem

of interest here is very multiphysics in nature: bulk transport equations must be

coupled with species existing on the surfaces, both of which must be coupled with

surface and boundary reaction rates, all subject to nonlinear constraints. COMSOL’s

unique capabilities provide an excellent and commonly accessible platform for the

necessary model considerations and will be used in the subsequent analysis.

Three methods are considered. The first is “voxel-by-voxel,” which is popular

for interpreting magnetic resonance imaging (MRI) and computed tomography (CT)

scans of biological tissue. The second is extrusion of slices. The third is direct meshing

of the structure. Of the three, direct meshing is the most promising. Analysis is

performed to establish how meshing is best performed on 3D reconstructions of porous

electrodes with important heterogeneous interfaces.

6.2 Experimental

Porous electrodes were fabricated to provide realistic geometry for simulations. The

electrodes were composed of single-phase commercial La0.85Sr0.15MnO3±δ powders
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spray coated upon a dense YSZ (Daiichi) electrolyte mechanically polished to a 0.05

µm finish. The slurry was composed of 1 g LSM powder, 30 g ethanol, and 0.5 g of

10% polyethylene glycol and was sprayed onto masked samples using an airbrush and

nitrogen gas with pressure 10 psi. The samples were sintered at 1150◦C for 2 hours

and had thickness of approximately 7-10 µm after heat treatment.

Some samples were characterized by scanning electron microscopy (SEM) in 2D.

The pores of the electrodes were impregnated by Allied Technologies EpoxySet resin/hardener

and allowed to cure overnight. EpoxySet was chosen because the dimensional change

upon curing is very small and appropriate for preventing damage to a finely porous

microstructure. The samples were then mechanically polished normal to the plane

of the dense electrolyte with an Allied Technologies MetPrep 3 down to a 0.05 µm

alumina final polish. The surface of the sample was then cleaned with Allied Mi-

croOrganic Soap and wiped with a clean, gloved finger in order to remove residual

polishing media. Silver paint was applied to the epoxy plug around the area of inter-

est to reduce charging. A Leo 1530 scanning electron microscope was used to examine

the polished cross section of the electrode. A representative image is shown in Figure

34.

Some samples were sent to Professor Wilson Chiu at the University of Connecticut

for 3D x-ray microtomography as part of the US Department of Energy Heteroge-

neous Functional Material (HeteroFoaM) Center, an Energy Frontier Research Center

(EFRC). Details of the procedure have been reported elsewhere [58]. Two views of a

portion of the reconstructed representative volume element (RVE) is shown in Figure

35. The 3D reconstructions form the domain for coupled electrochemical simulations

conformal to the microstructure.

Electrochemical impedance spectroscopy was performed at high temperature by

Dr. Dong Ding in ambient air using pressure-contacted platinum mesh current col-

lectors. Impedance spectra normalized to area per electrode and without the Ohmic
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Figure 34: Polished, epoxy-impregnated porous LSM electrode on YSZ electrolyte.

portion at 600, 700, and 800◦C are shown in Figure 36a-c. The plot of the polariza-

tion resistance versus inverse temperature is given in Figure 36d. The shapes of the

impedance loops changed somewhat with temperature, but the polarization resistance

was Arrhenius.

6.3 Pseudo voxel-by-voxel approach

The voxel-by-voxel approach was examined in conjunction with the microstructural

data. The method involves an area (2D) or volume (3D) partitioned into pixels/voxels

which contain phase information. Individual voxels are used as hexahedral mesh ele-

ments for a 3D FEM simulation. This method is particularly common in mechanical

simulations [55, 78, 107], especially of medical images [32, 59, 78, 127]. No surface

smoothing is used because the mechanical properties of interest tend to not be very

sensitive to surface roughness.

The voxel-by-voxel method has several disadvantages. The first is that the mesh

114



(a) (b)

Figure 35: Two views of a portion of the representative volume element. The porous
LSM electrode is shaded gray and the dense YSZ electrolyte is white. Side length is
1.9 µm.

size is fixed and cannot be easily expanded or refined. As an example, the recon-

struction in Figure 35 is 101 voxels to a side, leading to solid-phase voxels numbering

on the order of 106. A voxel-by-voxel mesh derived from this data is extremely fine,

which leads to inefficiencies in the FEM solution and limitation to smaller problems

than necessary in 3D. Another disadvantage is that the voxel-by-voxel method is

inherently volume-based. In systems where surface phenomena are important, this

method may introduce artificial roughness or other artificial features.

6.3.1 Consolidation

To avoid the burdensome number of elements associated with true voxel-by-voxel

meshing, a variant of the voxel-by-voxel method was implemented. Instead of con-

structing the mesh directly from pixels/voxels, a COMSOL drawing geometry was

instead constructed from geometric primitives. For every pixel/voxel, one primitive

was placed with coordinates matching those of the voxel to build the entire struc-

ture. An algorithm was developed to consolidate neighboring pixels/voxels into larger

rectangles/prisms where possible.
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(a) (b)

(c) (d)

Figure 36: Area-normalized polarization resistance per porous LSM electrode: a)
600◦, b) 700◦, c) 800◦, d) as a function of inverse temperature.

The process of consolidation is illustrated schematically in Figure 37a. The algo-

rithm for this process searches the geometry by individual pixels/voxels and at each

pixel/voxel the algorithm checks to see if other pixels/voxels of the same type are

adjacent to it and available for expansion. A pixel in 2D with same type neighbors in

the north, northeast, and east positions can expand north and east doubling its side

length and eliminating the three other voxels (step 1a). The expanded primitive is

then evaluated for subsequent expansion from side length two to three and the pro-

cess is continued until expansion is no longer possible. If expansion in both directions

is not possible, expansion in one direction only is evaluated (step 1b). When the

primitive can no longer be expanded in any direction the algorithm moves to the next

voxel (step 2). Consolidating features in this way led to primitives with side length

much longer than one voxel length and therefore the elimination of a great number

of individual voxel-sized primitives. This sped up the execution of geometry creation
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significantly.

(a)

(b)

Figure 37: Consolidation in the pseudo voxel-by-voxel method. a) Schematic diagram
illustrating the steps required to consolidate the LSM phase into larger primitives. b)
Consolidated 2D microstructural cross-section (c.f. Figure 34 and 39) with internal
boundaries enabled for illustration purposes.

After consolidating the primitives, they are joined together with the union com-

mand to make one large drawing geometry object with boundaries equivalent to that

of the actual microstructural image. Internal boundaries are deleted to conserve

memory and facilitate the application of physics. Figure 37b shows a created geom-

etry without the internal boundaries deleted for the purpose of illustration. There

are far fewer consolidated primitives comprising this structure than the number of

starting pixels. The resulting compiled drawing object has many vertices, faces, and

boundaries due to the underlying roughness at the pixel level.
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6.3.2 Automated feature identification

The problem of interest here is inherently heterogeneous. Reactions at the TPBs take

place along edges of the mesh but are coupled to surface diffusion occurring along

faces and to bulk transport of point defects occurring in volumetric subdomains. The

simulation absolutely requires some way to automatically detect geometric feature

types, count and organize them, and apply the appropriate physics in an automated

manner.

Many geometric features are generated by the creation of a mesh or COMSOL

geometry by any means. These features include faces, edges, and vertices. Due to

the number of different types and the inherent stochastic nature of their locations,

MATLAB code was written to interpret the geometry object and apply physics, mesh

the structure, and solve the problem. Automation with a script ensures rapid execu-

tion of the simulation and inclusion of all important features, as opposed to manual

assignment which is slow and prone to errors.

The first part of the script consisted of identification of the various geometric

subfeatures. The adjacency matrix of the object was used to determine adjacency of

vertices to one another, edges, and boundaries, adjacency of edges to boundaries, etc.

Determination of a feature’s type was based primarily on adjacency. For instance, a

face shared between the LSM and YSZ subdomain is automatically recognized as an

LSM-YSZ interface. The appropriate boundary conditions, rate equations, and other

physics are assigned to it. A TPB edge is recognized because it is shared between

an LSM-YSZ interface boundary, an air-exposed LSM boundary, and an air-exposed

YSZ boundary.

The order of assignment was as follows: subdomains, vertices, boundaries, edges.

Vertex assignment generally required knowledge of adjacent subdomain types. Like-

wise, boundary assignment required knowledge of adjacent subdomain and vertex

types. Edge assignment required knowledge of adjacent subdomain, vertex, and
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boundary types.

In some cases the coordinates of the vertices were used to determine type instead

of adjacency. For instance, some vertices reside on symmetrical boundaries where the

position is fixed at a certain x-, y- or z- value. The fixed value identified the vertex

as being located on the side.

The process of feature assignment is illustrated schematically in Figure 38. Sub-

domains are recognized by the original volumetric voxel-based data. Vertices are

recognized (left) based on subdomain adjacency (e.g. TPB, LSM-air, YSZ-air), lo-

cation (e.g. LSM-side), or a combination of both (e.g. LSM-YSZ interface side).

Boundaries are then recognized (right) based upon adjacent subdomain and vertex

types.

Figure 38: Schematic illustration of automated feature assignment. Vertices are as-
signed (left) based upon adjacently with subdomains and/or coordinates. Boundaries
are then assigned (right) based upon adjacency with those vertices and the subdo-
mains.

Once the geometric features were identified the next step in the scripting is to

apply physics to them based upon their identities. A representative example is that

of TPB edges. The set of all TPB edges was established in the previous identification

step. The TPB rate expression was assigned to the set. Various model couplings that
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depend on the TPB rate were associated with these subfeatures so that the coupled

surface transport etc. were linked in an automated fashion.

6.3.3 Meshing and solution in 2D

The geometry was then meshed using the built-in COMSOL meshing functions with

a free triangular mesh. The mesh elements could be on the order of voxel size or

smaller near critical heterogeneous features such as TPBs and be much larger than

the voxel size in the bulk away from interfaces. Rectangular mesh elements derived

from the true voxel-by-voxel approach would by definition be very small even away

from interfaces. After meshing, the problem was solved using one of the built-in

nonlinear solvers. Solving and postprocessing were also automated using MATLAB

script.

This method of solving the problem worked effectively in 2D cross sections. The

microstructure was represented adequately and the solution converged. Figure 39

shows an example applied to a polished cross section from an SEM micrograph (see

Figure 34). ImageJ software (developed by the National Institutes of Health) was used

to threshold the micrograph into a binary image shown in Figure 39a. A portion of

the binary image was converted using the custom script and the described procedure

into the conformal COMSOL model with the geometry shown in Figure 39b, which

demonstrates that the geometry was adequately represented. Figure 39c shows the

mesh applied to the structure. Figure 39d shows the solution of a surface transport

problem along the air-exposed boundary of the MIEC. The shaded line represents

fractional absorbed surface oxygen concentration. The concentration is at its equilib-

rium value (red) on the surface far from the TPBs. It is depleted (blue) close to the

TPBs reaching a minimum at the heterogeneous interface where the adsorbed oxygen

is reduced.
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Figure 39: Implementation of the pseudo voxel-by-voxel method. a) Binary, thresh-
olded polished SEM cross section (using original image in Figure 34) with LSM shaded
white and pores shaded black. b) COMSOL model geometry of a portion of the binary
image built from constituent binary pixels. c) Meshed microstructure. d) Simulated
fraction adsorbed oxygen concentration on the surface of the porous LSM represen-
tation.

6.3.4 Extension to 3D

The pseudo voxel-by-voxel algorithm with consolidation was implemented in 3D. An

example of a structure built using this consolidation is shown in Figure 40. Consoli-

dation most often led to the formation of columns one or two voxels wide due to the

irregularity of 3D particle shape.

Though successful in 2D the time required for compilation of the geometry was

large in 3D. Most of that time was required for the creation and union of geometric

primitives representing voxels and construction of the mesh. Unfortunately, the time

requirement was prohibitive. This necessitated the use of a different approach that

could run faster with less severe memory requirements.

121



Figure 40: 3D microstructural reconstruction built using pseudo voxel-by-voxel
method with consolidation.

6.4 Slice extrusion

As an alternative to constructing a 3D solid from component volume primitives, a

method using the Bezier polygon feature in COMSOL was developed. A Bezier poly-

gon is constructed from individual line segments defined by vertices forming a closed

loop. The Bezier polygon can have convex or concave shape and can be quite complex

depending on the number of constituent line segments that form its boundary. The

Bezier polygons may then be extruded, providing an approximate representation of

the 3D microstructure.

MATLAB script was written to trace particle boundaries from a 2D cross section

image. An original image is shown in Figure 41a. The algorithm for the tracing

chose one particle at a time and selected one starting point on the particle boundary.

It proceeded around the boundary in a clockwise direction from boundary point to

boundary point. Once a predetermined x- and y-distance from the starting vertex

was reached, that vertex was made the end vertex of the first line segment. The next

line segment started at the point and queried subsequent boundary vertices in the

clockwise direction until the x- and y-conditions were reached for the ending vertex.
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This process was repeated around the entire boundary of a particle until arriving

again at the original starting vertex. The result was a Bezier polygon approximating

the particle. This tracing process is demonstrated in Figure 41b. The constructed

model geometry formed from Bezier polygons for the whole cross section is shown in

Figure 41c.

(a) (b)

(c) (d)

Figure 41: a) Original 2D x-ray microtomography slice from the near-interface region
of the porous LSM-YSZ cathode. b) Bezier polygon tracing of a single 2D particle.
c) Model geometry constructed from LSM particles approximated in 2D with Bezier
polygons. d) Bezier polygons extruded by three voxel lengths.

After tracing the particles, the polygons were extruded in the z-direction using the

built-in COMSOL work plane and extrusion features called by MATLAB script. The

extrusion distance depended upon the accuracy desired for the 3D approximation. For
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maximum accuracy the extrusion distance would be one voxel side length. Sacrificing

accuracy for the ability to include a larger portion of the microstructure, the extrusion

distance could be several multiples of the voxel length. Figure 41d shows an extrusion

consisting of three voxel lengths. Another extrusion would then be stacked on the first

extrusion and more extrusions subsequently stacked in order to reconstruct a fully

3D geometry. If the extrusion length is greater than one voxel length, information

from intermediate slices is necessarily discarded.

Figure 42a shows the 3D geometry reconstructed by extruding slices. An artifact

of the procedure was that the junction of the slice extrusions was sharp. The sudden

changes force the surface mesh (Figure 42b and c) to be very fine in the regions close

to the unions. Figure 42d shows the solution of a surface transport problem, which

was successfully compiled and solved.

The method of slice extrusion was much faster in 3D than the pseudo voxel-by-

voxel method. However, where the extrusions meet is often a sharp interface and

creates unnecessary and inaccurate geometry complications, forcing the mesh to be

much finer in these regions thus restricting the capability of this method. Since

tracing the surface and approximating its features was successful in 2D, a method of

analogously approximating the surface in 3D was desired. Using such an approach

would eliminate the complications arising from sharp transitions between slices.

6.5 Direct reconstructive meshing

The standard process flow in COMSOL is to construct a geometry using built-in CAD

tools or by importing a geometry from a CAD program, input physics and establish

the domain of application, mesh, solve, and postprocess. The geometry step requires

the user to draw a geometry with geometric primitives such as rectangles, circles,

and prisms and/or with somewhat more sophisticated tools such as Bezier curves.

This process flow is different from the flow of other FEM packages such as Abaqus or
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(a) (b)

(c) (d)

Figure 42: a) 3D reconstructed geometry built by extruding Bezier polygons on 2D
cross sections. b) Surface mesh applied to the 3D reconstruction with a close view of
a portion of it in c). d) Surface simulation result on the reconstructed microstructure.
Axis length dimensions in m.

Nastran where the starting point is a mesh. The mesh used with those packages can

can be generated by an external application such as Patran.

There are MATLAB commands available, however, to establish a mesh in COM-

SOL without the initial geometry step. Physics may be applied directly to a mesh

built with these commands. The four key relevant commands are listed in Table 3.

The ‘tet’ argument creates a 3D tetrahedral mesh in the container mesh. The mesh
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Table 3: COMSOL version 4.1 MATLAB interface commands for direct tetrahedral
meshing.

Command Role
mesh.data.setVertex(vertex array) Create node array with

coordinates in vertex ar-
ray

mesh.data.setElem(‘tet’, elem. array) Create elements with
nodes indexed to vertex
coordinate array

mesh.data.ElemEntity(‘tet’, phase array) Assign subdomain num-
ber to elements

mesh.data.createMesh Create mesh with the
specified structure

can be made 3D hexahedral using ‘hex’, 2D triangular using ‘tri’, etc., with appro-

priate modification of the vertex coordinate dimension in vertex array and number

and coordination of mesh nodes in elem. array. Once a mesh is constructed with

these commands, physics may be applied to the subvolumes, boundaries, edges, and

vertices as usual but without referring to a drawing object. The FEM problem may

be solved without any additional meshing.

Direct meshing can be performed analogously to the voxel-by-voxel method using

hexahedral elements derived directly from 3D volume microtomography data. This,

however, leads to a very large number of elements. The reconstruction in Figure 35

is 101 voxels to a side, leading to solid-phase voxels numbering on the order of 106.

An alternative to direct voxel-to-hexahedron meshing is reconstructive tetrahedral

meshing. The microstructure is approximated by the mesh rather than preserving all

of the original data. This process can result in fewer mesh elements but preserve a

satisfactory rendering of a particle volume and its surface.

Such a procedure is a challenging one, however. It requires first the meshing of a

surface with triangular face elements. Then, a volume mesh is created for the interior

using the surface triangular mesh as a base for tetrahedral volume elements adjacent

to the surface, then meshing the rest of the volume with tessellating tetrahedra. The
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algorithm for such a process is difficult and time-consuming to develop.

Fortunately, the open-source package iso2mesh was developed elsewhere for creat-

ing such volume meshes from MRI and CT data and provides the necessary function-

ality [44, 45]. This package is a toolbox assembled for MATLAB or Octave. Its core

feature operates on a 3D data array of binary or grayscale voxels by reconstructing

the surface as a triangular mesh and then forming a tetrahedral volume mesh from it.

Though not developed for use with COMSOL, iso2mesh is directly compatible with

it: it returns an array of node coordinates and list of element nodes and COMSOL’s

direct meshing feature requires the very same information.

COMSOL with iso2mesh is a combination of commonly available software packages

that performs the difficult task of meshing and solving a microstructure-conformal

FEM problem. The possibility of error is minimized due to the rigor involved in

developing wide-release packages. Furthermore, any procedures developed for dealing

with porous electrodes are portable and widely usable. In order to apply the physics

specific to this problem, though, there is custom coding that must be performed but

it is minimized by these packages.

6.5.1 Mesh parameters, quality, and modification: test geometries

Prior to applying the packages onto microstructure, some assessment of the mesh qual-

ity is important. The mesh should be sufficiently fine to capture the important details

but coarse enough to minimize processing time and memory usage. Section 6.5.1.1

describes the effort to understand the meshing parameters leading to the best de-

scription of single-phase microstructure. Section 6.5.1.2 describes the assessment of

heterogeneous interfaces between the active phase and electrolyte. Some modification

of the mesh was necessary in order to provide a physically accurate representation of

the interface and several methods for locally modifying the mesh are detailed.
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6.5.1.1 Single-phase meshing

The test geometry should provide easy calculation of ideal surface area and volume to

which the surface area and volume of the generated mesh can be compared. Simple

3D geometric shapes divided up into voxels are useful for this task.

Particles are usually thought of as spheres and porous electrodes are often approx-

imated by packing spheres together. Spheres are therefore the first and most obvious

choice for test shapes. The division of spheres into voxels presents a challenge, though,

because the size of the voxels determines the agreement of volume and surface area

with the ideal shape. As the voxel size gets smaller, the volume and surface area of

the voxelated object approaches that of an ideal surface but never quite equals it as

long as the voxel length is nonzero and the surface is curved.

The microtomography data provided for the porous LSM electrode is restricted

to a certain voxel size (19 nm) and is therefore not subject to optimization. Only

this voxel size is of interest. It would be difficult to compare a mesh generated from

a 19-nm voxelation of a sphere to the ideal sphere values because the voxelation step

introduces some error.

Rectangular prisms of integer voxel side length were chosen for this task because

the voxelated structure is identical to the ideal structure. Volume data was generated

and passed to the vol2mesh function, part of the iso2mesh package. The volume and

surface area of the generated mesh were then computed and compared with the ideal

prism values.

The meshing parameters passed as arguments to the vol2mesh function determine

the characteristics of the produced mesh. The threshold determines how the boundary

between different phases is placed. When using binary data where 1 represents a solid

voxel and 0 represents a pore voxel, the threshold should be a fractional value in the

interval [0,1]. Closer to 1 moves the interface nearer to the solid phase, closer to 0

moves it nearer to the pore. A value of 0.5 places the interface evenly between the
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two phases when the surface is flat but can lead to corners and edges being cut off.

A threshold slightly lower than 0.5 compensates for lost corners and edges. A second

parameter is maximum triangle size, which determines how large the triangles in the

surface mesh may be. The third parameter is maximum tetrahedron volume which

determines how large the tetrahedral elements inside the volume may be.

Several test prisms were used to evaluate the meshing. The first was a prism

comprised of 10 x 10 x 10 voxels, which represents a particle with small aspect ratio

having a feature size of approximately 190 nm. A second prism was comprised of 5 x

5 x 50 voxels, representing a particle with large aspect ratio 95 nm wide and 950 nm

tall. These prisms are meshed with varying degrees of fineness in Figures 43 and 44,

respectively. The fidelity of the reconstruction is very good with a maximum triangle

size of 1 and degrades as the triangle size increases. More elements and node points,

or course, are required with the finer meshes leading to higher quality. A desirable

set of mesh parameters is one that uses the minimum number of elements required to

provide sufficient fidelity. An initial qualitative inspection suggests that a maximum

triangle size of 1.5 or 2 with threshold of 0.3 may meet this requirement. Larger

prisms were also examined: 20 x 20 x 20 (380 nm to a side) and 50 x 50 x 50 (950

nm to a side). Allowable surface element size was larger than 1.5 or 2 in these cases:

3 or 4 is suitable.

The test prisms were meshed with various parameters using vol2mesh a “dummy”

COMSOL model was established in the meshed geometry using simple physics and

integration coupling variables. The integration coupling variables accurately deter-

mined surface area and volume of the meshed object by integrating a scalar value

of one over the subdomain or all surfaces, respectively. The results of the dummy

simulation were discarded, except for the volume and area data.

Figure 45 shows these computed quantities as a function of surface element size.

Several binary thresholds were examined. The solid horizontal line indicates the
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(a) (b) (c)

(d) (e)

Figure 43: Single-phase 10 x 10 x 10 prism meshed with progressively finer meshing
parameters.

volume or surface area of the ideal prism, while the dashed lines represent 10% above

or below ideal. Each binary threshold value has a range of maximum face triangle

sizes which cause the volume and surface area of the meshed structure to be within

10% of ideal. The vol2mesh function is therefore capable of producing an acceptable

representation the test structures.

Generally a lower threshold allows a coarser mesh to be used and still have an

adequate surface area and volume. Low-aspect-ratio structures are less sensitive to

the meshing parameters. The 5 x 5 x 50 prism (Figure 45c and d) meshing failed

to render part of the structure using triangle size between 4 and 6 depending on the

threshold whereas the meshing of the 10 x 10 x 10 prism (Figure 45a and b) did not
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(a) (b) (c) (d)

Figure 44: Single-phase 5 x 5 x 50 prism meshed with progressively finer meshing
parameters.

fail. Larger structures are less sensitive to mesh parameters than smaller structures

- a 50 x 50 x 50 prism (Figure 45g and h) does not have as much variance as a 10 x

10 x 10 prism. In fact, surface triangle size up through 6 produces adequate results

for the 50 x 50 x 50 prism. The same is true to a lesser extent for the 20 x 20 x 20

prism (Figure 45e and f), which gets reasonable results with a triangle size of 3 or 3.5.

Thresholds of 0.3 and 0.4 with triangle sizes of 1.5 or 2 produced adequate results

for all of the structures, demonstrating a compromise between fidelity and element

size. Larger triangle sizes may be used for geometric features above approximately

10 voxels to a side.

6.5.1.2 Heterogeneous interface meshing

After establishing satisfactory parameters for the meshing of a test particle consisting

of one phase, the meshing of two-phase structures was examined. The same test

prisms were used but were divided into two subdomains based upon the y-coordinate

of element centroids. If the centroid was below a certain y-value it was assigned to

“phase 1”, which represented YSZ. Those elements with centroids above the y-value
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 45: Single-phase mesh characteristics a) 10 x 10 x 10 voxel prism volume, b)
10 x 10 x 10 voxel prism surface area, c) 5 x 5 x 50 voxel prism volume, d) 5 x 5 x 50
voxel prism surface area, e) 20 x 20 x 20 voxel prism volume, f) 20 x 20 x 20 voxel
prism surface area, g) 50 x 50 x 50 voxel prism volume, h) 50 x 50 x 50 voxel prism
surface area.

were assigned to “phase 2” representing LSM.
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This method of assigning elements produced acceptable partitioning of the vol-

ume and surface area between the phases. Despite the good agreement between

volume and surface area, however, the phase 1-phase 2 interfacial area was larger

than expected. The error was caused by the method of assigning the elements to

their respective subdomains. The use of element centroids leads to a jagged interface

where elements with centroids just above or just below the ideal interface line were

assigned to different phases and the faces they shared in common became the phase

interface.

Parts a and b of Figure 46 show the roughness of the interface after meshing.

Part a demonstrates the jaggedness of the TPB line on the sides of the prisms. Part

b gives a side view of the prisms using transparent mesh faces so that the interface

between the two phases is seen by “looking through” the structure. In both sets of

images phase 2 is highlighted in red while phase 1 is white. The interface is where

they meet.

For an electrochemical system where the surface pathway is important, accu-

rately representing the TPB is important. Furthermore, the capacitive response in

AC impedance spectroscopy is in large part determined by the interfacial area and

accurately representing it is important as well. A method of correcting the interface

representation was developed to try to optimize the interface representation.

Meshing both phases at once and then assigning elements to either phase was

the only practical method of handling the heterogeneous interface. Meshing either

phase separately leads to nodes with disparate coordinates and elements that do not

share the same nodes. There is no registry between the two separate meshes, which

means there can be no coupling of the physics. Custom code could be written to

force registration, but would be very complicated and defeat the purpose of using

commonly available commercial and/or open-source software tools.

Instead of writing a complicated custom script, a simpler script was written to
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(a) (b)

(c) (d)

Figure 46: Two-phase meshed 20 x 20 x 20 prism with one of the two phases high-
lighted. Prism with no additional interfacial processing: a) surface mesh view, b) side
transparent view showing interfacial roughness. Prism with all interfacial operations
applied: c) surface mesh view showing smoother TPB line, d) side transparent view
showing reduced interfacial roughness. Threshold = 0.4, max. triangle size = 3.

take the one mesh, divide it into two phases, and correct the interface. In this

way the advantage of using the software package was preserved with only minimal

modification made by custom code. The ultimate outcome of this effort produced a
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smoother interface, depicted in parts c and d of Figure 46.

Several methods were developed in order to achieve these results. The first method

involved interface smoothing. Nodes belonging to projections of one phase into the

other were moved towards the ideal interface line to reduce roughness. A 2D schematic

illustration consisting of two triangles of the electrode (gray) phase is depicted in

Figure 47a. The dark circle labeled A represents the node they share with the adjacent

electrolyte elements. The star represents the average of the centroids of the two

triangles that comprise the projection. The nodes labeled B are adjacent non-interface

nodes. The smoothing method consisted of moving the shared node A toward the

average of the element centroids by some fraction (“smoothing fraction’) of the line

connecting them, depicted in Figure 47b, where node A is moved from its previous

location (dashed circle) to a new one. Performing this operation smooths a jagged

interface but does not change the phase affiliation of adjacent elements.

Care was required in order to avoid degrading the mesh element quality by creating

self-intersections or increasing element aspect ratios to unacceptable levels. A large

smoothing fraction tended to move nodes in such a way that element quality was

reduced. If large enough, nodes could be moved so far that adjacent elements became

inverted, causing mesh self-intersections. A smoothing factor of up to 0.2 (meaning

that a projection node was moved 20% of the distance between its original position and

the average of the element’s centroids) produced significant effects on the interfacial

roughness without harming element quality. A factor of 0.3 or above tended to

degrade quality.

In addition to moving only the node at the tip of the projection of buried interfaces

(node A in Figure 47), two other strategies were attempted. Adjacent non-interface

nodes, labeled B in Figure 47, were moved at the same time as node A. These nodes

were shifted along the same vector as node A, although only a portion of the distance.

The goal was to preserve element aspect ratio. Unfortunately, moving the adjacent
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nodes had the effect of tending to cause mesh self-intersections.

Smoothing of the TPB lines along the surface (as opposed to the interior two-phase

interface) was also attempted. The surface nodes were moved in a direction in the

plane of the surface in order to avoid creating or destroying volume and distorting the

shape of the meshed solid. Despite being effective at creating a smoother TPB line,

when employed in conjunction with smoothing of the buried interface this method

also tended to cause mesh self-intersections.

The smoothing method was restricted to a factor of 0.2 and applied only to the

tips of projections along the buried electrolyte-MIEC interface. This method was

effective at reducing interfacial roughness and was reliable at preserving mesh quality

as well.

Figure 47: Methods of correcting a meshed heterogeneous interface. Schematic
drawing of smoothing: a) interface prior to smoothing, b) interface after smoothing.
Schematic drawing of ceding: c) interface prior to ceding, d) interface after ceding.

Another group of methods to correct the interface was called projection ceding

wherein obvious convex projections of one phase into the other were reassigned in
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order to reduce interfacial area. A schematic illustration of this procedure is given

in Figure 47c and d, depicted in 2D. A projection of the electrode phase (gray) that

creates an unnecessarily jagged TPB line is identified in part c and ceded to the

electrolyte phase (white) in part d. The effect of ceding either was to reduce the

roughness of a jagged interfacial plane/line or produce a more realistic and accurate

buried electrolyte/electrode phase boundary. Some change in the relative volume of

either phase did result because element phase affiliation is altered, but was minor

compared with the impact on the fidelity of the interface/TPB representation.

Several types of interfacial ceding were attempted. A major source of interfacial

roughness was single tetrahedral elements of one phase sharing three faces with the

other phase along the buried interface. These elements are referred to as single-

element protrusions. To fix them, single protrusions were simply reassigned (“ceded”)

to the phase with which they share three faces. Similarly, groups of two elements

protruding into the other phase (double-element protrusions) were also an important

source of excess roughness. These elements were ceded to the other phase as well.

Projections consisting of more than two elements (multi-element protrusions) did

not always increase interfacial roughness. Multi-element protrusions were ceded only

when doing so would reduce the interfacial area.

Similar logic was applied on the surface as along the buried interface. The under-

lying tetrahedral element of surface triangles sharing two edges with the other phase

were ceded. Due to the prevalence of these surface protrusions, ceding had to be un-

dertaken one phase at a time: first phase 2 protrusions, then phase 1. Occasionally,

extra surface interface lines (“orphan TPBs”) were produced by this procedure and

the underlying elements causing them were ceded to the other phase as well.

Unique operations were also implemented on the surface. If there were isolated

phase 2 tetrahedra on the surface (elements assigned to phase 2, but sharing no faces

with other phase 2 elements), they were ceded to phase 1. Also, phase 2 elements
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along the surface interface with two air-exposed faces, and zero or one surface edges

adjacent to phase 2 were ceded to phase 1. These elements were termed “ramps”.

In addition to simply dividing the test prisms into two phases, a more realistic test

structure was also employed, depicted in Figure 48. A 20 x 20 x 20 voxel prism was

placed on a much wider prism. The 20 x 20 x 20 voxel prism was assigned to phase

2, while the wider prism was assigned to phase 1. This was meant to approximate

an LSM particle sintered to the surface of the YSZ electrolyte. The ramp elements

described in the previous paragraph are visible in Figure 48a. They contribute extra

roughness to the TPB line as part of phase 2 and therefore can be reassigned as shown

in Figure 48c, thus reducing excess TPB line length and more accurately representing

it.

For best effect, these two types of operations were combined in various ways.

Table 4 contains a list of the operation combinations, identified by an operation num-

ber. The effect of the various procedures is shown by the line charts in Figure 49

for the different simple test prisms divided into two phases. The x-axis displays the

operation number and the y-axis displays either TPB length or interfacial area. The

horizontal solid line again indicates the TPB length or interfacial area of the ideal

prism. Both interfacial and TPB ceding are generally effective at reducing interfacial

area and TPB length, respectively. Likewise, interfacial smoothing is also effective.

Combining both methods together (operations 6 and 7) are the most effective at pro-

ducing an accurate interface. The ceding of multi-element protrusions has a tendency

to reduce interfacial roughness, but can increase the TPB length. This effect may be

seen in comparing operation 5 to operation 4 operation 7 to 6.

The same trends were apparent when the various operations were applied to the

test prism on the wider electrolyte. Figure 50 shows the trend of TPB length and

interfacial area for the 20 x 20 x 20 prism placed on the wider electrolyte. In gen-

eral, the interfacial correction operations were effective for reducing TPB length and
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(a) (b)

(c) (d)

Figure 48: Two-phase meshed 20 x 20 x 20 prism on a wider electrolyte with one
of the two phases highlighted. Prism with no additional interfacial processing: a)
surface mesh view, b) side transparent view showing interfacial roughness. Prism with
operation 6 interfacial corrections applied: c) surface mesh view showing smoother
TPB line, d) side transparent view showing reduced interfacial roughness. Threshold
= 0.4, max. triangle size = 3.

interfacial area toward their ideal values.

Figure 46 and 48 parts c and d show the interface corrected with operation number

6. The procedure involves first ceding the single- and double-element protrusions on

the buried interface, then ceding surface protrusions (phase 2 then phase 1), ceding

protrusions along the buried interface again, and then ceding orphan TPBs created

by the process. The resulting buried interface is finally smoothed using the smoothing
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Table 4: Electrolyte-MIEC heterophase interface smoothing operations.
Operation number Operation action
0. no processing
1. smooth interface (factor = 0.2)
2. cede isolated phase 2 elements, process

ramps
3. 2 then cede (interface: single- and double-

element protrusions)
4. 2 then cede (surface: ph. 2 then ph. 1), cede

(interface), cede orphan TPBs
5. 4, then cede (interface: multi-element pro-

trusion if favorable)
6. 2, cede (interface: single, double), cede (sur-

face: ph. 2 then ph. 1), cede (interface),
cede orphan TPBs, then 1

7. 2, cede (interface: single, double), cede (sur-
face: ph. 2 then ph. 1), cede (interface),
cede orphan TPBs, cede (interface: multi),
then 1

procedure.

The interface correction was effective for small and large objects. Figure 49e and

f show that adequate smoothing was achieved even for a surface triangle size of 3

and 3.5 in the 20 x 20 x 20 prism. Figure 49g and h show that adequate smoothing

was achieved over a wide range of surface mesh element sizes for the largest object:

triangle size of 1.5, 2, and 6 in the 50 x 50 x 50 prism.

6.5.1.3 Test geometry summary

Using the iso2mesh functions, it is possible to reconstructively mesh structures ap-

proximating those that might be found in a microstructure. Several test structures

with different aspect ratios and sizes were used. The structures had side length of a

number of voxels that might be expected in a microstructure. Good agreement be-

tween expected volume and surface area can be achieved using meshing parameters

consisting of threshold = 0.3 or 0.4 and maximum surface triangle size depending on

the characteristic object feature size. A surface triangle setting of 1.5 or 2 is required
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 49: Two-phase mesh characteristics for simple test prisms divided into two
phases a) 10 x 10 x 10 voxel prism TPB length, b) 10 x 10 x 10 voxel prism electrolyte-
MIEC interface area, c) 5 x 5 x 50 voxel prism TPB length, d) 5 x 5 x 50 voxel prism
electrolyte-MIEC interface area, e) 20 x 20 x 20 voxel prism TPB length, f) 20 x 20
x 20 voxel prism electrolyte-MIEC interface area, g) 50 x 50 x 50 voxel prism TPB
length, h) 50 x 50 x 50 voxel prism electrolyte-MIEC interface area.
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(a) (b)

Figure 50: Two-phase mesh characteristics for a 20 x 20 x 20 prism on a wider
electrolyte: a) TPB length, b) electrolyte-MIEC interface area. Threshold = 0.4,
max. triangle size = 3.

when the features are 5 -10 voxels to a side. A value of 3 or 3.5 may be used if the

features are 20 voxels to a side. A value of 6 or greater may be used for features

50 to a side. When dividing the structure into distinct phases, interfacial correc-

tion is required. A combination of projection ceding and node smoothing is capable

of reducing superfluous interfacial roughness and producing a physically reasonable

interfacial reconstruction suitable for simulations involving heterogeneous interfacial

electrochemical reactions.

6.5.2 Mesh parameters, quality, and modification: microstructural rep-
resentation

A 30 x 34 x 30 voxel (570 nm x 665 nm 570 nm) section of the 3D reconstructed

microstructure was used to examine the effect of mesh parameters on the accuracy

and fidelity of the mesh when applied to actual morphologies. Two views of the

microstructure are shown in Figure 51a and b. The two views of the microstructure

are shown meshed without any additional interfacial correction in Figure 51c and d.

Figure 51e and f shows the mesh after interfacial correction.
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(a) (b)

(c) (d)

(e) (f)

Figure 51: a) and b) Two views of the microstructural segment used for evaluation
of the mesh. c) and d) The same structures, meshed with threshold = 0.4, maximum
surface triangle size = 3, maximum element size = 40. e) and f) Meshed microstruc-
ture with operation 6 interfacial correction applied.

A script was written to calculate the volume, air-exposed LSM surface area, LSM-

YSZ interfacial area, and the TPB length from the original voxel data from the mesh

imported to COMSOL. Plots of LSM volume, air-exposed LSM surface area, TPB
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length, and LSM-YSZ interfacial area are given in Figure 52 (without interfacial

correction). The solid horizontal lines indicated the voxel-derived values and the

dashed lines represent 10%. There was very good agreement between voxel-derived

and mesh volumes in Figure 52a, following a trend very similar to that of Figure 45.

Thresholds of 0.3 and 0.4 provided very reasonable volumes at surface element sizes

of 3 to 4. This result is in agreement with the 20 x 20 x 20 voxel test prism. The

air-exposed surface area was less than the voxel-derived value. This discrepancy was

expected because the voxels are an approximation of curved surfaces and introduce

artificial roughness which increases the boundary area. Computing voxel phase is

an inherently volume-based process, so no similar discrepancy appears in the volume

data.

Without interfacial correction, the TPB length and LSM-YSZ interfacial areas

were high compared to the voxel-derived values (Figure 52c and d). The voxel-derived

values suffered from inflation caused by voxel roughness. Therefore, the TPB length

and interfacial areas produced by the mesh were even higher compared to ideal than

the comparison with the voxel-derived values would suggest (c.f. air-exposed surface

area in Figure 52b).

The role of maximum tetrahedral element size is shown in Figure 53 where the

total LSM volume is plotted as a function of triangular face element sizes for different

values of binary threshold. The differences in the total volume of the meshed structure

when different maximum tetrahedron sizes were used were very small for each of the

threshold examined. Small differences were present for the other metrics such as

air-exposed surface area. These results suggest that the quality of the mesh is not

substantially influenced by the maximum tetrahedron size.

Good agreement of mesh volume with the voxel-derived volume and the adherence

to the expected discrepancy in air-exposed surface area suggested that the fidelity

of the mesh far from the heterogeneous interface was good. That is, single-phase
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(a) (b)

(c) (d)

Figure 52: Mesh quality assessment applied onto actual microstructure reconstruc-
tion without interfacial correction as a function of surface element size using various
binary thresholds: a) LSM volume, b) air-exposed LSM surface area, c) TPB length,
d) LSM-YSZ interfacial area. Solid horizontal line represents voxel-derived value and
dashed lines indicate ±10%. Maximum tetrahedral element volume = 40.

meshing was accurate and could be implemented with a threshold of 0.3 or 0.4 and

a mesh size of 3 to 4. The large values of TPB length and interfacial area, however,

indicated the need to deploy the mesh correction algorithm developed for the test

geometries in Section 6.5.1.2. The interfacial correction operations enumerated in

Table 4 were applied to the microstructure meshed under various parameters. The

results are shown in Figure 54e and f. The interfacial correction operations removed

superfluous surface elements and caused the mesh to be more representative of the

actual microstructure depicted in parts a and b, both qualitatively and quantitatively.
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Figure 53: Effect of maximum tetrahedron element volume upon the total LSM
volume of the meshed microstructure.

The interface correction schemes were generally effective for removing excess

roughness from the TPBs and buried interface. The smoothing (operation 1) did

reduce interfacial area. The different element ceding schemes were effective for reduc-

ing both quantities. The multi-element ceding operation had mixed effects, reducing

interfacial area, but increasing TPB length. The most effective all-around opera-

tion appears to be operation 6, which while allowing slightly higher interfacial area

than operations 5 and 6 produces TPB length much closer to the voxel-derived value.

Images of the microstructure smoothed with operation 6 are given in Figure 51.

(a) (b)

Figure 54: Effect of smoothing operations applied to the meshed microstructure: a)
TPB length, b) electrolyte-MIEC interfacial area.

146



6.6 Simulations in the bulk

The mesh allows for both finite element simulations on the surface of the mixed con-

ductor involving adsorbed gas as well as finite elements simulations within the mixed

conductor involving the transport of point defects. The necessary considerations for

bulk simulations are derived in this section. Simple kinetics for the overall oxygen

reduction reaction based on linear irreversible thermodynamics are used to eliminate

some of the complexity and uncertainty arising from phenomenological reaction rates.

6.6.1 Transport

For LSM, there are several principal point defects including electron holes, electrons,

oxygen vacancies, and vacancies on both the La- and Mn- sites. For the sake of

tractability, the cation vacancies are assumed here to be immobile. For the sake of

simplicity, electronic transport is assumed to be facile. Therefore, a uniform Fermi

level will be enforced everywhere, in the form of constant electron electrochemical

potential within the microstructure. The electrochemical potential of electrons is

related to that of electron holes by

µ̃e = −µ̃h (111)

Internal equilibrium between electrons and electron holes is enforced everywhere as a

result of this definition.

The assumption of constant µ̃e and exclusion of cation vacancies in transport leaves

one degree of freedom within the bulk: oxygen vacancies. According to irreversible

thermodynamics, the flux is related to the gradient in electrochemical potential, µ̃,

of the species [88,99,141]. For this particular case and ignoring cross-coefficients,

−→
J v = −sv∇µ̃v (112)

or, because µ̃v = µ̃eq
v + ∆µ̃v and ∇µ̃eq

v = 0, then the flux equation restated is

−→
J v = −sv∇(∆µ̃v) (113)
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where ∆ represents a change from the equilibrium value and the v subscript indicates

an oxygen vacancy in the MIEC. The transport equations are in terms of changes from

equilibrium because the equilibrium electrochemical potentials do not lead to any flux.

The quantity sv is the Onsager transport coefficient from irreversible thermodynamics,

related to electrical conductivity. For the vacancies,

sv = bvcv (114)

where cv is the concentration of oxygen vacancies and bv is mobility of oxygen vacan-

cies [88, 99,141].

The general continuity equation in the interior of such an MIEC would then be

∂cv

∂t
= −∇ ·

−→
J v (115)

without a homogeneous generation term. At steady state, no change in vacancy

concentration occurs and so the continuity equation is

0 = −∇ ·
−→
J v (116)

Equation 116 with 113 must be solved in the bulk of the MIEC for ∆µ̃v for steady

state.

At the current collector, the electrochemical potential of electrons will be fixed by

equilibrium with the electrons in the current collector if an ideal interface is assumed

∆µ̃e = ∆µ̃(CC)
e = zeF∆E (117)

where F is Faraday’s constant. ∆E is the change of electrode potential with respect

to the counter electrode or reference electrode upon cathodic bias [125].

At the MIEC-air boundary, the flux of vacancies is outward as they are healed by

reduced, monatomic oxygen

−→
J v · −→n = rrdn (118)
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where rsurf is the rate of oxygen reduction corresponding to the bulk pathway and −→n

is the outward-pointing normal vector.

At the electrolyte-MIEC boundary, one of two boundary conditions may be im-

posed. First, if the interface is somewhat resistive to O2− transfer, a property that

is suggested sometimes in patterned electrode experiments, the boundary condition

may be specified as Neumann

−→
J v · −→n = −rem (119)

where rem is the rate of vacancy injection (alternatively, O2− withdrawal across the

interface. If the transfer of O2− is very facile, then the boundary condition can be

specified as Dirichlet by equality of the electrochemical potential of oxygen vacancies

across the interface

∆µ̃v = ∆µ̃v,e (120)

where ∆µ̃v,e is the change in electrochemical potential of oxygen vacancies in the

electrolyte. If ∆E is defined relative to a reference electrode on the electrolyte then

∆µ̃v,e can be taken to be zero.

6.6.2 Interfacial reaction rates

Reaction rates at the interfaces may be described in several ways. If the system is

perturbed far from equilibrium, detailed phenomenological rate expressions provide

good insight into the process but introduce considerable complexity and complication.

If the system is not perturbed far from equilibrium but is instead perturbed only

slightly, then linear approximations may be made. In particular, the use of a direct

relationship between the rate of the overall reaction and the reaction affinity can be

employed. Such an approach neglects the detailed mechanisms of the reaction in

favor of a simplified description of the rate. It will be used here in order to focus

on the development of microstructure-conformal methods. In terms of justification,

note the simplification to linear kinetics dependent upon chemical affinity have been
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successfully used in the ALS model [5].

The reaction of interest is

1

2
O2 + V··O + 2e′ = Ox

O (121)

where e′ refers to an itinerant electron or, alternatively, for polarons

1

2
O2 + V··O + 2B′B = Ox

O + 2Bx
B (122)

where B′B symbolizes an electron localized on the B-site of the perovskite and Bx
B is

a neutral B-site. Expressed in terms of building units, then

1

2
O2 + {V··O}+ 2{e′} = nil (123)

where the vacancy building unit {V··O} = V··O − Ox
O and the electron building unit is

either {e′} = e′ for itinerant electrons or {e′} = B′B − Bx
B.

Let a small perturbation be assumed. If the rate of reaction, rrdn, is proportional

to the affinity of reaction, then

rrdn = k0
rdnArdn (124)

where k0
rdn is a rate parameter and Ardn is the affinity.

The affinity of reaction is equal to

Ardn = −∆rG =
∑

reactants

νiµi −
∑

products

νjµj (125)

where νi, νj are (positively valued) stoichiometric coefficients. For this particular

reaction,

Ardn =
1

2
µO2(g) + µv + 2µe (126)

where the chemical potentials refer to the vacancy and electron building units. Rec-

ognizing that all of the chemical potentials can be separated into their equilibrium

values and a change from the equilibrium value by µk = µeq
k + ∆µk, then

Ardn =

[
1

2
µeq

O2
(g) + µeq

v + 2µeq
e

]
+

[
1

2
∆µO2(g) + ∆µv + 2∆µe

]
(127)

=
1

2
∆µO2(g) + ∆µv + 2∆µe
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because the equilibrium terms must sum to zero.

Making the assumption that the electrochemical potential of a species may be

expressed as

µ̃i = µi + ziFΦ (128)

then it becomes apparent that the electrical components of the sum of µ̃v and 2µ̃e

cancel out (c.f. discussion of unpacking) so that

∆µ̃v + 2∆µ̃e = ∆µv + 2∆µe (129)

therefore the affinity can be expressed as

Ardn =
1

2
∆µO2(g) + ∆µ̃v + 2∆µ̃e (130)

since the electrochemical potential are of interest to the FEM simulation.

The rate of oxygen reduction on the surface of a mixed conductor with small

deviation from equilibrium is

rrdn = k0
rdn

[
1

2
∆µO2(g) + ∆µ̃v + 2∆µ̃e

]
(131)

The next question is how to identify a value for k0
rdn. Oxygen isotope exchange

measurements have been used in the past to probe this reaction [34]. Those experi-

ments yield a surface exchange coefficient, k∗, useful to the present model.

The value of k∗ is determined from the reaction using the isotope 18O (denoted as

O∗)

1

2
O∗2 + V··O + 2e′ → O∗ x

O (132)

Writing in terms of building units,

1

2
O∗2 + {V··O}+ 2{e′} = {O∗ x

O } (133)

where {V··O} = V··O−Ox
O and {O∗ x

O } = O∗ x
O −Ox

O. Using the same logic as before, the

affinity for this reaction is closely related to the previous value

Ardn =
1

2
∆µO∗2

(g) + ∆µv + 2∆µe −∆µO∗O
(134)
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The isotope exchange experiment involves exposure of a mixed conductor to a gas

with 18O concentration of approximately 97% [34]. The exposure proceeds, allowing

16O inside the mixed conductor to exchange with the isotope in the gas. The exposure

is at some point terminated and secondary ion mass spectroscopy (SIMS) performed

to determine the profile. During the exposure, the isotope concentration in the gas is

assumed to remain constant, and therefore ∆µO2∗(g) = 0. Another critical assump-

tion is that the presence of oxygen isotopes does not alter the defect chemistry of the

mixed conductor [97]. Thus, the chemical potential of oxygen vacancies and electrons

are not altered leading to ∆µv = ∆µe = 0. The affinity of the tracer exchange is

therefore simplified to

Ardn = −∆µO∗O
(135)

Substituting in the definition of chemical potential for the tracers assuming primar-

ily configurational contributions and canceling out the standard chemical potential

terms, then

∆µO∗O
= µO∗O

− µeq
O∗O

= RTln
(
xO∗O

)
− RTln

(
xeq

O∗O

)
(136)

where x indicates a fractional concentration. The actual concentration of oxygen

tracers approaches the “equilibrium” concentration as the experiment proceeds. The

equilibrium concentration of oxygen tracers in the mixed conductor is equal to the

isotope fraction in the gas [34], which is close to 1: xeq
O∗O

= xO∗(g). From measurements,

the fractional isotope concentration at the surface is close to 0.95 for LSMC and, as

already mentioned, it is 0.97 for the gas phase [34]. Therefore, a linear approximation

for the Taylor series expansion of the natural logarithm is justified: ln(z) ≈ z− 1 for

z close to 1. The change in chemical potential can be approximated as

∆µO∗O
= RT

[
xO∗O
− xO∗(g)

]
(137)

and the rate of the reaction is

rrdn = k0
rdn

[
−∆µO∗O

]
≈ RTk0

rdn

[
xO∗(g)− xO∗O

]
(138)
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The equation used to interpret the tracer exchange experiment and identify a rate

constant is

rrdn = k∗cOsitem

[
xO∗(g)− xO∗O

]
(139)

where cOsitem is the concentration of oxygen lattice sites in mol m−3 and the surface

exchange coefficient has units m s−1. The site density adjusts the flux from fractional

to mol m−2 s−1. Setting the two fluxes equal, then

k0
rdn =

k∗cOsitem

RT
(140)

which provides the rate constant for use in the bulk simulation. The rate of oxygen

reduction via the bulk pathway for use in the simulation is therefore

rrdn =
k∗cOsitem

RT

[
1

2
∆µO2(g) + ∆µ̃v + 2∆µ̃e

]
(141)

At the electrolyte-MIEC interface, a similar reaction rate can be expressed for the

Neumann boundary condition

rem = k0
em∆µ̃em (142)

where ∆µ̃em = ∆µ̃v,e −∆µ̃v if the boundary condition is not Dirichlet.

6.6.3 Parameters

The transport coefficient sv may be evaluated from the tracer diffusivity. From Ein-

stein’s relation, the oxygen vacancy mobility is related to the diffusivity by

bv =
Dv

RT
(143)

The vacancy diffusivity is related to the tracer diffusivity by

D∗ = f
c0

v

cOsitem

Dv (144)

where f is the tracer correlation factor, given the value of 0.69 for perovskites, c0
v is the

equilibrium concentration of oxygen vacancies, and cOsitem is again the concentration

of oxygen lattice sites. Combining Equations 143 and 144 with the definition of the
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transport coefficient sv in Equation 114 and making the assumption that cv ≈ c0
v due

to the small perturbation, then

sv =
(cOsitem

fRT

)
D∗ (145)

Simulations in the bulk involving small perturbations and uniform Fermi level are

therefore cast in terms of dependence upon the tracer surface exchange coefficient

k∗ and tracer diffusivity D∗. These data are available from published studies. The

relationship with temperature is assumed to be Arrhenius

k∗ = k∗0exp

(
−∆Hk

RT

)
D∗ = D∗0exp

(
−∆HD

RT

)
(146)

Table 5 gives the values of the parameters for LSM82.

Table 5: Linearized parameters for LSM82.
Parameter Value Units Reference

k∗0 7.9x10−5 m s−1 [35]
∆Hk 1.3x105 J mol−1 [35]
D∗0 4.6x10−6 m2 s−1 [34]

∆HD 2.6x105 J mol−1 [34]
cOsitem 8.5x104 mol m−3 [106]

6.6.4 Results

A portion of the microstructure was meshed and used to solve the bulk pathway

problem. Figure 55a shows the value of ∆µ̃v associated with the LSM82 parameters

at 700◦C. A Dirichlet boundary condition was used at the interface with the elec-

trolyte (shaded red). Blue shading corresponds with a purely electrical change - that

is, beyond the utilization length with effectively no change to the point defect com-

position upon the electrical bias. Clearly, the utilization length is very small, only

tens of nanometers. The bulk pathway, therefore, contributes very little because the

reaction zone is extended only a very short distance from the TPB lines.

To investigate the effect of superior mixed conductivity, the parameters k∗ and

D∗ were varied. They were not varied randomly, but rather in accordance with a
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(a) (b)

(c) (d)

(e) (f)

Figure 55: Surface plot of ∆µ̃v (J/mol) in the bulk pathway simulation using a) k∗

and D∗ of LSM82 at 700◦C and enhanced by a factor multiplying k∗ of b) 102, c) 103,
d) 104, e) 105, b) 106 with corresponding quadratic enhancement of D∗. Cathodic
bias of −0.001V .

well-established empirical trend [33, 79]. To wit, when a meta-analysis is performed

and the values of log10(k∗) versus log10(D∗) for many different mixed conductors at

155



many different temperatures and pO2’s, all the values generally form a line with

approximate slope of 1/2. The empirical trend is illustrated in Figure 56 with the

general location of families of mixed conductors identified. The slope of 1/2 does not

hold for each individual family, rather the best fit line applied to all families has this

slope.

Figure 56: Empirical relationship of k∗ and D∗ to one another with various families
of perovskite mixed conductors indicated.

The conclusion from this trend is that materials with superior mixed conduction

properties usually have not only a higher value of D∗, but also a higher value of

k∗. Moreover, these parameters do not change in direct proportion to one another.

Rather, D∗ changes as the square of k∗. Suppose some set of parameters is given,

say k∗1 and D∗1. A mixed conductor at a different temperature, pO2, or with different

composition could be approximately described with parameters k∗2 and D∗2:

D∗2 ≈ D∗1

(
k∗2
k∗1

)2

(147)

Of course this is not an exact relationship, but the trend does describe “ballpark”

relationships of the linearized parameters.

Starting with the LSM82 parameters in Table 5, the value of k∗ was systematically

varied. D∗ was changed as the square of k∗. This had the effect of making the bulk

problem correspond to increasingly superior mixed conductors (as opposed to blindly

changing k∗ and D∗ without relationship to one another - a nonphysical quixotism).
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The results of the bulk simulations in terms of ∆µ̃v profile are shown in Figure 55b-f.

Since D∗ increases faster, the reaction zone is extended away from the electrolyte-

MIEC interface as evidenced by the increasing utilization length indicated by the

larger spatial extent of intermediate ∆µ̃v values.

Enhanced k∗ of the order 100 to 103 shows a great deal of dependence upon particle

size and morphology (intra-particle variation), whereas better mixed conductors (105

to 106) appear to be well-characterized by 1D model assumptions because the ∆µ̃v

profile loses significant side-to-side variation.

LSCF 6428 is well-characterized by the 1D ALS model [5]. At 700◦C, k∗LSCF is

approximately 800 to 900 times larger than that of LSM 82 [12,34,35] and therefore the

103 k∗ is most relevant to it. However, the actual value of D∗ is approximately 15 times

larger than what the simple empirical quadratic law suggests. Therefore, the actual

utilization length of LSCF 6428 is larger than that shown in Figure 55c. Nevertheless,

Figure 55c is in the approximate ballpark because it describes a hypothetical mixed

conductor with similar though not exactly matching properties to LSCF 6428.

The area-specific resistance associated with the bulk pathway only is given in

Figure 57. The ASR is very large for k∗hypothetical/k
∗
LSM82 = 1, meaning that the

bulk pathway has very little activity. In fact, the TPB pathway in LSM is likely

far more active. For k∗hypothetical/k
∗
LSM82 = 103, near to LSCF 6428’s properties, the

ASR is approximately 1 Ω cm2, which is not unreasonable for a porous LSCF 6428

electrode operating at T = 700◦C but does likely overestimate the ASR due to the

underestimated utilization length.

The power law indicated by the best fit line equation gives an exponent of approx-

imately -1.5. There is deviation from the trend at large k∗hypothetical/k
∗
LSM82 because

the utilization distance far exceeds the amount of microstructure simulated normal to

the electrolyte interface. The trend is caused by the inverse dependence of the ASR

upon both the utilization length and how active the surface is. This proportionality
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Figure 57: Simulated area-specific resistance as a function of k∗ (and required D∗)
enhancement corresponding to Figure 55. T = 700◦C.

is expressed as

ASR ∝ (k∗)−1(Lδ)−1 (148)

where Lδ is the utilization length and k∗ serves as a proxy to quantify the activity of

the surface. The utilization length depends on k∗ and D∗ as [5]

Lδ ∝
√

D∗

k∗
(149)

Recalling that D∗ ∝ (k∗)2 according to Equation 147 and substituting, then

ASR ∝ (k∗)−1(k∗)−1/2 = (k∗)−3/2 (150)

which recovers the trend of the ASR in Figure 57.

6.7 Meshing and interfacial refinement

The bulk diffusion length in LSM is very small compared to other mixed conductors

such as LSCF. The perturbation of oxygen vacancy concentration does not extend

far from the interface, only on the order of tens to hundreds of nanometers. For

this reason, the mesh size must be small near the interface to accommodate the

rapid change of ∆µ̃v in the vicinity of the interface. The iso2mesh v.1.0 package, the
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version available at the time this work was performed, meshes bulk domains with only

one mesh size and does not have the capability for mesh refinement. This restricts

the mesh of all solid phases, including both LSM and YSZ, to be the same size as

that of the interface. Therefore, a very small mesh must be enforced over the entire

solid-phase domain, typically smaller than what is required to adequately represent

the geometry. The uniformly small mesh has the effect of restricting simulation

size by adding superfluous degrees of freedom and therefore restricts the amount of

microstructure that may be included in the simulation.

Local mesh refinement allows a coarse mesh to be used far from the interface but

for that mesh to be refined to the appropriate size near the interface. It provides a

mesh that restricts error in the solution at the interface where ∆µ̃v changes rapidly

but does not give a burdensome number of degrees of freedom away from the interface.

This compromise allows more microstructure to be included in the simulation. Any

refinement, however, would have to be performed separate from iso2mesh v.1.0.

6.7.1 Electrolyte-MIEC interface refinement

A custom function was written to refine the mesh locally at the interface. The re-

finement operated on a relatively coarse mesh capable of adequately reproducing the

microstructure geometry. It was applied after interfacial correction (ceding, smooth-

ing, etc.) of the coarse mesh so that the interface already had unnecessary roughness

removed. A variant of the longest edge method of refinement [56, 137, 138] on the

tetrahedral mesh supplied by iso2mesh was used.

A schematic of the refinement method is shown in Figure 58 on a portion of the

MIEC mesh located along the electrolyte-MIEC interface, which is indicated by the

heavy black line. The left column outlines the process of a “Level 0” refinement in

which only those elements sharing a face with the interface are to be refined. These

elements are highlighted in gray in the first image. The bisection of each of these
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elements’ longest edge is performed in the second image. The third image highlights

any elements with nonconforming nodes caused by the bisection, which are then

resolved by bisection of those elements in the fourth image. This proceeds until all

nonconforming nodes are eliminated. The process is considered one full refinement.

A second full refinement is indicated by the arrow leading to the fifth image. The

right column shows the same process applied to a “Level 1” refinement in which all

elements sharing a face with the electrolyte-MIEC interface as well as any elements

sharing a face with them are targeted for refinement. Any level (2, 3, etc.) may be

chosen, wherein the elements targeted for refinement extend increasingly far from the

interface.

Figure 58: Schematic diagram of the longest edge mesh refinement applied to in-
terfacial LSM elements. Left: Only elements sharing a face with the interface are
refined. Right: elements sharing a face with the interface and those that they share
a face with are refined.

The figure shows the process schematically for 2D triangular elements, but it is

analogously applied to the iso2mesh 3D tetrahedral mesh [138]. Instead of a line

drawn between the bisecting node of the longest edge and the opposite vertex which

divides the element, a plane between the bisecting node on the longest edge and
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the two opposite tetrahedral vertices divides the element. Nonconforming nodes are

accommodated by further refinement until they are eliminated.

The interfacial mesh refinement was applied to test prisms meshed with maximum

triangle size of three, divided between two phases, and the interfacial correction ap-

plied. The meshed 20 x 20 x 20 voxel prism is shown in Figure 59a. Level 0 refinement

was applied and is shown in Figure 59b and d. The refinement was applied two times

in part b and three times in part d. Level 1 refinement was applied in Figure 59c and

e, twice in part c and three times in part e. There is visible refinement of the LSM

mesh near the interface in all cases. In general, the mesh is finer when the refinement

is applied more times and the refinement extends further from the interface when level

1 refinement is used and when the refinement is applied three times rather than two.

Consequently, more total elements are present with the more inclusive refinement.

The original mesh size is preserved far from the interface.

After success using the test geometry, the refinement method was then applied to

the real, porous microstructure. This microstructure was meshed using a maximum

triangle size of three shown in Figure 60a with a close view in part b. Level 0, 1,

and 2 meshes were applied two or three times and are plotted as indicated in the

Figure 60 caption. The refinement reduced the relatively coarse mesh in part b into

much finer divisions in all cases near the electrolyte-MIEC interface and the TPB

line. Higher level refinement with more applications generally created a finer mesh

with a greater number of elements. The size of the original mesh was preserved away

from the interface, as is shown at the top of each of the subfigures.

6.7.2 TPB-line refinement

An alternative to refinement along the entire electrolyte-MIEC interface is to refine

the mesh along the TPB. Doing so requires fewer mesh elements but does refine the

mesh where the solution changes the fastest. An algorithm for refining the iso2mesh
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(a)

(b) (c)

(d) (e)

Figure 59: a) 20 x 20 x 20 voxel test prism meshed with maximum triangle size of 3,
divided into two phases (LSM in red YSZ in white), corrected at interface. Refined
mesh as viewed on the exterior surface: b) Two level 0 refinements, c) two level 1
refinements, d) three level 0 refinements, e) three level 1 refinements.

along the TPB edge only using longest edge refinement was also developed and em-

ployed. In this case, the meshing was entirely level 0 in order to reduce the total
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 60: a) Portion of the porous microstructure meshed with a maximum triangle
size of three. LSM is red, YSZ is white. b) Close view of the meshed microstructure.
Refined microstructures: c) level 0, 2x; d) level 0, 3x; e) level 1, 2x; f) level 1, 3x; g)
level 2, 2x; h) level 2, 3x.
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number of mesh elements. Images of the meshed microstructure with different num-

ber of refinements are shown in Figure 61.

(a) (b)

(c) (d)

Figure 61: Level 0 refinement of the TPB edge applied a) two, b) four, c) six, and
d) eight times. Mesh before refinement: max triangle size = 3, interfacial correction
applied (see Figure 60b).

The stability of the global solution was examined as a function of mesh refinement

(Figure 62a). Each successive TPB-only mesh refinement led to smaller mesh size

along the TPB as well as in the TPB vicinity in order to resolve nonconforming nodes.

As the number of mesh refinements increased, the global steady state area-specific

resistance increased as well, eventually leveling out at seven or eight refinements.

This trend indicates that a very small mesh size along the TPB is required for local
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solution accuracy in bulk-only LSM simulations.

(a) (b)

(c)

Figure 62: a) Global simulated area-specific resistance (including the bulk pathway
only) and number of mesh elements as a function of the number of times the level
0 TPB-only refinement is executed on segment of reconstructed microstructure. b)
Bulk pathway solution for ∆µ̃v in LSM in the region near the interface with the
bulk electrolyte. Simulation region is approximately 1.5 µm x 1.5 µm. c) Close view
of simulated value of ∆µ̃v on the surface of a small portion of LSM microstructure
annotated to indicate sharply changing, bulk-path active interfaces and symmetric,
inactive interfaces with a smoother solution.

The simulated value of ∆µ̃v resulting from eight TPB refinements is shown in
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Figure 62b. The bulk pathway for LSM is characterized by a very short active diffu-

sion length, which is evident along the air-exposed boundaries that are active toward

oxygen reduction. The diffusion length along these boundaries is of the order of 20

nm and is the primary reason behind the need to implement so many TPB refine-

ments. The diffusion length is much larger along the symmetric (inactive) boundaries

that border the simulation domain. Along these boundaries, the oxygen vacancy elec-

trochemical potential does not change rapidly and therefore a much coarser mesh is

allowed.

Following the bulk pathway, oxygen vacancies are injected along the electrolyte-

MIEC interface and are consumed along the MIEC-air interface. The shortest dis-

tance between these two interfaces occurs in the region of the TPB boundary. The

value of ∆µ̃v, therefore, changes very rapidly in this region because the concentration

of oxygen vacancies changes rapidly. In contrast, the longest distance between the

electrolyte-MIEC interface and MIEC-air interface occurs in the middle of a parti-

cle sintered to the bulk electrolyte. Vacancies are injected but must diffuse a long

distance, through half the thickness of the particle, to reach the active interface.

Therefore, the solution changes rather slowly and may be viewed directly along the

inactive symmetric boundaries.

There is a computational penalty associated with the large number TPB refine-

ments required to accurately simulate the bulk solution near the TPB interface. The

number of elements increases from an initial value of around 2500 to over 200,000

after eight refinements (Figure 62a). The increase is largely a necessary response to

nonconforming nodes generated by the bisection of elements directly along the in-

terface. The process of resolving the nonconforming nodes introduces a great many

more new elements to the mesh than are initially targeted for bisection.

Mixed conductors with superior surface exchange and tracer diffusion properties

such as LSCF have a much larger diffusion length. Consequently, the mesh need not
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be refined to such an extent near the TPB. Some mixed conductors have such a large

diffusion length that the intra-particle deviations in point defect chemical potentials

are insignificant and allow the 1D porous homogeneous porous electrode assumptions

to be valid [5]. A large part of the value of microstructure-conformal FEM simulations

such as the ones developed here is that they allow a detailed examination of intra-

particle deviations when they are present. LSM is likely to be the worst-case for bulk

element refinement because it is widely regarded to be the worst mixed conductor in

service as an SOFC cathode material.

The area-specific resistance simulated in Figure 62a is very large, much larger

than expected for porous LSM electrode on a YSZ electrode. This result is caused

by ignoring the TPB-surface pathway completely in favor of the bulk pathway. The

process of oxygen reduction at the TPB is very important in LSM and will be consid-

ered later for a fully accurate electrochemical prediction. The role of surface diffusion

of adsorbed species along the surface pathway is likely to also create intra-particle

deviations and therefore necessitate these types of conformal FEM simulations and

therefore benefits from near-TPB refinement.

Both the bulk and surface pathways are worth considering in general. Mixed con-

ductors with superior ionic transference numbers compared to LSM will derive an

increasing portion of their electrochemical activity from the bulk pathway. A model

that aspires to treat a variety of mixed conductors needs to consider both pathways.

Doing so will enable the model to be portable to all SOFC cathode candidate mate-

rials.

6.8 LSM bulk pathway under large bias

6.8.1 Modification of linear bulk model

The bulk pathway of LSM is activated under a large bias and makes LSM a better

mixed conductor [144]. The reason for this activation is the large influx of oxygen

167



vacancies caused by the cathodic bias. The linear framework developed for simulation

of the bulk pathway under small perturbation in section 6.6 was adapted for a very

simplistic model of LSM under a large bias. The problem was made nonlinear in

oxygen vacancy transport and in surface reaction rate.

The bulk transport of oxygen vacancies is described by Equations 113-116. The

transport parameter sv is equal to the product of the mobility and the oxygen vacancy

concentration (Equation 114). It is assumed to be constant in the case of small

perturbation because ∆cv << c0
v, where the 0 superscript indicates the equilibrium

value. The transport parameter cannot, however, be assumed constant in the case of

large perturbation because the change to the vacancy concentration is large and varies

a great deal across the microstructure. Therefore, let s0
v be the transport parameter

determined from Equation 114 using cv = c0
v. The locally varying transport parameter

sv is defined as

sv = bvcv = (bvc0
v)

cv

c0
v

= s0
v

cv

c0
v

(151)

where the factor cv/c
0
v is the ratio of the oxygen vacancy concentration under the

steady state perturbed condition to the equilibrium value. This factor, obviously,

involves concentrations of point defects whereas the linear method avoided any specific

statements of point defect chemistry or concentrations altogether and instead dealt

entirely with (electro)chemical potentials and empirical measurements. Generally, it

is impossible to solve a large-bias mixed conductor problem without knowledge of

and explicit inclusion of point defect chemistry in the constitutive equations due to

the complex couplings between them. However, because LSM has such low oxygen

vacancy concentration and generally has poor relative mixed-conduction properties,

several assumptions may be made which reduce the complexity and eliminate the

need to deal in specific point defect concentrations in the model. These assumptions

are:

1. Oxygen vacancy concentration is very low
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2. Electron and electron hole concentrations are relatively constant over moder-

ate values of pO2 associated with cathodic bias and therefore experience little

change in chemical potential upon a moderate change in pO2

3. Incorporation of an adsorbed oxygen atom into LSM is the rate-determining

step in the bulk pathway

The first assumption is widely accepted: LSM’s oxygen vacancy concentration is

far below that of LSCF or LSC [104, 131, 163]. The second assumption is based

upon the Brouwer diagram corresponding to the specific defect models. A change

in pO2 generally prompts large changes in oxygen vacancy as well as A- and B-

site vacancy concentrations relative to their equilibrium concentrations, but does

not change the concentration of electrons and holes by nearly as much relative to

their equilibrium values [104, 131, 163]. Another feature of the lack of change in

concentration of electrons and holes is that, approximately, log10(cv) ∝ pO
−1/2
2 . The

third assumption is the consequence of the low vacancy concentration compared with

other mixed conductors.

These assumptions can be used to approximate the cv/c
0
v factor without delving

into solutions of specific defect chemistry equations. From Equation 129, ∆µ̃v +

2∆µ̃e = ∆µv + 2∆µe. But since the electron/electron hole concentrations do not

change substantially in LSM at moderate pO2, then ∆µe ≈ 0. Therefore,

∆µv + 2∆µe ≈ ∆µv (152)

Since the oxygen vacancy concentration is very low in LSM, then ∆µv = RTln(xv)−

RTln(x0
v) where xv is a site fraction, related to cv by the constant density of oxygen

lattice sites in the LSM crystal. Rearranging and putting together with Equation 152,

cv

c0
v

= exp

(
∆µv

RT

)
≈ exp

(
∆µ̃v + 2∆µ̃e

RT

)
(153)

The change in electron electrochemical potential is fixed at the current collector

(Equation 117) and assumed constant in bulk of the mixed conductor. The change
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in oxygen vacancy electrochemical potential is the dependent variable of the bulk

simulation. The transport parameter sv therefore becomes

sv ≈ s0
vexp

(
∆µ̃v + 2∆µ̃e

RT

)
(154)

and forms the basis of a nonlinear flux (Equation 113) for use in the conservation

equation (Equation 116).

The nonlinearity of the surface reaction rate law may also be handled similarly.

Assumption 3 requires that the incorporation reaction be rate limiting. An example

incorporation reaction is:

O(s) + V··O + 2e′ → Ox
O + s (155)

where O(s) is an adsorbed, dissociated oxygen atom occupying a surface site and s

indicates the liberated surface site. The rate law could be [101]

rinc = k0
inc

(
θ

θ0

cv

c0
v

c2
e

c0
e

2 −
cO

c0
O

1− θ
1− θ0

)
(156)

From assumption 1, cO ≈ c0
O ≈ cOsitem. From assumption 2, ce ≈ c0

e. Finally, from the

assumption that adsorption is fast compared to incorporation (assumption 3), then

θ ≈ θ0. Simplifying,

rinc = k0
inc

(
cv

c0
v

− 1

)
(157)

This simplification is further justified because it worked well to describe the behavior

of LSM-coated LSCF (chapter 4).

The factor k0
inc corresponds to an exchange current density and is equal to k∗·cOsitem

when incorporation is rate-limiting [101, 103], the same factor used in Equation 141.

Furthermore, note that when gas diffusion is not important (∆µO2(g) = 0) and when

assumption 2 holds (∆µe ≈ 0), then Ardn simplifies to ∆µv. Substituting ∆µv =

RTln(cv/c
0
v) ≈ RT(cv/c

0
v − 1) in the case of small perturbation (the natural log can

be simplified because cv/c
0
v is close to one) into Equation 141, then Equation 157 is
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recovered and so the nonlinear rate law reduces to exactly the linearized rate law under

small perturbation. Finally, substituting for the cv/c
0
v factor and rate parameter

rinc = k∗cOsitem

(
exp

(
∆µ̃v + 2∆µ̃e

RT

)
− 1

)
(158)

which is the nonlinear Neumann boundary condition applied on the air-exposed sur-

face of the LSM microstructure.

6.8.2 Results

A section of LSM microstructure was meshed with eight refinements along the TPB

line, as described in Section 6.7. The model was solved using a nonlinear iterative

solver in COMSOL (GMRES with incomplete LU factorization) at various values of

cathodic overpotential, η = ∆E.

The resulting simulated current-voltage diagram is given in Figure 63. The be-

havior is clearly Tafel-like and indicates a dramatic activation of the bulk pathway

with increasingly large driving force.

Figure 63: Current-voltage plot simulated using simple large-bias LSM bulk pathway
model. T=973K.

The activation of the bulk pathway is visualized in Figure 64 where log10(cv/c
0
v)

is plotted conformal to the microstructure. At low bias of -1 mV, there is only

small deviation from the equilibrium vacancy concentration. The oxygen vacancy
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concentration rises dramatically as the bias becomes more severe. Biases of -75 mV

and -150 mV produce a local enrichment in the immediate vicinity of the interface.

Large bias of -300 and -400 mV produce an extreme enrichment of oxygen vacancies

at the interface: more than 10,000 times the equilibrium vacancy concentration. As

the concentration increases, the transport parameter sv increases concomitantly and

therefore the region of oxygen vacancy enhancement extends further and further from

the interface. An extended region of oxygen vacancy enhancement means that the

surface becomes active to oxygen reduction further from the interface and therefore

the utilization length is longer. The sequence of images clearly demonstrates LSM

becoming a better mixed conductor in response to cathodic bias. The Tafel-like

behavior in Figure 63 indicates that this opening of the bulk pathway results in huge

increases in current compared to OCV.

(a) (b) (c)

(d) (e) (f)

Figure 64: Value of log10(cv/c
0
v) at various cathodic bias: a) -1 mV, b) -75 mV, c)

-150 mV, d) -200 mV, e) -300 mV, f) -400 mV. T=973 K.

A wide view of the mesh used on the large microstructure section and also the

solution of log10(cv/c
0
v) at -1 mV and -400 mV is shown in Figure 65. This is believed
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to be the first time LSM activation has been visualized in a porous structure.

(a) (b) (c)

Figure 65: Wide view of large microstructure section: a) mesh and log10(cv/c
0
v) at

b) -1 mV and c) -400 mV. T=973 K.

6.9 Simulations on the surface

The necessary considerations for simulation of the surface pathway are outlined in

this section. The surface model is very simple, involving dissociative physisorption

without partial charge transfer and linear irreversible thermodynamic treatment of

the reaction rate for a small perturbation. In order to use COMSOL Multiphysics

for surface simulations, the “weak form, boundary” method of adding physics to the

simulation should be used, as opposed to the coefficient form which may be used for

the bulk simulations. This requirements necessitates the full derivation of the weak

form of the surface problem, which will be derived in the following section.

6.9.1 Transport

Suppose that there is an air-exposed surface of a mixed conductor onto which a

gas species may adsorb. The adsorbed species is consumed during the course of

an electrochemical reaction and replenished by additional adsorption. Consumption

may occur heterogeneously at the TPB between the mixed conductor, gas phase,

and electrolyte or by incorporation of the gas into the bulk of the mixed conductor

(oxygen incorporated into an oxide by filling a vacancy, for example). Adsorbates are

transported by diffusion to the TPB.

The following assumptions are employed in this section:
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1. Only the surface pathway is considered

2. Surface adsorbate concentration, cθ, has units mol m−2

3. Surface concentration may be expressed in terms of the product of the density

of adsorption sites, Γ, and the fractional site occupancy, θ: cθ = Γθ

Consider the conservation of surface concentration with a homogeneous genera-

tion/consumption term

∂cθ
∂t

= −∇ ·
(−→
J θ

)
+ G in Ω (159)

where
−→
J θ is the flux of the adsorbate (units: mol m−1 s−1) and G is the homogeneous

generation/consumption term (units: mol m−2 s−1). Ω is the domain of the surface

of the mixed conductor. At steady state (chemical/electrochemical reaction balanced

by transport and adsorption), the time derivative is zero

0 = −∇ ·
(−→
J θ

)
+ G in Ω (160)

According to irreversible thermodynamics, the flux is related to the gradient in

electrochemical potential, µ̃, of the species. For this particular case and ignoring

cross-coefficients,

−→
J θ = −sθ∇µ̃θ = −sθ∇(∆µ̃θ) (161)

where sθ is the transport coefficient of the surface species and the equilibrium elec-

trochemical contribution to the flux cancels out. If it is expressed similarly to the

bulk vacancy transport coefficient, then the following definition is used for the surface

transport coefficient

sθ = bθcθ (162)

with units of mol2 J−1 s−1, where bθ is the mobility of the surface species, with units

mol m2 J−1 s−1.
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Furthermore, set G as the difference between the rate of adsorption, r1, and the

rate of incorporation of the surface species into the oxide by vacancy healing, r2, on

the surface. In the case of a neglected bulk pathway, r2 = 0. The value of r2 would

increase as the ionic transference of a mixed conductor increases.

Substituting, then the conservation equation is

0 = −∇ · (−sθ∇ (∆µ̃θ)) + (r1 − r2) in Ω (163)

Introduce a test function v ∈ H1(Ω) where the Sobolev space H1(Ω) is defined as

H1(Ω) =

{
v ∈ L2(Ω) :

∂v

∂xi

∈ L2(Ω) for i = 1, ..., d

}
(164)

where d is the number of dimensions of Ω and the space L2(Ω) is

L2(Ω) =

{
v : v is defined in Ω and

∫
Ω

|v|2d−→x <∞
}

(165)

The equation then becomes

0 = −v∇ ·
(−→
J θ

)
+ vG in Ω (166)

when v is multiplied to both sides.

Integrating over Ω,

0 = −
∫

Ω

[
v∇ ·

−→
J θ

]
d−→x +

∫
Ω

vGd−→x (167)

and applying the product rule

∇ ·
(

v
−→
J θ

)
= v∇ ·

−→
J θ +∇v ·

−→
J θ (168)

and substituting,

0 = −
∫

Ω

[
∇ ·
(

v
−→
J θ

)]
d−→x +

∫
Ω

[
∇v ·

−→
J θ

]
d−→x +

∫
Ω

vGd−→x (169)

According to the divergence theorem,∫
Ω

∇ ·
(

v
−→
J θ

)
d−→x =

∫
∂Ω

v
−→
J θ · −→n ds (170)
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where ∂Ω denotes the boundary of Ω and −→n is the outward-pointing normal vector.

Substituting again,

0 = −
∫
∂Ω

v
−→
J θ · −→n ds +

∫
Ω

[
∇v ·

−→
J θ

]
d−→x +

∫
Ω

vGd−→x (171)

Rearranging, ∫
∂Ω

v
−→
J θ · −→n ds =

∫
Ω

[
∇v ·

−→
J θ + vG

]
d−→x (172)

Replacing with the definition of flux from Equation 161 and substituting r1 − r2

for G, ∫
∂Ω

v
−→
J θ · −→n ds =

∫
Ω

[−sθ∇v · ∇(∆µ̃θ) + v(r1 − r2)] d−→x (173)

This leads to the final statement of the weak form for steady state surface transport

and mass balance:

Find ∆µ̃θ ∈ H1(Ω) such that∫
∂Ω

v
−→
J θ · −→n ds =

∫
Ω

[−sθ∇v · ∇(∆µ̃θ) + v(r1 − r2)] d−→x

for all v ∈ H1(Ω)

(174)

The boundary flux term
−→
J θ · −→n may be both zero and nonzero. The flux is zero

at boundaries where there is no TPB reaction. The flux is nonzero where there is a

TPB, in which case
−→
J θ · −→n = rtpb where rtpb is the rate of reaction. This rate is in

general a complicated function of ∆µ̃θ, or alternatively θ, point defect concentrations

within the mixed conductor, and potential difference between the mixed conductor

and electrolyte [96]. In the case of small perturbation, however, it may be dramatically

simplified by expressions arising from linear irreversible thermodynamics.

6.9.2 Interfacial reaction rates

Similarly to the treatment of the bulk pathway, reaction rates at the interfaces may

be described in several ways. If the system is perturbed far from equilibrium, detailed

phenomenological rate expressions provide good insight into the process but introduce
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considerable complexity and complication. If the system is not perturbed far from

equilibrium but is instead perturbed only slightly, then linear approximations may be

made. In particular, the use of a direct relationship between the rate of the overall

reaction and the reaction affinity can be employed. Such an approach neglects the

detailed mechanisms of the reaction in favor of a simplified description of the rate.

6.9.2.1 Adsorption/dissociation rate

First, some postulation of the adsorption reaction and accompanying rate must be

made. Assume the following simple dissociative adsorption

1

2
O2(g) + s = O(s) (175)

Expressed in terms of building units, then

1

2
O2(g) = {O(s)} (176)

where {O(s)} = O(s)−s. Following a similar definition as full bulk-pathway reduction

of oxygen and elimination of the equilibrium terms, the affinity of the reaction is

A1 =
1

2
∆µO2(g)−∆µθ (177)

where ∆µθ is the change in chemical potential of the building unit {O(s)}. Because

the adsorbed oxygen here is uncharged, ∆µθ = ∆µ̃θ and therefore can be used directly

with the dependent variable of the surface transport simulation.

Expressing the reaction rate for tracer incorporation in terms of equilibrium ther-

modynamics,

r1 = k0
1

(
1

2
∆µO2(g)−∆µθ

)
(178)

for a sufficiently small perturbation, where k0
1 is a rate parameter with units mol2 J−1

m−2 s−1 giving r1 units of mol m−2 s−1.
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6.9.2.2 TPB rate

The reaction at the TPB is postulated as

O(s) + V··O,elyte + 2e′ = Ox
O,elyte + s (179)

or, in terms of building units,

{O(s)}+ {V··O,elyte}+ 2{e′} = nil (180)

where {O(s)} = O(s)− s is the adsorbed oxygen building unit, {V··O,elyte} = V··O,elyte−

Ox
O,elyte is an electrolyte vacancy building unit, and {e′} refers to an itinerant or

localized electron building unit. The reaction affinity can be expressed analogously

to previous arguments using electrochemial potentials rather than chemical potentials

as

Atpb = ∆µ̃θ + ∆µ̃v,elyte + 2∆µ̃e (181)

The reaction rate is

rtpb = k0
tpb (∆µ̃θ + ∆µ̃v,elyte + 2∆µ̃e) (182)

for a sufficiently small perturbation, where k0
tpb is a rate parameter with units mol2

J−1 m−1 s−1 giving rtpb units of mol m−1 s−1. If a uniform Fermi level is assumed,

then ∆µ̃e is fixed. Finally, if a reference electrode is place on the solid electrolyte

next to the cathode, then ∆µ̃v,elyte = 0.

6.9.3 Impedance via surface pathway

6.9.3.1 Weak form for surface transport and mass balance in the case of alter-
nating current perturbation

Suppose now that there is some small, alternating current perturbation applied on

top of a steady state signal. The surface concentration cθ then becomes a complex

quantity with nonzero time derivative. Express the surface concentration as

cθ = cθ + |ĉθ|ej(ωt+δ) (183)
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where cθ is the steady state concentration, |ĉθ| is the magnitude of the alternating

perturbation, j =
√
−1, ω is the frequency of the applied signal, and δ is the phase

shift of the concentration from the applied signal. Denote

ĉθ = |ĉθ|ejδ (184)

and therefore

cθ = cθ + ĉθe
jωt (185)

The other quantities can be written similarly.

Now, let the electrochemical potential of the adsorbed oxygen be expressed as

µ̃θ = µ̃eq
θ + ∆µ̃θ (186)

where the change from equilibrium is

∆µ̃θ = ∆µ̃θ + ∆̂µ̃θe
jωt (187)

where ∆µ̃θ is the steady state portion and ∆̂µ̃θ is the complex perturbation.

Since the electrochemical potential must be uniform at equilibrium, then

∇(µ̃θ) = ∇(∆µ̃θ) = ∇
(

∆µ̃θ + ∆̂µ̃θe
jωt
)

(188)

which lets the flux be expressed as

−→
J θ= −sθ∇µ̃θ (189)

= −
(
sθ + ŝθe

jωt
)
∇
(

∆µ̃θ + ∆̂µ̃θe
jωt
)

(190)

where sθ indicates steady state transport parameter and ŝθ indicates the complex

perturbation of the transport parameter.

Distributing and ignoring the second-order perturbed term,

−→
J θ ≈ −sθ∇

(
∆µ̃θ

)
−
(

sθ∇
(

∆̂µ̃θ

)
+ ŝθ∇

(
∆µ̃θ

))
ejωt (191)
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Setting the steady state flux as

−→
J θ = −sθ∇

(
∆µ̃θ

)
(192)

and the AC flux as

−̂→
J θ = −

(
sθ∇

(
∆̂µ̃θ

)
+ ŝθ∇

(
∆µ̃θ

))
(193)

then

−→
J θ ≈

−→
J θ +

−̂→
J θ ejωt (194)

The homogeneous generation term may similarly be expressed as

G = G + Ĝejωt (195)

where Ĝ = r̂1− r̂2. Substituting these definitions into the original continuity equation

(Equation 159), recognizing that the steady state terms sum to zero, executing the

time derivative ∂(ĉθe
jωt)/∂t = jωĉθe

jωt, and canceling out the ejωt factor,

jωĉθ = −∇ ·
−̂→
J θ + Ĝ in Ω (196)

Introducing the test function v ∈ H1(Ω) and following analogous steps to the

steady state case including integration over Ω and application of the product rule

and divergence theorem, the following equation results:

∫
∂Ω

v
−̂→
J θ · −→n ds =

∫
Ω

[
∇v ·

−̂→
J θ + v(Ĝ− jωĉθ)

]
d−→x (197)

Critical assumptions about the nature of the surface species and simulation must

now be employed. Since the adsorbed oxygen is assumed to be fully dissociated and

uncharged, then the electrochemical potential of the adsorbed oxygen is equivalent

to the chemical potential

µθ = µ0
θ + RTln

(
θ

1− θ

)
(198)

where the site-limitation term is included because the chemical potential refers to the

adsorbed oxygen building unit [88].
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Taking the derivative of the chemical potential with respect to the surface cover-

age,

∂µθ
∂θ

=
RT

θ (1− θ)
(199)

Making a further approximation and assuming a linear, small perturbation then

θ̂ =
∂θ

∂µθ
(ss) · µ̂θ (200)

where µ̂θ is the AC perturbation to the steady-state chemical potential µθ = µeq
θ +∆µθ

and the derivative is evaluated using the steady state value of θ. The overall chemical

potential is µθ = µeq
θ + ∆µθ + µ̂θe

jωt. Since the steady state change to the chemical

potential is summed with the equilibrium chemical potential, the AC perturbation

may be viewed as a change to the change of the chemical potential, similarly to

Equation 187. That is, µθ = µeq
θ + ∆µθ where ∆µθ = ∆µθ + ∆̂µθe

jωt. By this logic,

∆̂µθ = µ̂θ and

θ̂ =
∂θ

∂µθ
(ss) · ∆̂µθ (201)

If the perturbation is around OCV (equilibrium), then θ0 can be used to evaluate the

derivative. Recognizing that for this particular case ∆µ̂θ = ∆ ̂̃µθ because the adsorbed

oxygen is not charged and in general that cθ = Γθ, then

ĉθ = Γ
θ0 (1− θ0)

RT
· ∆̂µ̃θ (202)

One final problem-specific adaptation is now performed to simplify further. If the

AC problem is solved around OCV, then ∆µ̃θ = 0 and ∇
(
∆µ̃θ

)
= 0. Thus, the AC

flux term (Equation 193) simplifies to

−̂→
J θ = −sθ∇

(
∆̂µ̃θ

)
(203)

where sθ is simply the equilibrium sθ parameter.

After substituting definitions for flux (Equation 203), homogeneous generation

(Equation 195), and concentration (Equation 202) into the integral equation 197,
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this leads to the final expression of the weak form for the perturbed case:

Find ∆̂µ̃θ ∈ H1(Ω) such that∫
∂Ω

v
−̂→
J θ · −→n ds =

∫
Ω

[
∇v ·

(
−sθ∇

(
∆̂µ̃θ

))
+ v(r̂1 − r̂2 − jωΓ

θ0 (1− θ0)

RT
· ∆̂µ̃θ)

]
d−→x

for all v ∈ H1(Ω)

(204)

The boundary flux term
−̂→
J θ · −→n may be both zero and nonzero. The flux is zero at

boundaries (1D edges of the surface domain) where there is no TPB reaction. The

flux is nonzero at edges where there is a TPB, in which case
−̂→
J θ ·−→n = r̂tpb where r̂tpb

is the AC perturbed rate of reaction.

6.9.3.2 Expression for perturbed reaction rates

Let r be the rate of some reaction–e.g. adsorption, dissociation, incorporation–which

is dependent upon some set of parameters {pi}

r = r(p1, p2, . . . , pn) (205)

The set {pi} contains chemical potentials, fractional concentration of the adsorbed

species, concentration of other relevant adsorbed species, concentration of relevant

point defects within the mixed conductor, and any other parameters relevant to a

phenomenological model of the rate of the particular reaction. In general r is nonlin-

ear. At steady state, the parameter set is denoted {pi} and the rate is

r = r(p1, p2, . . . , pn) (206)

which requires simultaneous solution for all parameters.

In simulating the response to an AC perturbation, the deviation from steady state

is of interest. Here, the standard linearized approximation for impedance spectroscopy

[128] will be employed, where only the first-order perturbations are considered. The
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first-order, multi-variable, complex Taylor series expansion is appropriate

r(p1, p2, . . . , pn) ≈ r(p1, p2, . . . , pn)+
∂r

∂p1

(p1, p2, . . . , pn) · (p1 − p1)

+
∂r

∂p2

(p1, p2, . . . , pn) · (p2 − p2)

+ . . .

+
∂r

∂pn

(p1, p2, . . . , pn) · (pn − pn)

(207)

In accordance with the previous definition of the complex quantities let all pa-

rameters be expressed

pi = pi + p̂ie
jωt (208)

Therefore, the rate is given as

r ≈ r +
∂r

∂p1

(p1, p2, . . . , pn) · p̂1ejωt

+
∂r

∂p2

(p1, p2, . . . , pn) · p̂2ejωt

+ . . .

+
∂r

∂pn

(p1, p2, . . . , pn) · p̂nejωt

(209)

Similarly partitioning the rate into steady state and perturbed terms

r = r + r̂ejωt (210)

and rearranging Equation 209 leads to the final expression for the perturbed portion

of the rate

r̂ =
∂r

∂p1

(p1, p2, . . . , pn) · p̂1

+
∂r

∂p2

(p1, p2, . . . , pn) · p̂2

+ . . .

+
∂r

∂pn

(p1, p2, . . . , pn) · p̂n

(211)

The complex quantity r̂ should be computed for every relevant reaction and, if

applicable, every sub-step. The quantity r̂tpb should be computed at the 1D TPB
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boundaries and used in Equation 204 as the quantity
−̂→
J θ · −→n . Likewise, r̂1 corre-

sponding to adsorption/dissociation, r̂2 corresponding to incorporation, etc., should

be used as appropriate on the 2D particle surfaces. The perturbed parameter set

{p̂i} is subject to simultaneous FEM solution of the multiphysics problem coupling

the mixed-conductor surface and bulk as well as possibly the electrolyte bulk. The

expression for the reaction rate perturbation derived here is in agreement with anal-

ogous formulations appearing in the literature [161].

Specifically, the reaction rate r1 in Equation 178 is adapted as

r̂1 =
1

2
k0

1∆̂µO2(g)− k0
1∆̂µθ (212)

recalling that ∆µθ = ∆µ̃θ when the adsorbed, dissociated oxygen is uncharged as in

this case. When gas diffusion is not considered, then ∆̂µO2(g) = 0.

The reaction rtpb (Equation 182) is perturbed and linearized as

r̂tpb = k0
tpb∆̂µ̃θ + k0

tpb∆̂µ̃v,elyte + 2k0
tpb∆̂µ̃e (213)

When the voltage is applied relative to a reference electrode on the electrolyte close

to the working electrode, then ∆̂µ̃v,elyte = 0. A uniform Fermi level gives a constant

electron electrochemical potential: ∆̂µ̃e = −F∆̂E, where ∆̂E is the AC potential

perturbation applied to the working electrode.

6.9.4 Parameters

The important parameters in the surface simulation are the equilibrium fractional

surface coverage, θ0, the surface transport coefficient, sθ, the two reaction rate pa-

rameters adsorption, k0
1 and TPB, k0

tpb, and the double layer capacitance, Cdl.

In investigating the kinetics of porous platinum on YSZ, Mitterdorfer proposed

an isotherm for surface coverage [111]. The fractional surface coverage ranged from

0.65 at pO2 = 1 atm and T = 550◦C to 0.05 at pO2 = 10−5 atm and T = 950◦C.

θ0 = 0.25 was chosen as an initial value here for pO2 = 0.21 atm and T = 700◦C.
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The surface transport parameter bundles surface concentration and mobility

sθ = bθc
0
θ = bθΓθ0 (214)

where bθ is the mobility and Γ is the concentration of surface sites: 1x10−5 mol m−2.

The mobility is related to the diffusion coefficient by the Einstein equation

bθ =
Dθ

RT
(215)

Mitterdorfer also provided an estimate for surface species diffusivity in the plat-

inum/YSZ system [111] which can serve as a reasonable starting point for exploration

of the LSM/YSZ system [108]. The diffusivity is

Dθ = D0
θexp(−Ea

θ/(RT)) (216)

with values given in Table 6.

Table 6: Surface diffusion coefficients derived from reference [111].
Parameter Value Units

D0
θ 4.65x10−4 m2 s−1

Ea
θ 1.41x105 J mol−1

There is very little in the literature on suitable quantification of the reaction

rate parameter k0
1 corresponding to adsorption and dissociation. For the purpose of

simulating LSM, it will be assumed that k0
1 is many times greater than the tracer-

derived exchange rate constant k0
rdn (Equation 141) used in the bulk-only simulations.

The initial value was set to k0
1 = 1000 k0

rdn.

The reaction rate parameter of the TPB can be roughly estimated from existing

porous electrode data for the LSM-YSZ system. Mitterdorfer measured the overall

impedance and extracted a charge-transfer resistance associated with the TPB reac-

tion for a sintered porous LSM electrode on YSZ [108]. The reported values were

normalized to area, but can be approximately normalized to TPB length using the

quantification of those values reported in the same paper. The resulting TPB-specific
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resistivity associated with only the charge-transfer TPB reaction (having already re-

moved the surface-transport contribution) may be expressed as ρct in units of Ω m.

The conversion is given in Equation 217.

ρct = ASRct · Ltpb (217)

where ASRct is the area-normalized charge-transfer resistance (Ω m2) and Ltpb is the

TPB length density (m−1). Best-available approximate values are given in Table 7.

Table 7: Charge-transfer resistance parameters derived from reference [108].
Parameter Value Units Note

ASRct 4.5x10−4 Ω m2 Testing temperature: 620◦C
Ltpb 2.50x106 m−1 Sample sintered at 1100◦C, 2 h.

Assuming that ∆µ̃tpb = 2∆µ̃e when surface and gas transport contributions are

removed, then ∆µ̃tpb ≈ 2zeF∆E, where ∆E is the change of electrode potential. Now

recognizing that itpb = −2Frtpb, then

itpb ≈ −2F
(
k0

tpb[2zeF∆E]
)

(218)

The resistivity, ρct is the ratio of ∆E to itpb. Thus,

ρ−1
ct ≈ 4F2k0

tpb (219)

and the estimate of k0
tpb is obtained

k0
tpb ≈

(
4F2ρct

)−1
(220)

Finally, the double layer capacitance was taken as 5.5x10−2 F m−2 as per the value

fit to sintered porous LSM on YSZ [108].

6.9.5 Results and Discussion

The AC impedance for the surface model was simulated using a 140 x 134 x 140

voxel segment of the reconstructed porous LSM electrode on polycrystalline YSZ
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(a) (b)

Figure 66: Portion of reconstructed microstructure used for surface/TPB pathway
simulation: a) Microstructure segment rendered by COMSOL, b) Meshed microstruc-
ture with 8x TPB mesh refinement. Side length is approximately 2.7 µm.

(approximate dimensions are 2.7 µm x 2.5 µm x 2.7 µm. The mesh along the TPB

lines was refined eight times. The structure is shown in Figure 66.

The area-normalized impedance arising from the microstructure using the initial

parameter set (previous section: 6.9.4) is shown in Figure 67. Since the impedance

is with respect to a reference electrode placed on the solid electrolyte very close to

the cathode, there is no Ohmic resistance associated with the simulated impedance.

There are two impedance loops shown. The first, “Ads/diss/trans”, indicated by

square markers corresponds to the impedance associated with adsorption, dissoci-

ation, and surface transport process. The high-frequency real impedance intercept

of approximately 2 Ω cm2 is the charge-transfer resistance associated with the TPB.

The second loop, “All processes”, is the total impedance arising from the cathode

including the adsorption, dissociation, and transport processes with TPB reaction

impedance all in parallel with interfacial LSM-YSZ capacitive double-layer charging.

The low-frequency loop corresponds to the adsorption, dissociation, and transport

processes while the high-frequency loop corresponds to the relaxation associated with

the interfacial capacitance and TPB reaction impedance. The characteristic angular
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frequencies associated with the two relaxation processes are indicated.

Figure 67: AC impedance from surface/TPB pathway of reconstructed microstruc-
ture using initial parameter set.

6.9.5.1 Parameter investigation

To better understand the effect of the individual parameters on the impedance, they

were systematically varied and compared to the impedance arising from the original

parameter set. The effect of increasing the double-layer capacitance is shown in

Figure 68. The adsorption and transport-related impedance is unchanged but the

shape of the overall impedance is significantly modified. The alteration is the result

of the characteristic frequency of the charging-TPB relaxation process decreasing

with larger interfacial capacitance. The loops from each relaxation process are more

thoroughly merged with a 10x change (a) and are completely merged with a 100x

increase (b). The Nyquist plot appears to have only one important process when

such a complete merger occurs.

The effect of changing the TPB rate parameter k0
tpb is shown in Figure 69. The

rate parameter has a marked impact upon the high-frequency loop diameter and a

significant impact upon which process dominates. Reducing k0
tpb (a and b) makes the

TPB reaction more sluggish and therefore increases the resistance associated with

it, making the high-frequency loop diameter larger. A 100x decrease in the rate

parameter makes the entire impedance spectrum almost completely dominated by

188



(a) (b)

Figure 68: Impedance arising from a) 10x and b) 100x increase in Cdl, based on the
original parameter set.

charge transfer. An increase to the rate parameter, on the other hand, makes the

TPB reaction more facile and decreases the high-frequency loop diameter. A 100x

increase in k0
tpb (d) causes the impedance to be dominated solely by the process

of adsorption, dissociation, and surface transport. The impedance associated with

adsorption, dissociation, and transport is unaffected by the TPB rate parameter.

Impedance changes associated with varying the surface diffusion coefficient Dθ

are shown in Figure 70. The low-frequency loop diameter associated with surface

transport becomes larger as Dθ is decreased and shrinks as it is increase, reflecting a

decrease or increase if the facility of surface transport, respectively. The characteristic

frequency associated with the processes are not substantially affected by the diffusion

coefficient, so even though the impedance increases or decreases in magnitude, the

frequencies over which the processes occur are relatively unaffected.

The effect of varying the adsorption/dissociation parameter k0
1 is shown in Fig-

ure 71. Decreasing the parameter increases the size of the low-frequency loop because

it reduces the rate of resupply of adsorbed oxygen and therefore creates a bottleneck.

Conversely, increasing k0
1 provides easier resupply of adsorbed oxygen and a more

facile reaction/diffusion pathway and smaller low-frequency loop diameter.

An important phenomenon that accompanies changing k0
1 is the effect upon the
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(a) (b)

(c) (d)

Figure 69: Impedance arising from a) 10−2, b) 10−1, c) 101, and d) 102 change in
k0

tpb, based on the original parameter set.

characteristic frequency of the adsorption/dissociation/transport relaxation process.

The characteristic frequency of the process as a function of k0
1 multiplier is shown in

Figure 72. As the rate parameter increases, the characteristic frequency increases as

well.

6.9.5.2 Comparison with experimental values

The experimental results for the cathode fabricated by spray coating commercial LSM

powder and sintering at 1150◦C are shown in Figure 36 and tabulated in Table 8. At

the median temperature of 700◦C, the Rp was 179 Ω cm2 and ωc was 50 Hz. Therefore,

the model’s polarization resistance with the default parameter set (Figure 67) was
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(a) (b)

(c) (d)

Figure 70: Impedance arising from a) 10−2, b) 10−1, c) 101, and d) 102 change in
Dθ, based on the original parameter set.

approximately 36 times smaller than than the experimental measurement. Further-

more, the default model parameterization gave a characteristic frequency that was

approximately 16 times larger than the experimental value.

The Nyquist plot of the the impedance from this study at 700◦C is replotted in

Figure 73a with Ohmic resistance removed. The impedance spectrum is one arc, but

there is a slight asymmetry: the left-hand side (high-frequency) shoulder appears to

have a small bulge at real(Z) ≈ 25 Ω cm2, indicating that there could be at least two

relaxation processes. At higher frequencies than that, the slope of the line is diag-

onal rather than vertical. The asymmetry is more apparent at higher temperatures
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(a) (b)

(c) (d)

Figure 71: Impedance arising from a) 10−2, b) 10−1, c) 101, and d) 102 change in k0
1,

based on the original parameter set.

Table 8: Polarization resistance and characteristic angular frequency of porous LSM
electrode on dense YSZ derived from spray-coated commercial powder from this study.
All cathode processes included. Electrode was sintered at 1150◦C.

Testing temp. (◦C) Parameter Value Units Note
600 Rp 1615 Ω cm2

ωc 5 Hz
650 Rp 546 Ω cm2

ωc 16 Hz
700 Rp 179 Ω cm2

ωc 50 Hz
750 Rp 64 Ω cm2

ωc 125 Hz
800 Rp 27 Ω cm2

ωc 396 Hz
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Figure 72: The effect of k0
1 upon the characteristic frequency of the relaxation process

associated with adsorption, dissociation, and transport.

(Figure 36) and its shape is reminiscent of that arising from an equivalent circuit con-

taining a Gerischer element in series with a resistor, both in parallel to a capacitor.

The physical meaning of the Gerischer element is reaction-diffusion, which could cor-

respond to the process of adsorption, dissociation, and surface transport. The resistor

could correspond to a charge-transfer, while the capacitor in parallel corresponds to

interfacial capacitance. A similar equivalent circuit was suspected by Mitterdorfer to

describe LSM on YSZ [108].

With an equivalent circuit corroborating the very same physical processes repre-

sented in this chapter by the microstructure-specific surface model, the model parame-

ters were tailored by changing them from their default values. The resulting simulated

impedance is shown in Figure 73b. The impedance loop representing all cathode pro-

cesses is very similar in size (Rp), shape, and frequency distribution - in both the low-

and high-frequency relaxation processes - to the experimental impedance. The curve

associated with adsorption, dissociation, and transport shows that these processes are

responsible for the low-frequency feature. The high-frequency bulge is a relaxation

between the TPB charge-transfer resistance and interfacial charging which overlaps
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(a) (b)

Figure 73: a) Experimental complex impedance plot without Ohmic resistance, test-
ing temp of 700◦C. LSM powder was commercial, spray coated onto dense YSZ,
and sintered at 1150◦C. b) Simulated impedance with tailored model parameters,
T=700◦C.

with the adsorption, dissociation, and transport process.

The tailored parameters required to generate the simulation in Figure 73b are

given in Table 9. The diffusion coefficient was reduced substantially from the value

on platinum at 700◦C; however, considering the large differences between the sur-

faces of platinum and LSM, the difference is not unreasonable. The surface adsorp-

tion/dissociation coefficient was made to be 30 times larger than the tracer-derived

isotope exchange coefficient, k0
rdn, rather than 1000 time larger as initially assumed.

The TPB rate constant k0
tpb was set to be about 10% of the value of the rate constant

derived from sintered LSM, which is reasonable considering the uncertainties associ-

ated with estimating TPB length [108] and with differences in sintering profiles. The

interfacial capacitance Cdl was made to be 20 times the value derived from porous,

sintered LSM. However, the interfacial capacitance on sintered LSM was taken as the

average over an entire area including contacted and non-contacted area. The uncer-

tainties with contact area can explain some of the difference, along with the lack of

quantitative fitting. The new Cdl value is closer the interfacial capacitance derived

from porous platinum on YSZ [111]. All of these parameters could be substantially
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affected by the differences between this study and the literature in the exact chemi-

cal composition of the LSM powder as well as in the sintering step. The conformal

FEM tool developed here is a powerful tool for probing the kinetics of a porous LSM

cell in a quantitative manner while taking into account all of these material and

process-dependent specifics - a tool that has never been available before.

Table 9: Tailored surface model parameters.
Parameter Value

Dθ 0.01 ·D(Pt)
θ

k0
1 30 · k0,(LSM)

rdn

k0
tpb 0.09 · k0,(sint.LSM)

tpb

Cdl 20 · C(sint.LSM)
dl

The distribution of adsorbed oxygen electrochemical potential is shown in Fig-

ure 74. The depletion length is approximately 0.5-1 µm. Close views (b and c) show

that there appears to be variation in the electrochemical potential parallel to the

electrode, caused by the microstructure.

An important observation is that the surface model may be used to accommodate

low-frequency relaxation processes. Other authors [83] have concluded that a bulk

process explains the electrochemical behavior of an LSM cathode, in particular the low

characteristic frequencies. However, it is seen here that the adsorption/dissociation

rate coefficient has a large effect upon characteristic frequency (Figure 72). Moreover,

bulk explanations require the equilibrium vacancy concentration of LSM to be far too

high compared to all LSM bulk defect chemistry models. It therefore appears that the

surface/TPB pathway is a more realistic explanation for the electrochemical behavior

than the bulk pathway.

To further increase the agreement between model and experiment, the pure in-

terfacial double-layer capacitance, Cdl, was substituted for a constant phase element

(CPE). The important parameters of the CPE are Q and α, whose roles are shown

in Equation 221. The parameter α varies between 0 and 1. The closer to 1, the
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(a)

(b) (c)

Figure 74: Distribution of adsorbed oxygen electrochemical potential in the re-
constructed microstructure. a) Wide view, b) and c) two close views. T=700◦C,

∆̂E = −1x10−5 V.

closer the CPE impedance is to that of an ideal resistor. Q corresponds with the

capacitance, though has different units and can vary substantially from the actual

value of capacitance [128]. In general, CPEs are used to fit experimental data whose

interfacial capacitance is distributed over range of values due to a combination of

microstructural and chemical composition inhomogeneities.

The simulated impedance spectrum with CPEs did appear closer in shape to the
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experimental impedance: the slope of the curve at high- and low-frequency became

diagonal to the real impedance axis as opposed to vertical. Two simulated impedance

spectra with different values of CPE parameter Q are shown in Figure 75. The CPE

exponent α in both cases was 0.7.

ZCPE =
1

Q (jω)α
(221)

(a) (b)

Figure 75: Simulated impedance spectra using tailored parameter set and CPE
instead of pure interfacial capacitor: a) Q = 5 · Cdl, b) Q = 10 · Cdl. T=700◦C,
α = 0.7.

6.9.5.3 Role of near-TPB micro/nano-structure: theoretical study

To investigate the role of near-TPB micro/nano-structure in overall response, a simple

geometric model was assembled consisting of a flat, dense electrolyte and simple LSM

solids making a circular contact with diameter 200 nm. The exact shape of the LSM

was varied and the effect on the impedance was examined. Each shape had a 200-

nm circular contact with the electrolyte and all impedance was normalized to TPB

length.

Volumetric data - voxels belonging to the LSM and electrolyte - was generated

by custom MATLAB script according to the desired morphology, always carefully

preserving the constant TPB structure. The mesh near the TPB line was refined eight
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times. The tailored parameter set corresponding to the commercial LSM powder-

derived electrodes was used for surface electrochemical simulation at 700◦C.

As a baseline, a cylindrical morphology was used for the LSM, yielding an impedance

and an adsorbed oxygen low-frequency electrochemical potential distribution in Fig-

ure 76. The impedance spectrum had a similar general shape as that of the porous

electrode (Figure 73b), though with distinct differences at high frequencies (left-hand

side of the spectrum). The depletion distance of the adsorbed oxygen was between 0.5

and 1 µm, similar to the observation from the previous porous electrode simulation

(Figure 74). The cylindrical shape made it the 3D analogue of the standard 1D model

typically used to interpret data from porous LSM electrodes.

An expanding cylinder was then generated and simulated (Figure 77). The steady

state Rp of this structure was notably lower than the pure cylinder. The decrease in

polarization resistance could be attributed to more surface available for resupply of

the TPB reaction, making the adsorption, dissociation, transport process more facile.

The increase in surface area occurs because the radius of the solid increases with

distance from the TPB. This result demonstrates that the micro/nano-structure in

the near-TPB region does have the ability to appreciably impact the electrochemical

response when surface reaction and surface transport is an important component of

the impedance.

A second variation of the cylindrical structure is to consider the effect of possible

connections with other particles in the near-TPB region. A cylindrical cross-beam was

added to the structure at several different points, two of which are shown in Figure 78.

When the cross-beam was placed at the edge of the adsorbed oxygen depletion region,

it had little effect upon the impedance (Figure 78a and b). However, when the

cross-beam was placed well within the depletion region, the impedance was decreased

(Figure 78c and d). The effect was suspected to be caused by the addition of surface

area in the near-TPB region which was close enough to participate in transport to the
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(a) (b)

(c)

Figure 76: Results using the baseline cylindrical LSM structure: a) Simulated elec-
trochemical impedance spectrum, normalized to TPB length. b) Real change of
adsorbed oxygen electrochemical potential at low frequency (axis units are length, in

m). c) Close side view of b). T=700◦C, ∆̂E = −1x10−5 V.

TPB. Figure 78e shows a close view of the effect of the cross-beam on the adsorbed

oxygen electrochemical potential field, in particular how it is distributed over a larger

region than on a plain cylinder. These results indicate that a nanostructured network

of particles in the near-TPB region could be beneficial for the activity if it provides

increased surface area to aid transport to the reaction sites.

A third variation was to simulate the effect of particle necks. The cylinder surface

was replaced by one where the radius was computed by a sine function, while main-

taining the 200-nm diameter contact with the electrolyte. An example is shown in

Figure 79. For a very small neck size and short distance to the neck from the TPB, the
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(a) (b)

Figure 77: Expanding LSM cylinder structure: a) Simulated electrochemical
impedance spectrum, normalized to TPB length. b) Real change of adsorbed oxygen
electrochemical potential at low frequency (axis units are length, in m). T=700◦C,

∆̂E = −1x10−5 V.

surface adsorption, dissociation, and transport is impeded and Rp increases. A direct

comparison of Figure 79d to Figure 76c shows that the depletion length is forced to

be shorter than the case of a pure cylinder when a neck inhibits surface transport.

This investigation into the effect of near-TPB micro/nano-structure indicates

that morphology in this region is important to the overall electrochemical response

of the TPB when adsorption, dissociation, and surface transport limit or co-limit

the response. Given several different configurations, the TPB-normalized impedance

changed significantly. It is not enough to consider only the TPB length of a given

microstructure, nor is it enough to interpret the results of a porous LSM electrode

experiment with a 1D model. It is also not enough to consider the total surface area:

the cross-beam simulation demonstrated that added surface area even 1-1.5 µm from

the TPB may not impact the response. Clearly, the nanostructure near the TPB is

critical to the response. Conformal finite element modeling of the electrochemistry

occurring on the surfaces and TPBs provides the necessary tools for rational design

at this level. It allows the effect of nanostructure to be simulated, visualized, and

can be of use in providing target nanostructures for novel cathodes fabricated based
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(a) (b)

(c) (d)

(e)

Figure 78: LSM cylinder with cross-beam. Cross-beam on edge of depletion zone:
a) Simulated TPB-normalized impedance, b) real change of adsorbed oxygen electro-
chemical potential at low frequency. Cross-beam within depletion zone: c) Simulated
TPB-normalized impedance, d) real change of adsorbed oxygen electrochemical po-

tential at low frequency, e) close view of d). T=700◦C, ∆̂E = −1x10−5 V.
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(a) (b)

(c) (d)

Figure 79: LSM particles described by sine function: a) Simulated TPB-normalized
impedance, b) real change of adsorbed oxygen electrochemical potential at low fre-

quency, c) and d) close views of b). T=700◦C, ∆̂E = −1x10−5 V.

upon these design principles.

6.10 Conclusion

In this chapter, several means of multiphysics simulations on a 3D digital electrode

representation were assessed. The voxel-by-voxel method and slice extrusion methods

were found to be unwieldy and impractical. The direct meshing method proved to be

very practical. The open-source package iso2mesh was combined with the commercial

packages COMSOL Multiphysics and MATLAB to mesh volumetric data represent-

ing the porous structure, apply relevant transport and electrochemical equations,

and solve the finite element problem. The use of commonly available packages with
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minimal custom coding makes the technique within the reach of the general audi-

ence interested in the role of microstructure. This technique allows both the surface

pathway and the bulk pathway to be simulated, which is important in making the

modeling technique applicable to a wide variety of candidate cathode materials such

as LSM, whose surface pathway is dominant, and LSCF which is a very good mixed

conductor and therefore has a dominant bulk pathway.

In particular, the bulk pathway of LSM was examined using a refined mesh and

found to be very small under cathodic bias, in agreement with the general understand-

ing of LSM. The role of the bulk pathway was visualized under successively larger

cathodic bias and found to increase in both utilization length and oxygen vacancy

concentration, resulting in Tafel-like polarization behavior. The bulk pathway was

also examined for various mixed conductors described by the empirical relationship

between the surface exchange coefficient and the oxygen tracer diffusivity.

The surface pathway was also examined for LSM. Electrochemical impedance

spectra were simulated for a wide selection of parameter values and agreement with

experiments was found. The electrochemical impedance of porous LSM on a dense

YSZ electrolyte is likely dominated by this surface pathway, as opposed to the bulk

pathway which contributes very little current at OCV. The surface model can be

extended to porous composite cathodes.

The effect of near-TPB particle micro/nano-structure was evaluated using the

surface model. When oxygen adsorption, dissociation, and surface transport limit or

co-limit the electrochemical response, the near-TPB region was found to be critical to

the impedance. Generally more surface area available for oxygen adsorption within

the depletion zone was found to increase performance, but severe particle necks were

found to hinder surface transport and decrease performance. The finite element

modeling tool developed in this chapter provides a means of further investigation

of this effect and provides a quantitative tool for rational design of nanostructures
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complying with these design principles in novel cathodes.

Developing a tool that can apply the finite element method to transport consti-

tutive equations on the surface and in the bulk of a mixed conductor is a critical

component in the rational design of SOFC cathode materials. This technique allows

the fine details of microstructure to be fully taken into consideration in a DC or AC

condition. It also allows simple or very complex reaction rate expressions to be used,

and therefore links together several modeling scales. Quantum chemical models can

provide insight into reaction mechanisms, which can inform phenomenological mod-

els and can predict local reaction rates based upon the potential/concentration fields

described by the finite element solution of transport on the detailed microstructure.

If desired, the FEM solution could inform higher levels of modeling. FEM modeling

that can capture such detail is an important step in moving toward implementing the

rational design philosophy in SOFC cathodes.
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CHAPTER VII

CONCLUSION

The SOFC cathode is a critical component and in need of further development to aid

widespread SOFC commercialization. This need for improvement is especially true

at intermediate temperatures where cheaper components in other parts of the fuel

cell may be used. Among the main challenges facing SOFC cathodes are the activity

toward the oxygen reduction reaction and the competition between active surfaces and

transport pathways. Heretofore, design of SOFC cathodes has tended to be empirical

owing to the lack of mechanistic understanding and multi-scale modeling tools. In

order to achieve rational design, better fundamental understanding and quantitative

engineering tools are required. The objective of this work was to develop and use

tools for the modeling, simulation, and rational design of SOFC cathodes.

Some of the contributions of this thesis are targeted to thin-film test cells with well-

controlled geometries. A focus at this level is important to modeling and simulation

of porous SOFCs because it provides fundamental understanding of mechanisms and

constitutive equations for important processes by removing complications associated

with geometry. Models conformal to the porous structure, a second major emphasis

of this thesis, are informed by that level of focus and as a consequence are made more

accurate, relevant, and significant.

The specific contributions to the development of modeling tools include:

1. Extension of phenomenological reaction rate modeling technique to include the

triple phase boundaries between a mixed conductor and electrolyte, taking into

account transport limitations on local electrical state, concentration fields of

point defect and adsorbed oxygen atoms, and material geometry
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2. Development of a numerical finite volume method for application to a patterned

mixed conducting electrode

3. Establishment of a tool to aid the design of thin-film mixed-conducting test

cells with respect to sheet resistance, and presentation of design charts

4. Application of phenomenological reaction rate expressions to thin-film mixed-

conducting test cell experiments

5. Development of a novel use of conservative point defect ensembles and a method

of unpacking the ensembles at interfaces to enable efficient finite element simu-

lations using few variables under large nonlinear cathodic driving forces

6. Development of a 3D finite element method modeling approach using commer-

cial/open source packages and custom coding that is conformal to the particles

comprising a porous SOFC cathode providing maximum accessibility to a wide

audience

7. Treatment of bulk and surface pathways in the conformal modeling approach

8. Implementation of an algorithm to refine the finite element mesh in the vicinity

of triple phase boundaries in conformal, porous mesh

Specific contributions to the fundamental understanding of SOFC cathode mate-

rials include:

1. Study of the role of TPB versus bulk contributions in LSM patterned electrodes

(a) A potential for bulk-pathway dominance over the TPB/surface pathway

at moderate bias was demonstrated.

(b) The effect of sheet resistance on electrical potential and kinetics was illus-

trated.
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(c) Physical parameter values were investigated.

2. The effect of sheet resistance upon electrochemical impedance measurements

(a) A high-frequency feature was discovered as the result of severe sheet resis-

tance limitation in thin-film test cells.

(b) The implications of sheet resistance upon global test cell measurements

was examined and found to be substantial in some cases.

(c) It appears to be possible in general to design a test cell that may reduce

or eliminate the practical effects of sheet resistance upon thin-film test cell

experiments if the proper precautions are observed with respect to current

collector spacing and film thickness. This is not always true for very active

materials or large cathodic bias, however.

3. Explanation of the experimentally observed increase in electrocatalytic activ-

ity and long-term stability of LSM-coated LSCF thin-film test cell and porous

electrodes under a cathodic bias

(a) LSM surface modification of LSCF which leads to enhanced performance

and increased stability is suspected to be caused by better cathodic acti-

vation, better adsorption properties, and interdiffusion to form a hybrid

LSM(C) layer.

(b) The insight into the role of the Mn ion, cathodic activation, and stability

of LSM(C) provides new directions in novel SOFC cathode development.

4. Examination and imaging of the relative role of the bulk and surface pathways

in LSM in a porous electrode

(a) The role of key parameters in the bulk and surface pathway were examined,

with the effects of parameters visualized in terms of utilization/depletion

length and impedance spectra.
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(b) The surface pathway of LSM appears to dominate at OCV, but the bulk

pathway is strongly activated under cathodic bias leading to increased

utilization length and much larger relative contribution to electrochemical

reduction of oxygen.

(c) The study of the bulk activation of LSM is believed to be the first-ever

confirmation and visualization of this effect in porous LSM.

5. Investigation of the near-TPB nanostructure in LSM/YSZ

(a) The near-TPB nanostructure appears to be critical to determining the

electrochemical response of the TPB when oxygen adsorption, dissociation,

and surface transport limit or co-limit the behavior.

(b) TPB length alone is not an adequate descriptor of the activity of the TPB

to oxygen reduction; surface area within a small region near the TPB

critically affects the response by providing more facile supply of adsorbed

oxygen to the TPB

(c) Particle necks can hinder additional benefit of added surface area.

The work detailed in this thesis will aid future fundamental investigations of

cathode MIEC properties, including thin-film and patterned electrode investigations

through the TPB phenomenological model and the sheet resistance-mitigation mod-

eling. It will also be of use to the engineering design of porous cathodes through

the use of conformal finite element modeling with or without conservative defect en-

sembles. The 3D FEM technique accounts for the local fine details of microstructure

and can use sophisticated, phenomenological reaction rate kinetics that consider the

complexities of point defect chemistry, local electrical state, and adsorbed oxygen

concentration. Rational design approaches to SOFC cathode development can use

these tools and apply these gains in fundamental knowledge for a more effective and

scientific means of improving the prospects of commercial SOFC viability.
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CHAPTER VIII

RECOMMENDATIONS

The work described in this thesis has provided both fundamental knowledge and useful

tools for the modeling, simulation, and rational design of porous SOFC cathodes.

There are a number of exciting new directions and possibilities for future research.

The coupling of sophisticated reaction rate and transport modeling with real mi-

crostructure is of particular interest. The approach developed for meshing and apply-

ing FEM models has opened the door to a wide range of microstructure-specific work.

First, by using the conservative defect ensemble approach, the behavior of the SOFC

cathode under large bias can be examined. With the proper knowledge of defect

chemistry and other fundamental properties, a wide variety of mixed conductors can

be simulated under various conditions of bias. Composite electrodes of LSM/YSZ,

other electronic/ionic conductor combinations, or even composites of several mixed

conductors can also be handled on a microstructure-specific level. Using the targeted

mesh refinement, TPBs or interfaces can be selectively refined anywhere in the elec-

trode where necessary. In addition to simulations performed here involving a uniform

Fermi level, the contribution of electronic defects should also be considered for more

accuracy, in particular near the TPBs where current constriction is likely to play a

role [48]. Finally, the inclusion of gas diffusion would be helpful for large segments of

microstructure or situations where concentration polarization could be significant.

The microstructure-specific modeling technique has also opened up important av-

enues for novel microstructural optimization having several advantages over more

traditional electrode modeling. PET-type models require an input of porosity, tortu-

osity, surface area, and other homogenized microstructure descriptors for simulation
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of performance. The models, of course, will provide some result no matter what

combination of parameters is given to them, whether realistic or not. It is difficult

to know whether combinations that optimize performance are achievable or realistic.

Other models on the electrode-level assume spherical particles, simple kinetics, or

make other compromises that degrade accuracy or usefulness in design.

Given the results of this thesis, it is now possible to use a realistic microstruc-

ture with sophisticated kinetics for electrode optimization. The starting point could

be volumetric data, such as the data set from x-ray microtomography. In fact, one

could start with a real microstructure as a baseline, perform a simulated anneal-

ing algorithm or other type of microstructural reconstruction, and then examine the

performance of the modified structure by FEM. The use of a simulated annealing

algorithm would help to determine optimal heat treatments or starting particle sizes.

Such methods would implicitly apply rules to keep the microstructure realistic. Al-

ternatively, one could begin with a hypothetical microstructure generated by some

algorithm that enforces reasonableness: a code that generates a microstructure that

could result from, for example, combustion chemical vapor deposition or the glycine

nitrate process with certain basic rules enforced (porosity, minimum solid group-

ing size, connectivity) could be the starting point for volumetric data. Simulation

results could be used to “suggest” morphologies or arrangements of particles that

could lead to novel structures. Experimentalists could look for ways to fabricate the

recommended structures if performance gains promise to be significant. Since the al-

gorithms developed here are relatively cheap to run on a computer, performing such

numerical experiments could be an excellent alternative to slow and costly heuristic

laboratory experimentation with microstructure.

The size of computations is also an exciting area for future efforts. The work re-

ported in this thesis was performed on a desktop computer and, therefore, limited in

system resources and in the microstructure included in the simulations. The logical
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next step is to begin using cluster computing to leverage memory and parallelization.

Both COMSOL and MATLAB are capable of running efficiently on cluster. In par-

ticular, COMSOL’s solvers can run in parallel in a shared memory configuration on a

single node. Parametric studies (useful for impedance) or other suitable tasks can be

run on many nodes in a distributed memory configuration. At the time of writing of

this thesis, the microstructure simulations had been run successfully on the FoRCE

cluster through the Partnership for an Advanced Computing Environment (PACE),

Office of Information Technology (OIT) on the Georgia Tech campus and scale-up

was underway.

The fundamental study of the mechanisms of oxygen reduction on MIECs remains

an important focus area. Further use of patterned and thin-film electrodes of LSM,

LSCF, and other mixed conductors studied under cathodic bias and a variety of

gaseous atmosphere is recommended in conjunction with bulk-pathway and TPB-

pathway phenomenological modeling. The guidelines on design for sheet resistance

should be followed or extended to ensure that sheet resistance will not interfere with

the measurements.

Multi-scale model coupling with DFT or other quantum chemical calculations is

also a very useful way to discover likely reaction pathways, mechanisms, energetics,

rate constants, and mobilities. Since so much of the study of MIECs relies on indirect

observation, DFT provides perhaps the most direct access to such phenomena. In

particular, the use of more standard LSM stoichiometries than those used in the past

(LaMnO3 and LSM 55 have been studied in detail but not LSM 82), evaluation of

the adsorption and dissociation process onto LSM without the presence of an oxygen

vacancy (due to their relative scarcity), the effect of A- and B-site vacancies on ad-

sorption (due to their relative abundance), establishment of adsorption isotherms and

fractional surface coverage, and computation of surface mobility would be particularly

helpful.
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One interesting modification of the phenomenological modeling approach is to al-

low for the possibility of metallic or semi-metallic MIEC band structure. Currently,

the phenomenological models assume a small polaron structure because it is a good

descriptor of LSM 82 and LSCF 6428. Therefore, the concentration of electron holes

and/or electrons appears explicitly in the rate expressions. A mixed conductor with

semi-metallic band structure, such as LSC, would need a term in the rate expression

corresponding to electron enthalpy rather than concentration [4]. Making such modifi-

cation is not incompatible with transition state theory, but would require a knowledge

of the local density of states [87] at the surface. Quantum chemical modeling could

provide this information.

The modeling investigation into LSM modification of LSCF has provided funda-

mental insight into the reason for stability and performance enhancement. It has

also informed ongoing experiments on further modification of LSCF that could result

in even better enhancements. Continued theoretical evaluation of candidate surface

modifiers will be beneficial to guiding this research effort.

Finally, the techniques developed here were targeted specifically to the modeling,

simulation, and rational design of SOFC cathode materials. Nevertheless, they pro-

vide a useful framework for design of other electrochemical devices, namely SOFC

anodes, batteries, and supercapacitors. Applicability is especially true for the 3D

FEM modeling, which can be directly used with digital reconstructions of many types

of porous electrochemical devices.
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APPENDIX A

LSM-MODIFIED LSCF: MODELING INVESTIGATION

A.1 Surface layer stability analysis

TEM micrographs of the as-deposited sol-gel coated flat, polished LSCF surface are

given in Figure A-1. They indicate that the LSM layer was crystalline and epitaxial

with the underlying LSCF prior to long-term annealing.

TEM micrographs of the sol-gel coated flat, polished LSCF surface after long-term

annealing are given in Figure A-2. They indicate a loss of crystallinity in the top 40

nm of the coated film, but preservation of crystallinity and epitaxy in the bottom 10

nm portion that is on the interface with the underlying LSCF.

A.2 Bulk cathodic activation model

The model of section 4.3.2 links current simply to oxygen vacancy concentration.

This simplistic kinetic treatment is justified because the oxygen reduction process

via the bulk pathway of the MIEC is generally regarded as requiring oxygen vacan-

cies for incorporation into the bulk as well as, in some cases, for promoting oxygen

adsorption/dissociation onto the surface [22, 124, 158]. Focusing only on the sur-

face and neglecting all other sources of impedance such as mass transport, electronic

resistance, and loss over the electrolyte-MIEC phase boundary, then the cathodic

overpotential, η, can be linked to the change in the effective internal oxygen partial

pressure, pOinternal
2 , of the MIEC

η =
RT

nF
ln

(
pOinternal

2

pO0
2

)
(A-1)

where pO0
2 is the gas-phase equilibrium oxygen partial pressure and n = 4 is the num-

ber of electrons associated with oxygen reduction. Equation A-1 can be rearranged
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Figure A-1: TEM micrographs of the as-prepared LSM-coated LSCF pellet by the
sol-gel method with one hour anneal at 900◦C. The zone-axis lattice fringes in the a)
surface and b) Fourier-filtered image of the light-blue rectangle in (a) show that the
LSM film is crystalline, with perovskite structure. c) HRTEM image at the interface
between the two phases, showing epitaxy between the underlying LSCF and deposited
LSM. (d) and (e) are Fourier-filtered images of the red and green rectangles in (c) in
the two phases near their interface. The lattice fringes of LSM extend from the bottom
to the top of the film indicates that the film is single-crystalline throughout the entire
thickness. Figure was created by Wentao Qin, who performed the microscopy.

to give pOinternal
2 as a function of η. This is a well-known approximation in solid state

ionics.
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Figure A-2: TEM micrograph of the pellet surface after long-term annealing (850◦C,
900 h). a) Z-contrast image of the interface. b) CBED indicating amorphous structure
in the top 40 nm of the surface layer. Crystallinity is retained in bottom 10 nm near
the LSCF interface. c) HRTEM image of the interface region. The yellow dashed
curve marks the termination of lattice fringes on the LSM(C) side. The red dashed
line corresponds to the interface seen in Figure 3(b) and the Z-contrast image in (a).
d) and e) are Fourier-filtered images of the green and red rectangles in (c). The
zone-axis lattice fringes in (d) indicate that epitaxial, perovskite crystal structure is
retained in the bottom (crystalline) portion of the LSM(C) on the interface. e) The
zone-axis lattice fringes in the bulk LSCF indicate that the perovskite structure is
preserved. Figure was created by Wentao Qin, who performed the microscopy.

Point defect concentrations of La0.6Sr0.4Co0.2Fe0.8O3−δ and La0.8Sr0.2MnO3±δ used

for this analysis are represented in the Brouwer diagram in Figure A-3 and computed

using published models [13,104]. Note that both models describe LSCF and LSM as

hopping-type semiconductors.
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In order to determine the point defect concentration at some η, the value of

pOinternal
2 associated with η (Equation A-1) was used as the x-axis variable of the

Brouwer diagram to determine the steady state defect point defect concentrations

under the bias. The equilibrium point defect concentration were those dictated by

the temperature and pO0
2. The concentrations under η were those dictated by tem-

perature and pOinternal
2 .

(a) (b)

Figure A-3: Brouwer diagrams showing computed bulk point defect equilibrium at
700◦C of a) LSCF 6428 (according to its published defect model [13]) and b) LSM 82
(according to its published defect model [104]). Both models assume semiconducting
small polaron electronic states.

The bulk point defect chemistries of LSM versus LSCF are markedly different

from one another. Though both materials have been described by a small polaron

model for their electronic defects [13,104,131], the magnitude of the oxygen vacancy

concentrations and their behavior under sub-atmospheric pO2’s are quite different.

Namely, the oxygen vacancy concentration of LSCF is quite high, leading to high

tracer diffusivity and oxygen surface exchange, and may be directly measured by

techniques such as TGA or coulometric titration. LSM, in contrast, has very low

oxygen vacancy concentration and is generally regarded as superstoichiometric with

respect to oxygen at equilibrium partial pressures because the A- and B-site vacancy

concentrations are large. The exact equilibrium oxygen vacancy concentration is

experimentally inaccessible in LSM precisely because of the large cation vacancy
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concentration and so only estimates of it are available from models [104,113,131,163].

Despite the small oxygen vacancy concentration, there is evidence of an appre-

ciable bulk pathway contribution from LSM in the literature [16, 82, 84, 144]. The

bulk pathway is especially activated under a large cathodic bias [16, 144], an effect

attributed to a large addition of oxygen vacancies to the LSM under polarization.

Koep demonstrated that the contribution of the bulk increased with decreasing film

thickness [82], showing that the bulk pathway of LSM depends in part on diffusion

limitation. Thus, it seems possible for the LSM coating to be strongly activated under

cathodic polarization due to large relative oxygen vacancy concentration increase with

the requirement that it be very thin in order to mitigate oxygen vacancy transport

losses.

The Brouwer diagram offers a guide to the strong activation of LSM. Oxygen

vacancy concentration increases steadily with decreasing pO2. LSCF in contrast

has a much larger oxygen vacancy concentration at near-atmospheric pO2, but the

concentration does not increase as much relative to its initial value as pO2 decreases.

The change in oxygen vacancy concentration with pO2 is directly proportional to the

quantity commonly referred to as the thermodynamic factor of vacancies.

Figure A-4 is a plot of the oxygen vacancy concentration versus pO2 without log-

scale y-axis. Note that the LSM curve is concave up over the entire region. The

LSCF curve has an inflection point at approximately 10−3 atm, where the sign of the

second derivative of cv changes.

Putting together the proportionalities for overpotential (Equation A-1) and cur-

rent (Equation 70) shows that Ri is proportional to the inverse of the slope of the

curves in Figure A-4.

Ri ∝ −
∂ln
(
pOint

2

)
∂cv

= −
(

∂cv

∂ln (pOint
2 )

)−1

(A-2)

Since LSM has a positive second derivative over all relevant pO2 values, Ri contin-

uously decreases with decreasing log(pOinternal
2 )). Since the cv curve of LSCF initially
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Figure A-4: Equilibrium oxygen vacancy concentration for LSCF 6428 and LSM
8020 predicted from the bulk models as a function of oxygen partial pressure.

has a positive second derivative near OCV, Ri initially decreases with decreasing

log(pOinternal
2 ). Ri increases again at the inflection point of the cv curve.

Figure 24a shows these Ri values calculated by finite differences for both LSM and

LSCF as a function of effective cathodic overpotential, normalized to their respective

values at OCV. LSM resistance decreases monotonically as the overpotential becomes

more negative strong activation caused by cathodic polarization. The resistance of

LSCF does not decrease very much before it starts to increase again.

Now, examine the following thought experiment. Suppose that the bulk defect

chemistry of LSCF is computed according to reference [13]. With this defect chem-

istry is associated some standard free energy of oxygen reduction, ∆G0
reds, which corre-

sponds to the following standard bulk point defect equilibrium written in Kröger-Vink

notation

1

2
O2 + V··O + 2Bx

B 
 Ox
O + 2B·B (A-3)

where B·B is an electron hole and Bx
B is a neutral B-site (B refers to the ABO3 per-

ovskite structure). A very negative ∆G0
red shifts the reaction in favor of oxygen

reduction and a lower equilibrium concentration of oxygen vacancies. A less negative

∆G0
red shifts it in favor of oxygen production and in favor of high oxygen vacancy
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concentration. The former case is similar to LSM.

If the value of ∆G0
red is made more negative systematically and the defect equilib-

rium equations are solved for each value, the resulting trend of oxygen vacancies as a

function of effective cathodic overpotential is shown in Figure A-5. As ∆G0
red becomes

more negative the equilibrium oxygen vacancy concentration not only decreases, but

the overpotential at which the inflection point occurs is shifted to more negative ca-

thodic overpotentials. From the prior analysis, it was shown that the inflection point

leads to an increase in the resistance with further decrease of the cathodic overpo-

tential. Therefore, the tighter oxygen binding associated with decreased ∆G0
red forces

the increase in resistance to more extreme cathodic overpotentials and thus causes

better cathodic activation. The normalized resistances associated with these values

of ∆G0
red are shown in Figure 24b.

Figure A-5: Oxygen vacancy concentration versus effective cathodic overpotential
for LSCF 6428 and LSCF with modified ∆G0

red.

Of course, the exact trend of Ri is very dependent upon the precise kinetics used

in the current expression. In fact, changing the expression does change the slope of

the LSCF Ri curve as well as the location of its minimum. The preceding argument

is intended to illustrate the strikingly different behavior of oxygen vacancies with

cathodic polarization in LSM and LSCF and how it dramatically impacts the bulk
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pathway. A surface layer that is strongly activated under cathodic polarization has

the potential to be somewhat blocking at OCV but much more active toward oxygen

reduction under cathodic polarization.

A.3 Promoted adsorption/dissociation model

The model presented in section 4.3.3 links solid-phase point defect and adsorbed

oxygen concentrations expected under a steady state cathodic polarization to the

rate of oxygen reduction via Equations 75- 77. The model is surface-specific in that

it neglects sources of losses not associated with the air-MIEC surface. The intention

of this section is to provide supporting details for that model.

In the rate equations, the surface potential difference across the surface, χms, was

approximated using a parallel plate capacitor model

χms =
dQ

ε0
=

dFΓ(2γ + θ)

ε0
(A-4)

where Q is the surface charge per unit area, Γ is the density of surface adsorption

sites, d is the distance of separation between the adsorbates and surface, and ε0 is

the permittivity of free space. The values of these quantities are listed in Table A-1.

Table A-1: Blank LSCF parameters specified for the simulation.
Parameter Value Units

kads,f 4.5x100 mol m−2 s−1 atm−1

kads,b 1.7x10−10 m4 mol−1 s−1

kdiss,f 5.0x10−5 m s−1

kdiss,b 3.4x10−10 m4 mol−1 s−1

kinc,f 2.8x10−3 m s−1

kinc,b 1.1x10−9 m4 mol−1 s−1

cOsitem 7.9x104 mol m−3

∆G
0(LSCF)
red −1.0x100 eV

∆G
0(LSCF)
ads −3.0x10−1 eV

∆G
0(LSCF)
diss −1.4x10−1 eV
T 9.73x102 K
Γ 1.0x10−5 mol m−2

d 1.0x10−10 m
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The rate equations were developed with the implicit assumption that elementary

steps preceding and following the rate limiting step were at equilibrium. The adsorp-

tion reaction was assumed to proceed as follows:

O2(g) + ∗
 O2(s) (A-5)

O2(s)→ O−2 (s) + h·

O−2 (s)
 O2−
2 (s) + h·

where the second step is rate-limiting. Equilibrium of the reactant and product in

the second step with preceding and subsequent steps leads to the rate expression of

Equation 72. A further assumption was that the surface site fractions [O2(s)] and

[O−2 (s)] are minimal and may be neglected when expressing the concentration of free

surface sites as (1 − γ − θ). Finally, the role of neutral B-sites was neglected in

Equation 75-77, including only the mass-action effect of electrons holes associated

with B-sites. Mass action of neutral B-sites may be important in the rate of reaction

of hopping-type, small-polaron conductors but there is very little literature discussing

it and is still a matter under theoretical investigation.

Likewise, the dissociation reaction was divided into elementary steps as

O2−
2 (s) + V··O→ O·O + O−(s) (A-6)

O·O
 Ox
O + h·

and the incorporation reaction divided as

O−(s) + V··O→ O·O + ∗ (A-7)

O·O
 Ox
O + h·

in order to generate the reaction rates in Equations 76-77.

Of course, assuming different elementary steps or a different set of overall adsorp-

tion, dissociation, or incorporation reactions would result in different kinetics. The
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assumptions used here are justified because the authors is aware of no conclusive iden-

tification of LSCF surface reaction mechanisms but does note that vacancy mediated

adsorption/dissociation has been suggested for LSF [124,158] and LSM [23].

The rate expressions for adsorption associated with a total current, i, of oxygen

reduction on the surface was

i = −4Frads (A-8)

In order to use the rate expressions for rads and rinc corresponding to a given η,

the concentration of solid-state point defects (oxygen vacancies, electron holes) at the

surface as well as the surface oxygen coverage (γ, θ) should be known. Values of cv

and ch were determined from the Brouwer diagram, as described in appendix A.2.

Having established the point defect concentrations inside the MIEC surface at

equilibrium and under a bias, γ and θ should then be determined. If the rate con-

stants are specified (equivalent to specifying ∆G0
ads), then the equilibrium value, γ0

and θ0, can be computed simply by setting the equilibrium rate of adsorption and

incorporation to zero and solving the set of nonlinear equations.

Under bias, the reaction rates are not zero and so the surface species cannot be

determined from a single set of forward and backward rates. Instead, steady state

requires that the rate of these reactions be the same, e.g. r = rads = rdiss = rinc where

r is the overall oxygen reduction rate. Imposing that condition allows the solution of

0 = rads − rdiss (A-9)

0 = rdiss − rinc (A-10)

for γ0 and θ0 under bias.

With the concentrations at equilibrium and under a bias known, i can be computed

from Equation A-8. The overall interfacial resistance, Ri, is computed from the change

of current and overpotential at steady state by Equation 71. This derivative was
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applied by calculating i at discrete values of η using the link to defect chemistry and

surface coverage already examined and then using finite differences.

The parameters used in the simulation of the blank LSCF appearing in Figure 24c

and d are listed in Table A-1. The values of the quantities derived from them are

listed in Table A-2.

Table A-2: Blank LSCF derived quantities, solved for based upon specified parame-
ters at pO2 = 0.21 atm.

Parameter Value Units
c0

v 2.0x102 mol m−3

c0
h 1.1x104 mol m−3

γ0 7.0x10−3 unitless
θ0 2.0x10−2 unitless

k0
ads 1.0x10−1 mol m−2 s−1

k0¶
diss 6.3x10−4 mol m−2 s−1

k0
inc 1.0x10−1 mol m−2 s−1

¶ Based upon the surface exchange coefficient [12] and assuming that oxygen
dissociation is the rate limiting step at equilibrium.

The equilibrium surface coverage, γ0 and θ0, relate to the free energies of reaction

of the adsorption and dissociation steps as follows:

Kads = exp

(
−∆G

0(LSCF)
ads

RT

)
=

γ0

(1− γ0 − θ0)
x2

hpO−1
2 exp

(
2F

RT
χms

)
(A-11)

Kdiss = exp

(
−∆G

0(LSCF)
diss

RT

)
=
θ0

γ0

x0
O

x0
v

xhexp

(
− F

RT
χms

)
(A-12)

where xh is the site fraction of electron holes associated with B-sites, xv and xO

are site fraction of oxygen vacancies and filled oxygen sites, respectively, and the 0

superscript or subscript indicates the equilibrium value.

Likewise, the overall oxygen reduction equilibrium was written (see Equation A-

3) [13]

Kred = exp

(
−∆G

0(LSCF)
red

RT

)
=

x0
O

x0
v

(
x0

B·
x0

Bx

)2

pO
−1/2
2 (A-13)
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The quantities k0
ads and k0

inc in Table A-2 indicate the forward/backward rate of

oxygen adsorption and incorporation, respectively, at equilibrium (OCV). They were

computed according to the following equations (c.f. Equations 75-77):

k0
ads = kads,fpO2(1− γ0 − θ0)exp

(
−αaF

RT
χ0

ms

)
= kads,bγ0(c0

h)2exp

(
(2− αa)F

RT
χ0

ms

)
(A-14)

k0
diss = kdiss,fγ0c0

vexp

(
αdF

RT
χ0

ms

)
= kdiss,bθ0c0

Oc0
hexp

(
−(1− αd)F

RT
χ0

ms

)
(A-15)

k0
inc = kinc,fθ0c0

vexp

(
αiF

RT
χ0

ms

)
= kinc,b(1− γ0 − θ0)c0

Oc0
hexp

(
−(1− αi)F

RT
χ0

ms

)
(A-16)

In order to mimic LSM modification of the surface in Figure 24c and d, the

parameters were adjusted as a function of changes to bulk point defect concentrations,

θ and γ, in that order, shifting them from their values associated with blank LSCF

toward what was suspected for LSM. It was assumed that if the concentration of an

oxygen vacancy or either surface adsorbed species changed, the equilibrium exchange

rate changed in direct proportion to it.

The use and modification of LSCF bulk defect chemistry and surface properties

serves only as an instructive guide to the possible trends arising from an LSM coating.

Over the long-term as the LSM(C) hybrid coating forms, the properties may be ex-

pected to be between these two extremes. The adjusted ∆G0
red mimicked the behavior

of LSM in that the concentration of oxygen vacancies at OCV was much less than

LSCF 6428 and the surface was more activated under bias. The standard free energy

of adsorption, ∆G0
ads, and dissociation, ∆G0

diss, were also made more negative, sim-

ulating the suspected more energetically favorable adsorption/dissociation [24] and

consequently providing the surface with a larger adsorbed oxygen concentration.
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Care must be taken in order to assure thermodynamic consistency with this ap-

proach. A chief concern is properly preserving the relationship between the forward

and backward rate constants:

K =
kf

kb

(A-17)

A representative example of the surface parameter modification is given here for

the dissociation reaction:

k
0(1)
diss = k

0(0)
diss

c
0(1)
v

c
0(0)
v

k
(1)
diss,f = k

(0)
diss,f (A-18)

k
(1)
diss,b =

k
0(1)
diss

θ
(1)
0 c

0(1)
O c

0(1)
h exp

(
− (1−αd)F

RT
χ

0(1)
ms

)

k
0(2)
diss = k

0(1)
diss

θ
(2)
0 exp

(
− (1−αd)F

RT
χ

0(2)
ms

)
θ

(1)
0 exp

(
− (1−αd)F

RT
χ

0(1)
ms

) (A-19)

k
(2)
diss,f =

k
0(2)
diss

γ
(2)
0 c

0(2)
v exp

(
αdF
RT
χ

0(2)
ms

) k
(2)
diss,b = k

(1)
diss,b

k
0(3)
diss = k

0(2)
diss

γ
(3)
0 exp

(
αdF
RT
χ

0(3)
ms

)
γ

(2)
0 exp

(
αdF
RT
χ

0(2)
ms

) k
(3)
diss,f = k

(2)
diss,f (A-20)

k
(3)
diss,b =

k
0(3)
diss

θ
(3)
0 c

0(3)
O c

0(3)
h exp

(
− (1−αd)F

RT
χ

0(3)
ms

)
The (0) superscript indicates the blank LSCF quantity and the (3) superscript

indicates the final quantity used in Figure 24c and d. The (1) superscript indicates

changing the bulk defect concentration by manipulating ∆G0
red, the (2) superscript

indicates changing θ0 by manipulating ∆G0
diss, and the (3) superscript indicates chang-

ing γ0 by manipulating ∆G0
ads. Note that c

0(3)
v = c

0(2)
v = c

0(1)
v because cv, as a bulk

quantity, is only changed from (0) to (1). The same logic applies to θ0 (changed in
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Table A-3: Modified LSCF derived quantities corresponding to Figure 24c, solved
for based upon specified parameters at pO2 = 0.21 atm.

Parameter Value Units
c0

v 3.6x101 mol m−3

c0
h 1.1x104 mol m−3

γ0 9.8x10−3 unitless
θ0 2.5x10−2 unitless

k0
ads 3.2x10−1 mol m−2 s−1

k0
diss 2.1x10−4 mol m−2 s−1

k0
inc 2.2x10−2 mol m−2 s−1

Table A-4: Modified LSCF derived quantities corresponding to Figure 24d, solved
for based upon specified parameters at pO2 = 0.21 atm.

Parameter Value Units
c0

v 1.1x101 mol m−3

c0
h 1.1x104 mol m−3

γ0 9.8x10−3 unitless
θ0 2.5x10−2 unitless

k0
ads 3.2x10−1 mol m−2 s−1

k0
diss 2.6x10−4 mol m−2 s−1

k0
inc 6.8x10−3 mol m−2 s−1

step 2) and γ0 (changed in step 3) as well. The final quantities (3) are shown in

Tables A-3 and A-4.

The assumption that underlies this scheme is that when the reactant appears as

a first order term, e.g. c0
v in one direction, it modifies the equilibrium exchange rate

in direct proportion to its change and also that the associated rate constant is not

changed. If the species is on the surface, then the surface potential term is included as

well. Since the associated rate constant is not changed, the activation energy barrier

in that direction is unchanged and therefore all changes to the rate of reaction in that

direction are configurational, not energetic.

As previously mentioned, the rate constant in the opposing direction is related via

the equilibrium constant for the step. Since the equilibrium constant changes due to

a change in the step free energy of reaction but the forward rate constant does not,

then the backward rate constant must change as shown. This modification means
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that the opposing direction activation energy is modified.

Constant activation energy in one direction while requiring the activation energy in

the other direction to change is somewhat arbitrary. Unfortunately, no information

is available about the comparative nature of the transition states. Therefore, the

most straightforward approach is to ignore any change to the activation energy in the

direction that directly involves the modified quantity while allowing thermodynamics

to dictate the reverse quantity.

The effect of varying the different parameters is shown in Figure A-6, assuming

that the dissociation reaction is rate-limiting in the case of blank LSCF. The equilib-

rium concentration of O−(s), θ0, has little effect upon the interfacial resistance except

at large polarization (part a). However, increasing the equilibrium concentration of

O2−(s), γ0, has a significant effect in lowering the interfacial resistance at all bias

(part b). A more negative ∆G0
red and hence fewer oxygen vacancies (part c) causes

Ri to increase near OCV, but its superior activation causes Ri to be decrease to less

than the blank value at large overpotential.

The effect of lowering the activation energy barrier in both directions by modifying

the equilibrium exchange rates k0
ads and k0

diss was also examined. This change in

reaction barrier would be expected to increase the equilibrium rate of exchange by

increasing the forward and backward rate constants in proportion to one another but

leaving the overall reaction free energy the same. This corresponds to a true catalytic

enhancement on the surface due to LSM coating. Increasing the adsorption exchange

rate (part d) has little effect except at large overpotential because adsorption is not

rate limiting near OCV. Increasing the dissociation rate constant (part e), in contrast,

suppresses Ri significantly near OCV.

Figure 24c and d show the results of putting these different LSCF surface mod-

ifications together. Figure 24c shows how an adjustment to the concentrations of

oxygen vacancies and adsorbed surface species affects the performance. The trend is
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(a) (b)

(c) (d)

(e)

Figure A-6: Normalized resistance plots for the case of increased a) θ0, b) γ0, c) more
negative ∆G0

red, d) increased equilibrium exchange rate for adsorption, k0
ads, and e)

increased equilibrium exchange rate for dissociation, k0
diss.

very similar to that observed experimentally, with Ri of the modified surface greater

near OCV but less at large overpotential. Figure 24d incorporates a modification of

k0
diss and a further modification of ∆G0

red. A surface simulation with all of the chemical
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equilibria shifted toward those suspected for LSM from those associated with blank

LSCF demonstrates electrochemical response similar to that observed experimentally,

namely inferior performance near OCV but superior performance at moderate to large

cathodic overpotentials.

When these reactions were shifted from their starting points associated with LSCF

in the direction suspected for LSM, the resulting simulations showed behavior that

was qualitatively similar to the experimental results. Interfacial resistance for the

modified surface was larger than the blank LSCF at OCV but decreased more rapidly

as cathodic overpotential increased, resulting in superior performance at larger ca-

thodic overpotential. This behavior resulted from more favorable and faster oxygen

adsorption/dissociation kinetics despite more sluggish oxygen incorporation kinetics.

Similar behavior might be expected for an LSM(C) hybrid layer, though it may lie

between the two extremes.
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APPENDIX B

MODELING USING CONSERVATIVE POINT DEFECT

ENSEMBLES

B.1 Formulation of the defect ensembles and transport equa-
tions

In this section, the defect ensemble for an MIEC featuring oxygen vacancies and

localized electrons and holes is formulated, for application to the case of LSF/LSCF

6428. Other ensemble formulations could be derived following analogous logic if

different point defects are present in the material system.

The oxygen reduction reaction is

1

2
O2 + V··O + 2B′B 
 Ox

O + 2Bx
B (B-1)

where V··O denotes an oxygen vacancy in Kröger-Vink notation, Ox
O denotes an occu-

pied oxygen lattice site, B′B denotes a localized electron, and Bx
B denotes an effectively

neutral B-site. Writing in terms of building units [88]

1

2
O2 + {V··O}+ 2{B′B}
 nil (B-2)

where the building unit {V··O} represents V··O − Ox
O and {B′B} = B′B − Bx

B. The

thermodynamic equilibrium expression is

1

2
µO2 + µv + 2µe = 0 (B-3)

where µv is the chemical potential of {V··O} and µe is the chemical potential of {B′B}.

The disproportionation reaction in terms of building units is

nil 
 {B′B}+ {B·B} (B-4)
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and the equilibrium is written

µ̃e + µ̃h = 0 (B-5)

where {B·B} = B·B − Bx
B and µ̃h is the electrochemical potential of {B·B}.

Following the original ensemble concept proposed by Maier [98] and the excellent

review by Lankhorst [88], several quantities are first defined. The formal charges of

the ensembles are:

zO∗ = −2 (B-6)

and

ze∗ = −1 (B-7)

Oxygen vacancies belong in the O∗ ensemble. The electrochemical potential of

the O∗ is related to oxygen vacancies by definition

µ̃O∗ = −µ̃v (B-8)

The concentration of the O∗ ensemble is defined to be

cO∗ = cOsitem − cv (B-9)

where cOsitem is the concentration of oxygen lattice sites. Both electrons and

electron holes belong to the e∗ ensemble. The electrochemical potential of the e∗

ensemble is defined to be

µ̃e∗ = µ̃e = −µ̃h (B-10)

The concentration of the e∗ ensemble is defined1to be

ce∗ = ce − ch (B-11)

To develop transport equations, start with the well-known vacancy conservation

equation

∂cv

∂t
= −∇ · Jv (B-12)

1If electron holes outnumber electrons, then cO∗ will be negative. While a physical concentration
cannot be negative, the ensemble concentration is a mathematically useful construct and therefore
may take on a negative concentration.
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From irreversible thermodynamics, the flux of a species k can be modeled [99,135]

Jk = −sk∇µ̃k (B-13)

where the cross-coefficients are neglected and sk is a transport coefficient

sk = bkck =
σk

z2
kF2

(B-14)

bk is the mobility of species k and σk is the conductivity of species k.

Expressed as such, the flux of vacancies is

Jv = −sv∇µ̃v (B-15)

Then,

∂cv

∂t
= −∇ · (−sv∇µ̃v) (B-16)

Since µ̃O∗ = −µ̃v and δcO∗ = −δcv by definition,

∂cv

∂t
= −∇ · (−sv∇µ̃v)⇒ ∂cO∗

∂t
= −∇ · (−sv∇µ̃O∗) (B-17)

Writing the conservation in terms of an ensemble transport coefficient,

∂cO∗

∂t
= −∇ · (−sOO∗∇µ̃O∗) (B-18)

where

s∗OO = sv (B-19)

For the electronic ensemble, the bulk conservation equations are

∂ce

∂t
= −∇ · Je + G (B-20)

∂ch

∂t
= −∇ · Jh + G (B-21)

where G is the rate of generation/recombination. By the definition of ce∗ , δce∗ = δce

and δce∗ = −δch. Therefore,

∂ce∗

∂t
=
∂ce

∂t
− ∂ch

∂t
(B-22)
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which leads to a cancellation of the homogeneous generation/recombination term.

∂ce∗

∂t
= −∇ · (Je − Jh) = −∇ · Je∗ (B-23)

where

Je∗ ≡ Je − Jh (B-24)

The individual fluxes are:

Jh = −sh∇µ̃h = −(−sh∇µ̃e∗) (B-25)

Je = −se∇µ̃e = −se∇µ̃e∗ (B-26)

and

Je∗ = −see∗∇µ̃e∗ (B-27)

Now, substituting into the fluxes,

Je − Jh = −se∇µ̃e + sh∇µ̃h = −(se + sh)∇µ̃e∗ (B-28)

and therefore

see∗ = se + sh (B-29)

The transport coefficients in all cases were calculated assuming constant mobility.

For the O∗ ensemble, drawing from Equation B-14

sOO∗ = sv = bvcv (B-30)

where bv is the mobility derived from the oxygen vacancy diffusivity, Dv

bv = Dv

(
1 +

∂lnγv

∂lnxv

)−1

/(RT) (B-31)

where ∂lnγv/∂lnxv is the thermodynamic factor of vacancies. The value of bv is

reported in Table B-1. The value of Dv was taken from oxygen tracer measurements

[12]. To calculate the local value of sOO∗ iteratively during solution, the constant

factor bv was multiplied by the local vacancy concentration.
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Table B-1: Constant coefficients for determination of sOO∗ and see∗ at 700◦ C, in
units of mol m2 J−1 s−1 (sOO∗ and see∗ have units of mol2 J−1 s−1 m−1).

Parameter Value Reference
bv 2.0x10−14 [12, 13]

belectronic 3.1x10−10 [13, 156]

For the e∗, the transport coefficient of electrons is

se =
σe

z2
eF2

(B-32)

and for holes

sh =
σh

z2
hF2

(B-33)

Connecting the conductivity with mobility, bk

σk = |zk|2F2ckbk (B-34)

A simple model with equal and constant mobility was used. Assuming belectronic =

be = bh, then

see∗ = belectronic (ce + ch) (B-35)

The value of b was determined from

belectronic =
σ0

F2(c0
e + c0

h)
(B-36)

where σ0 is the total electrical conductivity at pO2 = 0.21 atm, approximately all

electronic because the ionic transference number for LSCF 6428 is very low. The value

of σ0 for LSCF 6428 was taken from [156]. The 0 superscript on the concentrations

indicate the equilibrium value at pO2 = 0.21 atm, from the prediction of the bulk

defect model [13]. The value of belectronic is also reported in Table B-1.

To calculate the local value of see∗ during solution of the transport problem, the

constant factor belectronic is multiplied by the sum of the local electron and electron

hole calculations.
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B.2 Point defect equilbrium

The point defect thermodynamics of the LSCF/LSF system [13, 119] are described

using site limitation (Fermi-Dirac statistics) in the chemical potential terms to accom-

modate the large relative concentrations of the point defects. The chemical potential

of {V··O} is [88]

µv = µ0
v + RTln

(
cv

cOsite − cv

)
(B-37)

Likewise for localized electrons, {B′B}, and holes, {B·B}

µe = µ0
e + RTln

(
ce

cBsite − ch − ce

)
(B-38)

µh = µ0
h + RTln

(
ch

cBsite − ch − ce

)
(B-39)

where cOsite is the concentration of O-lattice sites in the crystal and cBsite is the

concentration of B-lattice sites in the crystal.

The chemical portion of the change in electrochemical potential is

∆µv = RTln

(
cv

cOsite − cv

cOsite − c0
v

c0
v

)
(B-40)

∆µe = RTln

(
ce

cBsite − ch − ce

cBsite − c0
h − c0

e

c0
e

)
(B-41)

∆µh = RTln

(
ch

cBsite − ch − ce

cBsite − c0
h − c0

e

c0
h

)
(B-42)

The relevant defect equilibrium expressions for LSF/LSCF [13,119] are

Kred =

(
cOsite − cv

cv

)(
ch

cBsite − ch − ce

)2

pO
−1/2
2 (B-43)

Kdis =

(
ce

cBsite − ch − ce

)(
ch

cBsite − ch − ce

)
(B-44)

0 = ρb + F (zvcv + zece + zhch) (B-45)
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Table B-2: Bulk point defect equilibrium constants for La0.6Sr0.4Co0.2Fe0.8O3−δ [13].
Parameter Description Value

Kred Oxygen reduction 8.2x101

Kdis B-site disproportionation 1.4x10−3

Table B-3: Bulk point defect concentrations for La0.6Sr0.4Co0.2Fe0.8O3−δ at 700◦C
and pO2 = 0.21 atm.

Point Defect Concentration Value Units
c0

v 2.0x102 mol m−3

c0
h 1.1x104 mol m−3

c0
e 2.5x101 mol m−3

cOsite 7.9x104 mol m−3

where Kred and Kdis are equilibrium constants for oxygen reduction and dispropor-

tionation, respectively, and ρb is the background charge density, established by degree

of strontium doping and A-site vacancy concentration (assumed fixed at 0.5%). The

equilibrium constant values are listed in Table B-2. The values of equilibrium point

defect concentrations at 700◦C and pO2 = 0.21 atm are given in Table B-3.

B.3 Unpacking of the ensembles

B.3.1 Fundamental concepts

If ∆µ̃O∗ and ∆µ̃e∗ are known, then a quantity C can be defined such that

C = 2∆µ̃O∗ − 4∆µ̃e∗ (B-46)

Now, recognize that since µ̃v = −µ̃O∗ and µ̃e = µ̃e∗ and using the traditional method

of splitting the electrochemical potentials:

∆µ̃O∗ = −∆µ̃v = −∆µv − zvF∆Φ (B-47)

∆µ̃e∗ = ∆µ̃e = ∆µe + zeF∆Φ (B-48)

Canceling out the electrostatic parts due to the choice of coefficients, results in

C = −2∆µv − 4∆µe (B-49)
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This equation uses the result of the bulk FEM simulation, ∆µ̃O∗ and ∆µ̃e∗ to compute

C and to relate to the local defect chemical potentials.

Now, consider the electroneutrality equation, which must hold at any point in the

bulk

0 = ρb + F(zvcv + zhch + zece) (B-50)

expressed as

0 = F(∆µv, ∆µe) (B-51)

where cv, ch, and ce are functions of ∆µv and ∆µe. Combining Equation B-49 with

Equation B-51, there is a nonlinear system of equations

C= −2∆µv − 4∆µe (B-52)

0= F(∆µv,∆µe)

with two equations and two unknowns. This allows solution for ∆µv and ∆µe as long

as the defect concentrations can be determined from ∆µv and ∆µe in order to inform

F .

The concentrations are determined through the solution of three equations that

take advantage of the thermodynamic definitions and enforced thermodynamic point

defect equilibrium.

First, the quantity cv may be determined solely from ∆µv by Equation B-40.

The disproportionation equilibrium, ∆µe = −∆µh, is enforced and the two other

equations, Equation B-41 and B-51 can be used to solve for ce and ch.

From a practical standpoint, solution of the problem can start with an initial guess

for ∆µv and ∆µe that fulfills Equation B-49, which is used to determine cv, ch, and

ce by solving the set of three equations mentioned above (B-40, B-41, B-51) and then

computing the residual of Equation Set B-52. Iterative methods deliver a solution for

∆µv and ∆µe that satisfies Equation Set B-52 and as a consequence the enforced link
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ensures that local defect concentrations fulfill thermodynamics, electroneutrality, and

are consistent with the transport occurring in the MIEC.

B.3.2 Effective, internal pO2 as a proxy variable

This procedure for unpacking would be very computationally intensive because it

requires the solution of a nonlinear set of equations at every point in order to deter-

mine the transfer coefficients in the bulk and the rates of reaction at the boundaries.

However, there is a shortcut that makes repeatedly solving the system at every point

unnecessary.

Consider the oxygen reduction thermodynamic equilibrium equation in B-3. Ac-

cording to it, µO2 = −2µv− 4µe and therefore ∆µO2 = −2∆µv− 4∆µe. The quantity

∆µO2 is exactly C from Equation B-49, which was already defined to be a linear

combination of the two independent variables in the FEM simulation. Because of the

choice of coefficients, C can be linked to pOsolid
2 via Equation 95. Here, pOsolid

2 is not

a requirement imposed upon the defects: there is no enforced equilibrium with any

imaginary internal gas phase. Rather it is a convenient tool that falls out of the local

equilibrium of the other point defects. It can be used as shorthand to make numerical

computations easier.

Instead of solving Equation Set B-52 at every point in the bulk, C = ∆µsolid
O2

can be computed and used to interpolate the set of (cv, ce, ch) based on bulk defect

chemistry calculations at various values of pO2 carried out ahead of time. The lookup

functions described in the implementation section 5.2.3 do exactly that. One single

global defect computation can be made and C can be used to simply interpolate (cv,

ce, ch) as a function of pOsolid
2 at every node in the FEM simulation.
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B.4 Derivation of MIEC-electrolyte vacancy transfer rate
for large vacancy concentration

B.4.1 Nonideal transition state rate expression

The vacancy transfer reaction over the electrolyte-MIEC interface may be written in

terms of structural units as

V··O,e + Ox
O,m ←→ Ox

O,e + V··O,m (B-53)

In the case of very low oxygen vacancy concentration in the MIEC, the following

relationship has been derived [101]:

rv = k0
v

[
exp

(
2αvF

RT
∆χi

)
− cv,m

c0
v,m

exp

(
−2 (1− αv) F

RT
∆χi

)]
(B-54)

This expression must be extended to accommodate large oxygen vacancy concentra-

tion in the MIEC. The reaction in terms of building units can be written

{V··O,e} ←→ {V··O,m} (B-55)

Let state I be the left hand side and state II be the right hand side. The difference

in the electrical component of electrochemical potential between the transition state,

‡, and state I is [130]

µ̃0
‡,e − µ̃0

I,e= α
(
µ̃0

II,e − µ̃0
I,e

)
(B-56)

= α (zvFΦm − zvFΦe) (B-57)

= −αzvFχi (B-58)

where χi = Φelyte − ΦWE. The standard free energy of activation in the forward

direction then becomes

∆G0
‡ = µ̃0

‡ − µ̃0
I − αzvFχi (B-59)

The equilibrium assumed between the transition state and state I is

Kf = exp

(−(µ̃0
‡ − µ̃0

I )

RT

)
exp

(
αzvFχi

RT

)
=

a‡
aI

(B-60)
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where a indicates activity.

The activity of state I is equivalent to the activity of the electrolyte-phase oxygen

vacancy building unit. Since

µv,e = µ0
v,e + RTln

(
xv,e

1− xv,e

)
(B-61)

then av,e = xv,e/(1− xv,e), where xv,e is the vacancy site fraction in the electrolyte.

The activity of the transition state is linked to the concentration by an as-yet-

unidentified activity coefficient γ‡.

a‡ = γ‡x‡ (B-62)

where x‡ is the fractional concentration of transition states.

The fractional concentration of transition states may be solved for:

x‡ = exp

(−(µ̃0
‡ − µ̃0

I )

RT

)
γ−1
‡

xv,e

1− xv,e

exp

(
αzvF

RT
χi

)
(B-63)

The rate of reaction is proportional to the concentration of transition states mul-

tiplied by the density of interfacial sites Γi (in units of mol m−2), and the frequency

factor [15]

rf = kfγ
−1
‡

xv,e

1− xv,e

exp

(
αzvF

RT
χi

)
(B-64)

where the rate constant kf absorbs the frequency factor, the chemical free energy of

activation, and Γi.

Using an analogous derivation, the backward rate of reaction is

rb = kbγ
−1
‡

xv,m

1− xv,m

exp

(
−(1− α)zvF

RT
χi

)
(B-65)

where xv,m is the vacancy site fraction in the MIEC. The next step is to derive an

appropriate term for the activity coefficient γ‡.

B.4.2 Transition state activity coefficients

To arrive at the activity coefficients, the statistical thermodynamics along the electrolyte-

MIEC interface are considered. Let No,e be the number of oxygen lattice sites in the
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electrolyte phase along a two-dimensional electrolyte-MIEC boundary. Likewise, let

No,m be the number of oxygen lattice sites in the MIEC phase along the boundary.

There are three oxygen-site defects to consider. The first two are oxygen vacancy

building units which have already been mentioned, each residing in only one phase,

either the electrolyte or the MIEC. Let Nv,e and Nv,m be the number of these defects,

respectively. The third oxygen-site defect is the transition state, which for this pur-

pose is treated as a distinct species with respect to a full oxygen sublattice. Let N‡

be the number of transition states.

Let Ωi be the total number of ways of arranging defects along the two-dimensional

interface. It is computed by the number of ways of arranging defects in the electrolyte

multiplied by the number of ways of arranging defects in the MIEC:

Ωi =

(
No,e!

(No,e − Nv,e − N‡)!Nv,e!N‡!

)(
(No,m − N‡)!

(No,m − Nv,m − N‡)!Nv,m!

)
(B-66)

The left parenthesis represents the number of ways of arranging oxygen vacancies and

transition states on the interface on the electrolyte side. The placement of vacancies

does not affect the MIEC because they are not shared. However, the placement of

transition states does affect the MIEC because they are shared.

The transition states represent a tie between an electrolyte oxygen vacancy and

a filled oxygen lattice site in the MIEC or vice versa. Therefore a placement of the

transition state in the electrolyte also specifies the placement of the transition state

in the MIEC (perhaps every electrolyte oxygen site has one nearest neighbor site in

the MIEC with which the exchange could occur - consideration of more than one

possible MIEC site per electrolyte site would add complication to this derivation).

The corresponding filled lattice site in the MIEC is now considered a point defect - it

is no longer the same as any unaffected oxygen site. In short, there is one degree of

freedom in the placement of the transition state. It may be included in either lattice’s

configuration, but not both.

The second parenthesis in the equation represents the number of ways to arrange
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only the oxygen vacancies along the MIEC side of the interface. Only No,m − N‡

sites are available for placement instead of No,m sites because the transition state has

already been placed in the MIEC by choosing a placement in the electrolyte.

Recognizing that configurational entropy is equal to S = klnΩ and applying Stir-

ling’s approximation ln(N!) ≈ NlnN− N,

S ≈ k

[
+ (No,elnNo,e − No,e) (B-67)

− ((No,e − Nv,e − N‡)ln(No,e − Nv,e − N‡)− (No,e − Nv,e − N‡))

− (Nv,elnNv,e − Nv,e)

− (N‡lnN‡ − N‡)

+ ((No,m − N‡)ln(No,m − N‡)− (No,m − N‡))

− ((No,m − Nv,m − N‡)ln(No,m − Nv,m − N‡)− (No,m − Nv,m − N‡))

− (Nv,mlnNv,m − Nv,m)

]

differentiating with respect to N‡,

∂S

∂N‡
= kln

(
(No,e − Nv,e − N‡)(No,m − Nv,m − N‡)

(No,m − N‡)N‡

)
(B-68)

If it is assumed that N‡ << Nv,e,Nv,m, then

∂S

∂N‡
= kln

(
No,e − Nv,e

N‡

No,m − Nv,m

No,m

)
(B-69)

Dividing the top and bottom of the left fraction by No,e and dividing the top and bot-

tom of the right fraction by No,m, then ∂S/∂N‡ is expressed in terms of site fractions

∂S

∂N‡
= kln

(
1− xv,e

x‡,e

1− xv,m

1

)
(B-70)

leading to an expression for the chemical potential of the transition state

µ‡ = µ0
‡ + RTln

(
x‡,e

(1− xv,e)(1− xv,m)

)
(B-71)
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This leads to an activity

a‡ = γ‡x‡ (B-72)

where the activity coefficient is

γ‡ = (1− xv,e)
−1(1− xv,m)−1 (B-73)

B.4.3 Implementation and Implications

Inserting Equations B-73 into Equations B-64 and B-65, respectively, leads to can-

cellation of terms

rf = kf(1− xv,m)xv,eexp

(
αzvF

RT
χi

)
(B-74)

rb = kb(1− xv,e)xv,mexp

(
−(1− α)zvF

RT
χi

)
(B-75)

Combining into a net rate, replacing the site fractions with concentration ratios,

inserting a reference to the equilibrium state, and simplifying

r = k0
v

[(
cOsitem − cv,m

cOsitem − c0
v,m

)
cv,e

c0
v,e

exp

(
αzvF

RT
∆χi

)
(B-76)

−
(

cOsitee − cv,e

cOsitee − c0
v,e

)
cv,m

c0
v,m

exp

(
−(1− α)zvF

RT
∆χi

)]

Finally, if no change in electrolyte vacancy concentration is assumed (due to the

requirements of electroneutrality with the charged, immobile Y′Zr) and cOsitem − cv,m

is replaced with the notation cO,m denoting filled oxygen lattice sites in the MIEC,

then Equation 99 is obtained.
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