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CONFERENCE RECORD

No-: . 1 al].d 2
DATE: June 15, 1978

CONTRACT TITLE AND NUMBER:

Load Modeling -- EC-77-C-01-5109

CONTRACTOR NAME:
Georgia Institute of Technology
School of Electrical Engineering
Atlanta, GA 30332

MEETING DATE: February 6-7, 1978

ATTENDEES :

Dr. A.S. Debs
Dr. C.Y. Chong

-~
SUBJECTS DISCUSSED:
Meeting purpose was to initiate project and discuss project plan.
A presentation was given by Dr. Debs on technical apprc ches and
Plans.
DECISION REACHED:
{(See attached correspondence)

REQUIRED ACTIONS :

Project plan to be modified slightly to reflect ideas discussed
in attached correspondence.



Department of Energy
Washington, D.C. 20545

February 10, 1978

Professor A. S. Debs
Georgia Institute of Technology
225 North Avenue, N.W.

Atlanta, Georgla 30332

Dear Atif:

We would 1like to thank you and your project team members
for your presentation at the project initlation meeting.
The spirit in which the presentation was made and the
question answered was very commendable,

Having had an opportunlity to reflect upon your presentation -
and discuss with my collegues, I have ldentified the following
1ssues which require additional clarification or emphasis

on your part. Please consider these comments carefully and

revise your project schedule as appropriate.

1. I would like to emphasize that DOE agrees that
your initial emphasis on lnvestigating aggregation
approaches is appropriate. Please 1ndicate what
criteria you will use to judge the effectiveness of
your proposed approach of decomposing the functional model
Into a linear portion and a threshold? If that approach
is Judged inappropriate, what aggregation methods T
wlll you then try?

2. The methods to be used for developing building
classifications are not clear. Your presentation
discussed "influence factors" but, since more than
one category of these factors applies to a given
building, these factors do not contribute toward a
classification., While it is premature to ask you
for your classification or even for your basis for
such a classification, what approach will you use
to develop such a basis?

3. From the proposal one gains the impression that the
focus on bulildings is suggested as a way to simplify
the characterization of the system load. Presumably
the suggestion is that a particular type of building
delineates a mix of devices as well as a use pattern.




Hence, it may be simpler to characterize a load

in terms of its mix of buildings rather than as

a collection of devices wilth associated use patterns.
However, the presentation stressed the thermal storage
associated with buildings which essentially adds
dynamics to the loads. In this sence the focus on
.bulldings makes the loads more complex than a collection
of devices. Please clarify what thermal transients

you intend to include and how, if at all, your focus

on building simplifiq; the load characterization?

One final remark, which we have made on many occasions, but
which too often does not seem to be fully understood or taken
seriously: you are embarked with us on a research effort.

The only results we are interested in are assured results,
whether positive or negative. We are not interested in "results"
which are based, in whole or in part, on unproven hypotheses

or assumptions, however attractive. We would rather, after
consultation with you, agree to redefine the scope of the

project in order to lay to rest foundational questions, than

to base later stages of the work on arbitrary foundations.

Let me say agaln that your presentation was well done and that
the previous comments are not criticism of your proposal but
rather part of my attempt to provide some 1lnltial program
guidance.

Sincerelv yours,

P e -
Tobias A/ Trygar -
Systems Control Engineer . :
Division of Electric

Energy Systems




GEORGIA INSTITUTE OF TECHNOLOGY - . .
SCHOOL OF ELECTRICAL ENGINEERING :

ATLANTA. GEORGIA 30332

ELEPKONE: (404) 894.2301

March 15, 1978

pr. Tobias A. Trygar

Systems Control Engineer

pivision of Electxic Energy Systems
Department of Energy

20 Massachusetts Avenue
Washington, D.C. 20545

Dear Toby:

I 2= writing this in response to your February 10 letter whlch commented
on our prasantation in Washlngton.

(1) You may note that the initial thrust in our original proposal is
centered on the issue of aggregating functional as well as electrical steady-
state 2=2 dynamic models. We have presently arrived at a refinement in our
approach which, we feel, is critical to our project. This refinement incor-
porates z feedback effect between the electrical device output and the func-
tional modal associated with the on-off behavior of that device. A further
refinamant may influence the output level (e.g. loading of the motor) of the
‘device. ZIn many instances the functional model will be linear or is adequately
repre d by a linearized model. However, the overall combined model, with
stata- sndent switching processes will be non-linear. " Our problem then re-
éuces s tne establishment of the proper dynamic relationships between the basic
influsnce factors (weather, human patterns, control set-points, system parame-
ters, voltage and frequency) and the output in watts and vars. If successful,
. then our model will have strong predictive capabilities which are needed{jé'a
variety of applications like load management, predictive security assessment

s and others.

5=
=27

-
-
-

. : Obviously, this form of modeling will be needed in those ¢ases
where the dynamics of the functional model have sufficient inertia to make the
prediction effort worthwhile. This should be true in cases where storage
effects are strong 11k%’therma1 responsa of buildings, and water heaters.

In the methodology we are developing, we would like initially to
establish analytical relationships between input and output statistics within
the framework of a stochastic dynamical model. This will be a step toward
the aggregation processes.

The validation of our method will have to go through a compre-~
hensive simulation phase prior to any specification of data requirements for
field tests.

If the analytical approach proves to be too difficult to
develop into something practical, other alternatives will be investigated.

AN EQUAL EDUCATION AND EMPLOYMENT OPPORTUNITY INSTITUTION
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One such alternative is the identification approach. This is quite meaningful
since, eventually, in the real world som2 form of identification will have to
be used.

{2) Without going into the details of our classxflcatlon, we feel that
a specific building type has associated with it:

(a) A fairly well-defined mix of devices,

(b) A well-defined occupancy pattern by building users.
The occupancy pattern influences the use of various
devices and establishas the basis for what one can
hope for in any shift in the use pattern of such de-
vices due to changing rates, demand pricing and so
on, and

(c) A functional model for hesating and coollng the
building amounting to a substantial fraction of
the system load. .

The basis of our classification methodology will depend on the
followxng factors: .

(2) Decomposition of the load on the basis of functional
models.

{b) Aééregation of classes of functional models as des~
cribed above.

(c) Aggregation'of electrical devices associated with
the functicnal models for purposes of load response
analysis.

(d) Ability to develcop a data base for model validation.

(e) Ability to exercise and predict load management
practices.

Now we feel that the primary influence factors for the major portion
of the load are: - , N

(2) Human building-~-occupancy patterns
(b) Meteorological variables
(c) Time (hour, day, month)
(d) Load contxol patterns
These factors are not entirely independent of one.another- Weather conditions

do influence residential occupancy patterns (and for that reason nan-residential
patterns also).



CONFERENCE RECORD

CONTRACT TITLE AND NUMBER:

Load Modeling -- EC-77-C-01-5109

CONTRACTOR NAME:
Georgia Institute of Technology
School of Electrical Engineering
Atlanta, GA 30332

NO CONFERENCE DURING THIS PERIOD

August 2, 1978



CONFERENCE RECORD

NO: E21-618-CR-2_
September 29, 1978

CONTRACT TITLE AND NUMBER:

Development of a Load Demand and Response Model
Based on a Rational Synthesis from Elementary Devices
EC-77-S-01-5109

CONTRACTOR:

Georgia Institute of Technology
School of Electrical Engineering
Atlanta, GA 30332

MEE TING DATES:

September 21-22, 1978, Atlanta, Georgia

ATTENDEES:

¥From DOE: Dr. Tobias Trygar

From GIT: Dr. Atif Debs

Dr. Chee Yee Chong
Dr. Melvin Corley
Mr. Roland Malhami
Mr. Keshav Bhupal

SUBJECTS DISCUSSED:

Presentations were given by Drs. Debs and Chong and Mr. Malhami on pro-
ject progress. Copies of overhead transparencies used are enclosed.

Discussion of project followed with Dr. Trygar. Discussed also was the
recent increase in GIT's overhead and retirement benefits rates.

DECISIONS REACHED:

1.

Dr. Trygar concurred with us that continued effort on the theoretical
aspects of functional model statistics and aggregation methods should
last longer than earlier projections. He encouraged us to continue
this effort.

Initial efforts on the analysis of building load models will commence
during September 1978. Dr. Corley (ME) will implement the CAL-ERDA
(Now DOE-1) program for this purpose. This will pave the way for
classifying the building functional model by Debs.



3. Work on induction motor aggregation is encouraged. Dr. Trygar
promised to send a recent paper on subject.

4. A tentative meeting in Washington, D.C. was set for December or
January for project review.

DIRECTION GIVEN:

1. We were directed to continue our theoretical work on functional
modeling.

2. We were also directed to request additional funding to cover in-
creased overhead rates.

REQUIRED ACTION:
1. Agree on date of next meeting.

2. Request additional overhead funds.
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OBJECTIVE

Develop and evaluate methodology
for the synthesis of load demand

and response models from elementary
devices.
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J. R. Williams Co—Principal Investigator



POTENTIAL APPLICATIONS

Improved Operational Planning

Load Management

Improved Security Assessment
Stochastic Power Flow Analysis

Short Term Load Forecasting

Improved Automatic Generation Control
System Planning

Improved Emergency Control



OUTLINE OF APPROACH

1. Primary Considerations

Reasonable Data Base Requirements
for Constructing Models

Ability to Validate and Tune Model
Parameters

Ability to Capitalize on Accumulated
Achievements in Short-Term Load Forecasting
and Load Modeling

Ability to Make Use of Models in
Application Areas



Definitions

LLoad Demand Model Provides

Short—term forecast of bus (substation)
loads

Make—up of bus or substation loads
in terms of primary electrical

components

Predictions on Load behaviour
following load management procedure

Statistics of all of the above

‘Load Response Model Provides

Instantaneous dynamic response of
bus (or substation) load with bus
voltage and frequency as inputs

Statistics of dynamic response



3. Structure of Methodology

Selection of Model Hierarchies

Identification of Demand Factors
of Influence

Synthesis Methodology

Validation and Model Tuning
Methodology
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FIGURE 1. HIERARCHIES ASSOCIATED WITH LOAD MODEL




(a)

(b)

{c)

(d)

Demand Factors of Influence

Weather

—  HVAC Devices
—  Lighting

Human Use Patterns

—  Applicances

—  Hot Water Utilization
— Lighting

—  Television

— Industrial and Commercial

Time

—  Hour of Day
—  Seasonal

Special Events

—  Industrial Strikes
— TV Specials
—  Abnormal Weather



Synthesis Methodology

(a) Single Device Model

Influence ELECTRICAL = |POWER |
Factors FUNCTIONAL DEVICE 5
(Inputs) - SYSTEM ON/OFF DEMAND ,‘

Physically, the electrical device is part of the functional system. |
In some cases the functional system is absent. l

l
Examples: ll

. Electrical
Functional System Device
Water Heater Resistor |
|
|
Building Air Conditioner Compressor,!

motor and fan
Refrigerator

Compressor motor
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AGGREGATION

STEP 1 STEP 111
statistics |
statistics of functional ;nodel of demand transient/steady state.
. ‘ or group o ‘ on/off model for group of
influence | ——— water heaters — . - water heaters
factors units

FIGURE 2. RELATIONSHIP BETWEEN THE MODELING STEPS
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(c)

Bus Load Model

Zi (t)
A
Z (1) 4 =  Load Demand Vector
Zm (0
Y1 (1)
y(t) = = Load Response Vector
yp (1)

y(t) = Alt)z{t)



Let

R(t) =cov[z]

P (t) A measured (forecasted) bus load

= E’I1Z| (t)+ v
(7-2
3 () =2 + ——— (P{t)—Zq2 (1)
% [ 2.5 o2 1%



TASK 1:

1.1

1.2

1.3

1.4

Specification of Model Components, Hierarchies and Data

Base Requirements

Electrical Device Specification

Specify a complete set of electrical devices on the
basis of functions which have a possible credible impact
on the power system load.

Definition of Model Hierarchy

For a representative utility system, develop a
hierarchical decomposition of system load model which
can facilitate the synthesis and tuning process discussed
in the Technical Discussion.

Data Base Requirements

Establish requirements for the load—model data base
which takes into account:

— — range of types for a given electrical functional
device

— — statistical distributions of electrical device
parameters

— — range of building types to be considered

— — statistical range of parameters for each building
type

— — correlations between building types and electrical
devices employed in the building

— — preliminary data, if available, on human use-
patterns of non-weather related devices

— — weather data

In addition, identify sources for obtaining such data.

Simulation Data Base

On the bais of the previous subtask, construct a
representative data base using previous actual system and
weather data as much as possible in order to carry out
simulation tests in the development of methodology.



TASK 2:

2.1

2.2

2.3

2.4

2.5

Electrical Device Models and Associated Simulators

Electrical Device Model

Derive from basic electrical laws or on the basis of
established results, representative steady—state and
transient models for electrical devices defined in Task 1.

Functional Device Model

Derive functional dynamic models for electrical devices
defined in Task 1 which incorporate control set—points,
influence—factor inputs and device outputs, both electrical
and otherwise.

Aggregated Functional Model

Develop and test methodologies for the stochastic
input—output representation of large numbers of statistically
distributed devices for each functional type. Analytical,
as well as parameter estimation methodologies should be

assessed in each case.

Aggregated Load Response Model

For each device type, and combinations thereof,
develop methodologies for constructing transient (up to
a few seconds) and dynamic (up to many minutes) low—order
response models. Both analytical and parameter estimation
techniques should be investigated.

Simulator Development

Select two representative device types and develop digital
computer simulation programs whereby representative cases
can eventually be simulated and evaluated.



TASK 3:

3.1

3.2

3.3

3.4

Building Thermal/Electrical Weather—Sensitive Simulator

Detailed Model

Implement and test an advanced building thermal/
electrical simulation program which incorporates functional
dynamics of HVAC equipment.

Simplified Model

Develop simplified building simulator programs and
tune them with the assistance of the program developed in
Task 3.1.

Aggregation of Functional Models

Conduct Task 2.3 for the building case.
Aggregation of Response Models

Conduct Task 2.4 for the building case.



TASK 4:

4.1

4.2

43

Synthesis of Substation—Level Loads

Synthesis Algorithm

Independently of Task 4.1, develop a synthesis procedure
based on Tasks 2 and 3 which will forecast in the short—run

— — load per electrical device type
— — numbers and distributions of units in each type

— — statistics of uncertainty for each type and its
correlations with other types

Tuning
On the basis of both forecasting procedures, tune all

forecasts based on the methodology described in the technical
discussion.

Response Model

Based on results of subtasks 4.1—4.3, construct the
load—response model for the area served by the substation.



- TASK 5:  Development and Demonstration of Validation Methodology

5.1 Human—Use Patterns

Based on available human—use pattern data for each
device, design test procedures to identify such patterns
together with sampling requirements to obtain credible
statistical information,

5.2 Simulation Test 1

Test methodology in Subtask 1 on a simulation basis
using a realistic test bed obtained from the simulation data
base.

5.3 Building/Weather Patterns

Repeat Subtask 1 for various building types.
5.4 Simulation Test 2

Repeat Subtask 2 for the various building types.
55 On-Line Validator

Specify an overall on—line procedure for continuously
updating human pattern and weather/building influence factors
through the monitoring of selected buildings.



TABLE 3. Allocation of Task Responsibilities

TASK (BRIEF TITLE)

LEADER/ASSOCIATES

1. Specifications Webb

1.1 Electrical Devices Webb

1.2 Model Hierarchy Debs/Chong

1.3 Data Base Debs/Webb, Chong, Williams
1.4 Simulation Data Base Debs/Webb, Chong, Williams
2. Models and Simulators Debs

2.1 Device Electrical Models Webb

22 Functional Models Debs

23 Aggregated Functional Models Chong/Debs

24 Aggregated Load Response Models Chong/Webb

25 Simulator Development Debs/Chong, Webb

3. Building Model Williams

3.1 Detailed Model Williams/Webb

3.2 Simplified Model Webb/Williams

3.3 Aggregation/Functional Chong/Webb, Williams

3.4 Aggregation/Response Chong/Webb, Williams -

4. Synthesis/Substation Debs

4.1 Synthesis Debs/Chong, Webb

4.2 Tuning Debs/Chong

4.3 Response Model Debs/Chong

5. Validation Debs

5.1 Human—Use Patterns Chong/Webb

5.2 Test 1 Chong/Debs

5.3 Building/Weather Williams

5.4 Test 2 Williams/Webb

5.5 On-—Line Validation Debs/Webb, Williams, Chong




INDIVIDUAL FUNCTIONAL MODELS
AND AGGREGATION

DECOMPOSITION OF INDIVIDUAL COMPONENT
LOAD MODELS

INDIVIDUAL FUNCTIONAL MODELS

AGGREGATION OF FUNCTIONAL MODELS

LY

o



INDIVIDUAL COMPONENT MODEL

WEATHER
HUMAN USE PATTERN
INPUT FUNCTIONS
VOLTAGE

FREQUENCY
-CONTROL SET POINTS
PARAMETERS<<:::::::::€
YSTEM PARAMETERS, ETC,
WATTS
OUTPUT3~=:Z:::::::::
VARS

PARAMETERS OF

INPUTS AN ouTP
COMPONENT




HUMAN USE PATTERN -- STOCHASTIC PROCESS, DIFFERENT
FOR EACH USER, CAN BE INFLUENCED
THROUGH LOAD MANAGEMENT '

WEATHER -- STOCHASTIC PROCESS, SAME FOR THE USERS IN
THE SAME AREA, UNCONTROLLABLE BUT PRE-
DICTABLE WITH ERROR

SET POINTS AND PARAMETERS -- RANDOM VARIABLES DE-
PENDENT ON COMPONENT

VOLTAGE AND FREGQUENCY -- SYSTEMS INPUTS WHICH ARE CON-
STANT FOR THE COMPONENTS, DE-
TERMINISTIC QUANTITIES IN THE
CONTEXT OF LOAD MODELING



THE SEPARATION OF THE INPUTS INTO TWO SETS SUGGESTS THE FOL-

L

LOWING DECOMPOSITION OF THE LOAD MODEL:

WEATHER
RELATED INPUTS FUNCTIONAL ~
FuncTTONAL| STATE a(t) ELECTRICAL -
1ODEL ;HDEVICE MoDEL >
HUMAN USE ¥
PATTERN INPUTS

FuncTionAL MoODEL:

INPUTS: WEATHER
HUMAN USE PATTERN
FEEDBACK FROM ELECTRICAL DEVICE MODEL

FUNCTIONAL STATE d(t) REPRESENTING THE

CuTPUT:
DEMAND FOR ELECTRICITY
0 WHEN THE DEVICE IS OFF
a(t) =
1 WHEN THE DEVICE IS ON,

NONBOOLEAN FUNCTIONAL STATES ARE ALSO POSSIBLE



ELecTRICAL MODEL:
INPUTS: FUNCTIONAL STATE OF THE DEVICE
VOLTAGE
FREQUENCY
QuTPUTS: ACTUAL REAL AND REACTIVE POWER DEMAND
e BOTH THE FUNCTIONAL AND ELECTRICAL MODELS MAY BE STATIC
OR DYNAMIC DEPENDING ON THE DEVICE CONSIDERED.,

e THE FEEDBACK FROM THE ELECTRICAL DEVICE MODEL TO THE
FUNCTIONAL MODEL IS PRESENT FOR MANY COMPONENTS,

o THE FUNCTIONAL MODEL GENERATES THE DEMAND FOR POWER FROM
THE WEATHER AND THE HUMAN USE PATTERN,

e THE ELECTRICAL MODEL GIVES THE INFLUENCE OF THE FREQUENCY
AND VOLTAGE ON THE POWER DEMAND.



THE OVERALL COMPONENT LOAD MODEL IS THE
INTERCONNECTION OF THE FUNCTIONAL MODEL
AND THE ELECTRICAL MODEL.

THE MODEL IS NONLINEAR SINCE A DISCRETE
STATE d(t) IS INVOLVED,

THE FUNCTIONAL STATE INFLUENCES THE ELECTRICAL
MODEL THROUGH THE DISCRETE STATE.

THE ELECTRICAL DEVICE MODEL AFFECTS THE FUNC-
TIONAL MODEL THROUGH A CONTINUOUS VARIABLE;
MAY BE ABSENT FOR SOME COMPONENTS.

THE OVERALL SYSTEM IS ONE WITH HYBRID STATES,
I.E., BOTH CONTINUOUS AND DISCRETE STATES ARE
INVOLVED.,



INDIVIDUAL FUNCTIONAL MODEL

wit
FuncTionaL MoDEL d(t) >
v(t)
p(t)
d(t) = D(v(z),w(z),p(x), T < t)
WHERE
d(t) = ON-OFF STATE OF THE ELECTRICAL DEVICE
v(t) = HUMAN RELATED USE PATTERN
w(t) = WEATHER RELATED INFLUENCE FACTOR
p(t) = FEEDBACK FROM ELECTRICAL DEVICE MODEL,

OBJECTIVE OF
ForR A

USUALLY REAL POWER

FUNCTIONAL MODEL:
PARTICULAR DEVICE, TRANSFORM w(t),

v(t) AND p(t) INTO THE FUNCTIONAL STATE d(t),



THE FUNCTIONAL MODEL IS IN GENERAL A DYNAMIC
SYSTEM WITH STOCHASTIC PROCESSES AS THE
DRIVING INPUTS

v(t), THE DEMAND FOR THE SERVICE OF THE
DEVICE, IS IN GENERAL DIFFERENT FROM THE
ON-OFF FUNCTIONAL STATE d{t) OF THE ELEC-
TRICAL PART OF THE DEVICE,

THE sTATISTICS OF a(t) SHOULD THUS NOT BE
ASSUMED A PRIORI, BUT SHOULD BE COMPUTED
BASED ON THE FUNDAMENTAL DEMAND v(t) AND
THE CHARACTERISTICS OF THE DEVICE,



THREE FUNDAMENTAL CLASSES OF FUNCTIONAL MODELS:
1. MEMORYLESS FUNCTIONAL MODEL
v(t) IS AN ON-OFF PROCESS
d(t) DEPENDS ON THE INSTANTANEOUS v(t)
EXAMPLES: INCANDESCENT LIGHTS, TELE-
VISIONS AND OVENS
2, WEAKLY DRIVEN FUNCTIONAL MODEL
v(t) IS A NOISE TYPE PROCESS
d(t) DEPENDS ON PREVIOUS VALUES OF v(t)
EXAMPLES: HEATING AND COOLING SYSTEMS
FOR BUILDINGS
3. STRONGLY DRIVEN FUNCTIONAL MODEL
v(t) IS AN ON-OFF TYPE PROCESS
d(t) DEPENDS ON PAST VALUES OF v(t)
EXAMPLES: WATER HEATERS

DYNAMIC MODELS HAVE TO BE USED FOR 2 AND 3,



STaTE VARIABLE FOrRM oF FuNcTioNAL MoDEL

x(t) = £(x(t),w(t),v(t),d(t),p(t) at)

d(t + at) = d(t) + =(x: %7 x )

P

WHERE x(t) IS THE INTERNAL STATE OF THE FUNCTIONAL MODEL

g 0 x~ < x < x'
r(x: x+,x-) =4{-] xT < X
2+l X < x
/\11'(}{ x+,x—)
l_-
%' -~
X - X
-4

x(t) AND d(t) FORM THE COMPLETE SET OF STATES OF THE
FUNCTIONAL MODEL,



HYBRID STATE SYSTEMS

x(t) = £(x(t),m(t),t)
m(t) A FUNCTION OF x(t)
x(t): CONTINUOUS STATE
m(t): DISCRETE STATE

RELEVANT THEORIES:

1. DIFFERENTIAL EQUATIONS WITH
DISCONTINUOUS RIGHT HAND SIDES

2. VARIABLE STRUCTURE SYSTEMS

3. JuMP PROCESSES



ORY I\ AL 110

v(t) = d(t)
v(t) IS THE DEMAND FOR SERVICE
1 SERVICE DESIRED
v(t) =
SERVICE NOT DESIRED

v(t) CAN BE MODELED AS AN ALTERNATING
RENEWAL PROCESS

v(t) = d(t)
A
0 To ; t
e-tl—bk- -cl—-*k-—-— tz———*'-rz—"
tllt2I°‘°‘ AND To'Tl"'°° ARE SEQUENCES

OF INDEPENDENT RANDOM VARIABLES.



e IF THE PROBABILITY DENSITIES OF t; AND T; ARE EXPO-
NENTIAL, THE PROCESS IS AN ALTERNATING POISSON PROCESS.

o THE PROCESS CAN BE MADE TIME-VARYING,

° 3ti + Tig GIVES A RENEWAL PROCESS CORRESPONDING TO

THE ARRIVAL OF THE DEMANDS,

FOR THE MEMORYLESS FUNCTIONAL MODEL, d(t) IS AN ALTER-
NATING RENEWAL PROCESS.



- WEAKLY DRIVEN FUNCTIONAL MODEL

IF

v(t), THE DEMAND FOR SERVICE IS A WHITE NOISE PROCESS
THEN

d(t) IS GIVEN BY AN ALTERNATING RENEWAL PROCESS
EXAMPLE

FIRST ORDER LINEAR MODEL FOR HEATING OF A BUILDING
x(t) = -ax(t) - v(t) + pda(t)

da(t + at) = a(t) + wn(x: x+,x')

x(t): TEMPERATURE AT TIME t
a; CONSTANT OF HEAT LOSS
p: CONSTANT RATE OF HEAT SUPPLIED BY THE

HEATING ELEMENT WHEN IT IS ON

+ -

X AND X : TEMPERATURES AT WHICH THE HEATER IS
TURNED OFF AND ON



EvoLuTIioN oF =(t) AND d(t)

x(t)

q ?

t;, THE DURATION WHERE d(t) = 1 IS THE EIRST PASSAGE TIME FOR
THE RANDOM PROCESS TO HIT X' ASSUMING THE INITIAL CONDITION

Is x ,

T, THE TIME BEFORE THE DEMAND STATE IS SWITCHED TO 1 AGAIN

1S THE FIRST PASSAGE TIME FOR THE RANDOM PROCESS x(t) TO HIT
~ +
X STARTING FROM X,



t; 'S ARE INDEPENDENT IDENTICALLY DISTRIBUTED RANDOM
VARIABLES

v, 'S ARE INDEPENDENT IDENTICALLY DISTRIBUTED RANDOM
VARIABLES

COMPUTATION OF THESE DENSITITES INVOLVE THE COMPUTA-
TION OF FIRST PASSAGE TIME DENSITIES

WHITENESS OF v(t) IMPLIES THAT THE PROCESS d(t) Is
RELATED TO AN ALTERNATING RENEWAL PROCESS, BUT NOT
Po1sson. |



FIRST PASSAGE TIME PROBABILITIES

STOCHASTIC DIFFERENTIAL EQUATION

x(t) = £(x,t) + g(x,t)v(t)

’x(O) = X, a<x <b
FIRST PASSAGE TIME

Tab(xo) = gUp §t|b>x(r) >a, 0 <1< t}
LET

p(x,t;y,t) = TRANSITION PROBABILITY DENSITY GIVEN
THAT x(1) =y

KOLMOGOROV'S BACKWARD EQUATION

2
3 t; 3 ., E » 1 2 3 t:
- p(x) IYIT) — f(Y,T) p(}(‘l .IYJT) + = g (Y;"-') p(xj JYIT)
T 3Y 2 8y2
AssuME
a = -

Tp (%) = INF{t]x(t) > b}

LET

p, (x,t;%) BE THE PROBABILITY DENSITY THAT x(t) = x
GIVEN THAT x(0) =x_ AND THAT THE PROCESS HAS NOT REACHED
b IN THE INTERVAL (0,t).



Pp(x,t;x_) SATISFIES THE FORWARD AND BACKWARD EQUATIONS.
LET

Pb(x,t;xo) PrG(t) < b FOR 0 < 7 < t,x(t) < x |x(0) = xo}

X
= [ p(v,t;x)dy

THEN
Pp(x,t;x ) ALSO SATISFIES THE BACKWARD EQUATION

PROB {Tb(xo) < t} 1 - ProB {Tb(xo) > t}

1- P (b, t5%)

AND

LET
pT(tlxo,b) BE THE PROBABILIiTY DENSITY FUNCTION OF Ta.
THEN

py(t]x4,D) =5t P-r{Tb(Xo) i%

3
= ~ePp (bt x_)



2
ap.(t]|x _,b) 3°p,.(t|x _,b)
9 _ T ] 1 2 T ]
at pT(t‘xo’b) - f(Xo’o) ax_ +39 (XO’O) ax 2
o

BACKWARD EQUATION

THE PARTIAL DIFFERENTIAL EQUATION CAN BE TRANSFORMED TO
AN ORDINARY DIFFERENTIAL EQUATION BY MEANS OF LAPLACE
TRANSFORM,

APPROPRIATE BOUNDARY CONDITIONS HAVE TO BE IMPOSED.
MoMENTS OF T ARE EASIER TO OBTAIN THAN DENSITIES.



STRONGLY DRIVEN FUNCTIONAL MODEL

v(t): DEMAND FOR SERVICE IS A RANDOM PIECEWISE CONSTANT
TIME FUNCTION

ExaMPLE  WATER HEATER

CHEEL = —e(x = x) = vixg - x) + p(B)A(L)

WHERE
x(t): TEMPERATURE OF WATER AT TIME t

C : TANK CAPACITY
« 1 HEAT LOSS CONSTANT
xq ¢ DESIRED WATER OUTLET TEMPERATURE

X;n + INLET WATER TEMPERATURE
X . AMBIENT TEMPERATURE
v(t): WATER DEMAND AT TIME t
p(t): POWER SUPPLIED

a(t): FUNCTIONAL STATE

ASSUMING CONSTANT X_ AND P, THE EQUATIONS ARE OF THE FORM

a

x(t) = -ax(t) - v(t) + pd(t)

d(t + At) = d(t) + 7(x;x ,%)



v(t) IS A JUMP PROCESS
v(t)

[N g

oo—*-sl——%k—ol >l,{ 52 *-—02——*5! §:‘

rSore.--) ARE SEQUENCES OF INDEPENDENT RANDOM VARIABLES
S17%2

- 2}
o

e A, 's REPRESENT THE MAGNITUDES OF DEMAND FOR THE SERVICE

o

e FUNCTIONAL MODEL IS A HYBRID STATE SYSTEM DRIVEN BY A
JUMP PROCESS v(t)
e d(t) 1S NO LONGER AN ALTERNATING RENEWAL PROCESS



NEED TO FIND STATISTICS BETWEEN TRANSITION TIMES FOR d(t)

AssUME d(t) SWITCHES AT t=0,
FOUR POSSIBLE CASES:

(a) x(0+) = x

or d(o+) =1
v(0+) =0
(b) x(0+) = x
or d(o+) =1
v(0+) = A
o
+
(€} x(0+) = x or d(0+) = 0
v(0+) =0
(d) x(0+) = xT
or d(o+) =1
v(0+) = A

(@)
THE NEXT SWITCHING TIME OF d(t) DEPENDS ON THE INITIAL

CONDITIONS,



« LET THE MOST RECENT SWITCHING OF v(t) OCCUR AT o
THEN
Pr[glitiv(o),ooills A WELL-DEFINED PROBABILITY AND
CAN IN PRINCIPLE BE COMPUTED,
« THE NEXT SWITCHING TIME OF d(t) DEPENDS ON THE VALUE OF
AT THE LAST SWITCH OF d{(t) AND WHEN THE LAST SWITCHING OF
v(t) OCCURS,

v(t)
v(0)
N
Y V4
__%oo 6__
d(t)
1
\
Q 7t
— t; —




d(t) IS A MARKED POINT PROCESS

® [ACH SWITCHING TIME OF d(t) HAS ASSOCIATED WITH IT THREE
RANDOM QUANTITIES AS MARKS, NAMELY
(A) THE VALUE OF d(t) BEFORE THE SWITCH
(B) THE CURRENT VALUE OF v(t)
(C) THE TIME SINCE A SWITCH IN v{t) OCCURRED

e THE DISTRIBUTIONS OF THE NEXT SWITCHING TIME OF a(t)
AND THE FUTURE MARK DEPENDS ON THE CURRENT MARK AND THE
CURRENT SWITCHING TIME ofF d(t),

(v(0) ,00) _ (v(ty),0;)

—t,—— 1, —)k—tz'——){



P3N

 AGGRE&GATION OF FUNCTIONAL MODELS

GIVEN A LARGE DOPULAT/ON OF FUNCT(ONAL
MODELS OF THE SAME (CLASS

FIND TRE SUM OF THE TFOUONLTIoNAL STATES

dl )

. d ()
o(£<+) D RUNCTIONAL STATE DF THE £TH
COMPONENT
K
dit) = Z dg(f)
=

/

T HE Ay (£) s ARE  STOCHASTIC PROCESSES
AND HENCE d(H) IS A STOCHASTIC. PROCESS

WHICH 1S TOo BE CHARACTERIZED



MEMORYLESS AND WEAKLY DRIVEN
FUNCTIONAL  MODELS

» [HE TFUNCTIONAL STATE dg(t) FoR EAcH

COMPONENT 1S GveN RY AN ALTERNATING
RENEWAL PROCESS

e THE INSTANTS AT WHICH DEMAND OF ELECTRIUTY
ARRIVES TFOR EACH COMPONENT FORM AN RENEWAL
PROCESS

e THE INSTANTS AT WHICH A NEW DEMAND OF
ELECTRICITY ARRIVES TFOR THE BENTIRE CLASS

ARE THE SUPERPOSITION OF
RENEWAL PROCESGES

IND} vIDUAL

. As K BECOHES LARGE, THE PROCESS TFORHED
By SUPERPOSITIBN  APPROACHES A (PoISsSON

PROLESS WITH  INTENSITY TFUdCTION  A(t)



%

K N (%)
Alt) = 2 &gty = Z Alt-wi; i)
A=) i
W 1 0CCURRENCE TIMES TFoR DEMANDS (N THE

SUPERPOSITION PReCESS

Nty NUHMBER OF OCCURREAICES [N THE INTERVAL

(t°) .b.J
a Rt ; =i)
|
(4] 'TA_‘ T
al,('&)
{
T >
,‘41(+)
| —
0{3(4:)
[
td &)
A —XK—X A—X ——X—X >
Uy Wy By Ve Wy L, Y Y €




""" : 28

FoR  1ARGE /<, {U;fl KPPROACHES A POIsSSON
PRoCESS AND HENCE
Nt)
) = 2 (-~ ”‘,;J 't,;_)
&

A TFILTERED PoisSonN PROCESS WITH

s

I

ft ),(‘..\)E[;Q.(f—-m; Q:)]dar

-]

MEAN Y (+)

VARIANLE : ¢
2
Y. (&) A.(W‘)E['£ ('&-w;u)]dw
to

I

ON ENVIRONMENTAL.
1S

COHHMEGNT AAd) DEPENDS

FACTORS AND HENCE A (+)

ACTUALLY POUBLY STOCHASTIC



CENTRAL LIH|T THEOREM FoR FILTERED
PoissoN  PRoceCSES

SUPPOSE Y1 (t) < oo

(olt) < &0

AND T'(t(,tl,ti)

[pattd vty palrs) 1%

TENDS To 2ERO UNIFORMLY on [, TYx [0, T)x [te,7)
AS CERTAIN PARAMETERS TEND To PRESCRIRED LIMITS

WHER T HIN (+, 1y ,t3)

=

T(e,,ta,t3) 2 . L () Ef/ﬁ,(i-, ~ers e ) (%, -0 t)ﬂ_(t;-o;'c)}jdw

THewn
di+) - Y, (%)

* D
dt) =
f'; I/ww:)

TENDS TO A  GAUSSIAN PROCESS ON L[+, ,T)

WLITH 26Ro HME&aN AND (CoVARIANCE

HIN (£, 8)
f { A(U)E[*E.(t,-w;t_);e(tl-wj t)de

S ———

to

- iz
[t oy 170



v THE

STRONGLYt DRIVEN

FUNCTION HMHODELS

N{t)

K
Ay = 2 d, (v) = > Aty ;)
= L

SWITCHING OF

dg+) 1S NO LONGER

GIVEN BY AN ALTERNATING RENEWAL PROCESS

. As

K INCREASES,

A PoISSON PROCESS

» TA:

(25 0

Luwg [ Hay NeT  APPROACH

IS NOT NECESSAR|LY INDEPENDGANT OF

3o



MoDELING OF INpucTIiON MACHINE LoADSs

MODELING PHILOSOPHY

* 2 DISCRETE AGGREGATE LOAD MODELS:

-~ AN AGGREGATE LOAD MODEL STEMMING FROM AN AGGREGATION
OF DETAILED LINEARIZED INDIVIDUAL COMPONENTS DYNAMIC
MODELS, FOR SMALL SIGNAL STABILITY sTUDIES (orR AGC)

-~ AN AGGREGATE LOAD MODEL BASED ON MORE APPROXIMATE,
GENERALLY NON LINEAR, STATIC OR DYNAMIC INDIVIDUAL
COMPONENTS MODELS (DEPENDING ON THE PARTICULAR COMPONENT
BEING MODELED) FOR TRANSIENT STABILITY STUDIES.

b



A, Linear1zep MobeL: STATE EQUATIONS

* "REFERENCE: "“EFFECT OF LOAD CHARACTERISTICS ON THE
DYNAMIC STABILITY OF POWER SYSTEMS,”
BY W. Mauricio AND A, SEMLYEN

/Ald

i
Ard

c{it Aiq | =—[X)_1@

rq
\
r

~ -~
AV
AS
LATmec:h
—



OutPuT EQUATION:

EMLff: <"c1.‘

<
Q)

o <

<
(N



WHEREIN:

(2]

AND:

[x]

L

s m
~SX -SX
m r
RS 0
0 0
Xd"ldX "lde
T T
m m
0 0 a
0 0 0
s ™m0
w w
@] @]
mo *r o0
w w
@] @]
0 0 ];J




RELATING DIRECT AND QUADRATURE Ax1s QUANTITIES BAcK To

ORIGINAL STATOR AND RoTOR QUANTITIES:

INDUCTION MACHINE” BY J.C. STANLEY)

. _ [, . 27 . _2m
ig = 2/3 1a cos § + i, cos (e+:3) + i . cos (6 ?rﬂ

. = 2s3[i sine+ i sin (8427 + i sin (82T
qu = 2/3 ia sin 6 + lrb sin (e+:3) + lrc sin (6 3 ﬂ

ig = 2/3[i, - w4 icﬂ
£}
3

(i, - i)

SIMILAR TRANSFORMATION EQUATIONS CAN BE WRITTEN FOR VOLTAGES
AND FLUX LINKAGES.



B. MNonLINEAR APPROXIMATE MoDEL

* MoDELING APPROACH: NEGLECT ELECTRICAL TRANSIENTS --
1.E., USE STEADY STATE ELECTRICAL EQUATIONS --' AND
COUPLE THESE WITH MECHANICAL EQUATIONS VIA THE ELECTRO-
MAGNETIC TORQUE,



(1) STEADY STATE ACTIVE AND REACTIVE POWER FLOW EQUATIONS:

S

2 s

Vv
P=q o ——3 (1)
s
1 + (g—)
cr
-1
WHEREIN s_, = T,x
X s .2 X
V2 % * (Scr) o ;c;)
Q = q; (2)
1 + (i.)z
s

cr



(ii) SLip EquATIONS:

ROTOR SHAFT DYNAMICS DESCRIBED BY:

Te = TS + Tf + Ti (3)

WHEREIN:

T EILECTRICAL TORQUE

Te FRICTIONAL TORQUE
T

i INERTIA TORQUE

T
S

SHAFT TORQUE
ELECTRICAL TORQUE CAN BE EXPRESSED AS:

. P _ P

T, = ;; = E;TETTT (4) WHEREIN w_, wg STAND FOR
ROTOR ANGULAR SPEED AND
SYNCHRONOUS SPEED RESPECTIVELY

ALso:

Tf = Bws(s—l) (5)

AND:

T, = -Js (6) WHEREIN J REPRESENTS THE

INERTIA CONSTANT OF THE
MACHINE



SUBSTITUTION YIELDS:

qv*

§B;TT:§7-= TS + Bws(l - s) - sts (7)

FURTHERMORE, IF THE TORQUE SPEED CHARACTERISTIC OF THE IN-
DUCTION MOTOR IS APPROXIMATED BY:

- B8 _ _ B .
Ts(wr) = kwr = k((1 s) u)s) » THEN (T) YIELDS:
qV2 R .
st(l—s) = k[(l - S)ws] + Bws(l - s8) - Jsw_ (8)



SUMMARY OF EQUATIONS FOR TRANSIENT STABILITY STUDIES:

S

2 S
Vv
P=ay —5 3
1+ (=)
r ELECTRICAL EQUATIONS
X s 2 X
V2 x ¥ (S_) (l""x—‘)
0= gL I cr m
x l+(—-s——)2
S
cr
qv* 8
%o (I=5) ~ FL(=8)ugl™ + Bug(1-s) = Jsug)  MECHANICAL

EQUATION
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Georgia Institute of Technology 11-10-77
School of Electrical Engineering 5. Contract Completion Date
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fentification | 7. Reparting Category le.g., contract line 8. Plarned 8. Actual 10. Planned Current Fiscal Year 11, Plarned Future Fiscal Years }12, Planned | 13. Total
lumber item or work breakdown structure P(ior . Pr-ior 1979 Sgbscquebnt Planned Cost
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1 Specifications 20 18 2 0 0 0 1 0 0 1 0 0 0 0 4 0 0
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MILESTONE PLAN AND MANAGEMENT REPORT

PURPOSE

A dual-purpose format to establish g baseline schedula and Indicate status for performing each reporting
category identified In the contract/agreement, _

INSTRUCTIONS .~ . o ' : .

ltcml - Enter the contract/agrnamcnt title as 1t appears In the offlclal document establishing the
‘ contracl/agrcemcnt. '

ltem2 - Enter the Inclusive start and completion dates for the reporting perlod for this repors,®

" ltem 3 -= Enter the contract/agreement number as it appears In the ofhclal cslabhshlng document and
sppend the latest modification number,

1tam 4 <= Enter the name and address of thu contractor, organization, or agency, 2 they appear In the
* eontract/agreement.*

ltem 5 = Enter the official start date of the orlginal contract/agreement.*

ltem G = Epter the official completion date, 35 of the latest official madification to the contract/
.agreement,”

Item7 = Entes the !dentification numbers relating to the contract line 1tems, task, products, or work
breakdown structure elements reported in ltem 8,

ltem 8 = Enter the contractually specifiod reporting categorles,

ltem 9w~ In tho-Tower portion of the space for the ltem heading, entor the {lrst letter of tho month for
the first report In the extrema left block, Enter successive months as required, Enter fiscal years
In upper portion of the heading space as appropriate for months, Separata flscal years by
. extending vertical line between the months of September and October. Enter schedule data
belows the fiscal year and month headings and to the right of cach reporting catcgory listed In
’ . ltem 8, Use charung Information shown at end/of these ins!ruchons. .

1tem 10 « .Based on the best judgment of the contractor’s project manager, onter a subjectiva assossmont
of progress In terms of percent complete toward meeting the objective of each reporting
category listed in Item 8. Place o @ beside tho percent complete for each reporting category
1that is ahead or behind in schedule and explain fully In the Remarks Section, on an attachment,
or in the chhmca! Status Report, ; .
Item 11 = Entcr expianatory notes and comments., lf more space Is required, attach addltlonal shccts and
s indicate in this block, All schedule variances must be explained, elther in the Project Status
chort {if required on the pro]cct) or.esan attachment to this rcpurt.
Item 12 = {nteor signature of rcsponslble contractor, ageney, or organi2ation pro]cc! manager and date
“signed, verilying the rcasonableness of the Informatlon lurnished based upen his porsonal

_knowletqe of the contract's progress and status,

1

Item 13 = Enter s|gnaturo o! the responsible ERDA Govemment Tr-r!mica] chrcscnlatlvo und da!e
signed, verifylng the rcasonablencssofthelnformatlon furnlshed, ; .

*These items need only be cntcrcd on thc fivst pagc of multl-:page reports, e

CHARTING INFORMATION

EXAMPLES

.SYMOOLS
A Crleal Milgstone AL - A {Critieal milestons with an sctivity bar)
. ] . .
. B e =reey A i TWea! path
. @9 Crtieat Miestons on the Project B. K !I {Time now and work dons, event on ¢ritles! path) .
Critical Poth [ 7Y & (Slippage, not yet aproved)
Intermadiate Event {Deltiversble, S !
v L'\‘ul;'v,l'c‘:m‘::v U?:'n'hén‘!’m:,l’l ¢ Sueporting - A TA {First ehange spproved)
4 [ntormpdtote Evant completod early or tate E [ () A UImprovement, not contrastvrally implemented)
{ VoY 1 »
¢ :‘:onouIdIStheduled Deviation {tate or early) & vt ' e A ot [Fiest changa approved)
or 8 Critical Milestons ¢, i v A 'AC“V“V ahesd of sehedule)
tvi A ] P
L Aty ar H, I A Activity behind schedute)
yA 4. vl ! wC
Time Line LK e LIRALS 2 {Late and on time completion of Intermediate
‘ - A H events A and B, resonctively)
, C. 2. \ L3 wCA  (Ssmo as Example | 350ve excent that here s time
Timoe Now A v line Iy uied in place of A Jetivity bas)
. K, I sy el Lra i . ¢ {Criginal critical milestone date and four subwequent
P 1 : A I approved changes (3l dippased) to that date)
[ st rbcarb ot ivicosdin® BNV AN Dy 0rlgingl eritieal milestone date and two whiequent
] apzreved ehanges lone gippase, ene improvement)
' to that gate)
CONVENTIONS

1 - Blacked-Infiguros or bars aro vsed to show work dono.

2 . Oponflgures or bars show work no! deno.

3 .« Alerltical milostono) Is twico as largo os ¥ or A (Inlormodiole ovent),

4 - Undor no condlllon should moro than ono A (crltical milostono) bo shown on o singlo
hertzontal lino, (Soo Examplos D und F for.c method of denoting o rescheduled critical
milestono A\ ; the number 17 indicales tho firs! roscheduling.) Nermaily the original
symbol 2 wauld bo shown wlth the latost roscheduled dote (o 2 with an essociated
numbaor). in cortaln ¢ases, where it Is deslrod 1o show a completo hmory of reschecullng,
a serlos of &A's with ossoclatad soquenco numbars might bo shown as in Examplo X,

. (ropresenting critleal mllestone} will bo shown obovo the octivity bar when it Is b’chcd

. In, If 1tls not doslrablo to retain the roscheduling histery, ERDA may rcquosl thal only ihe
~eurrent approved critical of milestonc\bo shown.

8 = Symbols for milestones may bo vsed clone, with an actlvity bar, or with a timo lino as

.+ the preparor ]udges best

é « Intermediate events may be shown only In associstion with an activity bar or 3 time line, These

event symbols are placed above tho bar or line and each Is labeled for identificstion, A
description of cach Intermediate event should be provided in an attachment to the Mifestone
Plan .and Management Report, One of the two methods is vsed to show when intermediste
events ore compieted, o :

a. « If the ovant Is comploicd on 1imo, 1t Is blacked In os provldcd ln Convonlion |
cbovo {soo Example |, Evont B),

b ..« 1 tho avent s completed carly or loto, the symbol for the Intermedioto ovent 1s
invosicd [ A) and shown below tho lino or octivily, Identilicd In tho somo woy os
‘the - Incl, ond both symbols oro blacked in fsec Examplo I, Event A}
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MILESTONL PLAN AND MANAGEMENT REPORT

PUNRPOSE

A dual-purpase format to estabilish a Laseline schedule and Indicato status for performing each reperting
category identified In the contract/agresment,

INSTRUCTIONS . o

ftem? =~ Enter the contract/agreement title as 1t appears In the official’ document establlshing the
contract/agreement, .

ftem2 = Enter the inclusive start and completion dates for the reporting perlod for this report.*

ltem3 = Enter the contract/agrcement number as It appears In the officlal establishing document and
append the latest modification number, : C

Item 4 <= Enter the name and address of the contractor, organization, or agency, 8 they appear In the
cantrzctfagreement,®

ltem 5 = Enter the official start date of the orlginal contract/agreement,*

ltem G = Enter the official completion dato, as of the latest official madification to the contract/
-agrezment,”®

ltem7 = Enter the Identification numbers relating to the contract line ttems, task, products, or work
breakdown structure elements reported in [tem 8.

ltem B~ Enter the cantractually specified reporting categorios.

ftem 8 = In the lower pertion of the space for tho Item heading, enter the flrst letter of the menth for
the first report In the extreme left ock. Enter successive manths as requlred. Enter fiscat years
In upper portion of the heading space as appropriate for months, Separote flscal years by
extending vertical line between the months of September and October, Enter schedule data
below the fiscal yeor and month headings and to the right of cach: :zporting category listed In
ftem 8. Use charting Information shown at end of these Instructions, . .

ltem 10 ~ Based on the best judgmen: of the contractor’s project manager, onter a subjectiva asscssmant
of progress in terms of parcent-complete toward meeting the abjective of sach reporting
category listed in tem 8, Place 0 @' beside the percent complete for cach reporting category
that is ghead or behind in schedule and explaln fully In the Remarks Section, on an attschment,
or In the Technical Status Report. ;

«

Hem 11 = Enter explanatory notes and comments. |f more space Is required, attach additlonal sheets and
$0 indicate [n this black. Ail scheduls variances must be explained, cither In the Projecs Status
Report (if required on the project) or as sn attachment to this report,

ftem 12 = {nter signature of responstole contractor, agenty, or organlzation project monager and date
signed, verilying the reasonableness of the Information furnished based upon fifs porsenal
knowledge of the contract’s pragress and status,

ltem 13 =~ Enter signaturg of the responsible ERDA Government Teehnical Reprasentative and dato
signed, verifying the reasonableness of the Information furnlshed,

*These Items need only be entered on the first page of multi-page reports.

_ CHARTING INFORMATION
.SYMBOLS IXANPLES

FaY c:xilcal Milestore AL 7 [Costical milestone with 2a 2:thity bar)
| '
) . 0, I A (Tim 3rd wots Ieal
() gmluv ll\'.MImona on the Profect ’ ] (Tims now ard wotk done, tvant on critcil pain)
rivical Path
Gl 72 < (Stippage, not yet approved)
v lnperandiate Cvoird (Detlvorable, Support]
Milertune, of Qucion Polm] " [ A ) TN {First change approved]
'S Intormadiate Event completed early or laty E L ) 2y limprovement, not contriciutaily implemonted]
f. : 7 & [Fint ¢hange approved
L] ;'lnpnéeldlS:Ih&duled Doviation {1ata or sarly) ' vA | . ot l 30 3m2¢ ’
or & Crltleal Kiteston 2 -
] 4 G, Chagenrmpee sy A {Activity shead of whedule)
70 Activity par ; A ol L nt )
H, B T"'F-J A [Activity behind eheduls!
. B yhoh v v
r— TIMO Line 1 I8 'L‘ LI VAL A [Late and on time comptetion of latermediate
A . ~ vents Aand @, lc_sprc!ivcly)
A, 1. L Ad UEA  {Same a5 Example | 3hove except that here 3 [ime
Timoe Now : L A _ liativyied in place of 3n Sctivity bar)
K. sasisarndh J_LL';"d.' e DA [Original eritiea) milestoae date and four wbieguent

apprevid ehanges {one ¥ippage, one improvement)

. f . approved ehanges (all wippages) o that daish
L. !"'T'""""L:"’":I. T2 b 10rigingt gritiedd milestone date 1nd two wbstquent
i o trat dulel

CONVENTIONS

1 . Blacked-1n figuros or bars aro used to show work done,

N

- Opon figures or bars show work not deno.
3 « Alerliical milostono) Is twlco os lorgo os 7 or A {Intormod!ato ovent),

4 - Under no conditlon should maro than ono A (critical milostone) bo shown on a singlo
horlzonta! line. (Seo Examplos D and F for.a methed of donoting o roschoduled erilleal
milestone 2\ ; the numbor “1* indicates tha first roscheduling.) Nermally the orlginol
symbal A would be shown with the latest roscheduled dote (o 2\ with en associcled
numboer). In cortaln cases, whero [ Is desired to show ¢ complete hisiory of rescheduling,
o sorlos ofd\’s with ossoclatod soquenco numbers might be shown osin Exemplo WARE

. (ropresanting critical milesiono) will be shewn obova tho activily bar when It is blecked

. [n. [f1t1s not destrablo 1o retaln the roscheduling history, ERDA may requost that enly the
current approved critical of milesioncAba shown,

5« Symbols for milestones moy bo used alono, with on actlvity bar, or with o timo llno as
. the preparar [udges bost,

é = [ntormedlato evonts may bo shown only in assccistion with an activity bar or 3 time line, These
event symbols are placed sbove the bar or line and each s labeled for identification. A
deseription of cach Intermediate event should he provided in an attachment to the Milestone
Plan and Managemont Report. Ong of tho two methods is used to show when Intermediate
events dre completed, . ‘

g, « If the event Is comploted on time, It Is blacked In as provided in Convontien 1
abova (soc Examplo |, Even! B),

b « If tho ovont Is complelod aorly or late, the symbol for the Intermedioto avent 1
‘ invorted { A)and shown below tho lino or octivily, Idontified in the samo woy @3
the origlnal, and both symbols aro blacked in (so0 Examplo |, Evan! i}

=
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. Coniract identification

Development of an Electrical Load Demand and Response Model

2. Reporting Period

3. Contruct Number

EC-77-5-01-5109

Based on a Rational Synthesis from Elementary Deviceg 11-10-78 2-10-79
. Contractor {(name, address) ) 5. Contract Start Di't
Georgia Institute of Technology 11-10-77
School of Electrical Engineering G. Cantracl Complelion Date
Atlanta, Georgia 30342 11-10-80
. Ideatiticanion | 8. Reparting Category {e.g., contract 9. Fiscal Years and Months , o s 10.. 2:';‘:)"':" 3‘
amber |l e o wark breacdown ry 1978 _ry 1979 |re. 1000 ) A
N D J F M N D |JI- A J
1 Specifications 1 =
2 Models and Simulators ‘ |
3 " Building Model - |
4 Synthesis/Substation l i 1
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.
£
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1
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13, Signature of Governament Tochinical Representative and Date




MILESTONE PL-N A?\*i SAME L welNT REPORT

o e

L

the first report in the extreme loft block. Enter successive months as.requirad. Enter fiscal yoars
In upper portion of the heading space as appropriate for months. Scparate fiscal years by
extending vertical line between the months of Scptember and Octaber, Entor schedule data
below the fiscal year and manth headings and to the right of each reporting categorv listed in
Itcm 8. Use charting Information shown at end of these lnstructlons.

item 10 = Based on the best judgment of the contractors praject mmngdr. enter & subjective asmsmunt
! of progress In terms of percent complete toward meéting thé objective of each reporting
category listed in Item 8. Place s (@) beside the percont complete for each reporting categary
that is ahead or behind In schedule and explain fully in the Remarks Section, on an attachmant,

orin the chhmcal Status Report, .

Item 11 ~ Enter explanatory notes and comments, If mara space I required, attach addnlunal sheets and
sa {ndicate In this block. All schedule variances must be explained, efther in the Project Status
Report (if rcquircd on the prolectl orasan attachmem to this report. .

ltem 12 = Cnter slgnature of responsible contractor, agency, ar organization project manager and dato
signed, verifying tho reasonableness of tha information furnished based upon his porsonal
knowledge of tho contract's pragress and status,

Itcm 13 ~ Enter signature of the rcsponslbio ERDA Government Technical Reprosentstive and date
signed, verifying the reasonableness of thu information furnished.

*These items need only be entered on the first page of multi-page reports,

horlzontal ltne. (See Exomples D and F for.o method of donating a reschoduled crhical
milestone A ; the number 1% Indicales the first rescheduling.) Normally the original
symbal A would be shown with the lofest rascheduled dave {a A with on associated
number). In certoin cases, where it Is desired 1o show a complete history of roschodullng,
a sories of AA’s with assoclated sequence numbers mighl be shown as In Examplo K,

(rapresenting eriticol milesiona) will be shown above the octivity bar when It Is blocked

. In. If it1s not deslrable fo retaln tho rescheduling history, ERDA may request that only tho .

current approved eritical of milestoneAbs shawn, |

5 - = Symbols for milestones may be used alone, with an activity bar, or with a time llno as ~

the preporer [udges best,

6 . @ Intermedlate avants may be shown only In association with an activity bar or a time fine, These -
event symbols are placed abovo the bar or fine and ecach is labeled for identification. A -

description of cach Intermediate cvent should be provided in an attachment to the Milestone

Plan and Management Report. Onc of the two methods is used to show when {ntermediate

ovents are compiated, -

Q. » If the avonl Is comploted on limo, It Is blacked In as provldod in Convention |
obovo (soo Exomple |, Event 8), -

‘b « If tho evant Is comploted cerly or late, tho symbol for the lnierrﬁedlolo avontls ‘
Invoriod ( A) and shown below the line or activily, identified In tha semo woy as

the original, and both symbols are blockad in (sao0 Examplo i, Evont. A)

PENSRY L.

. R R
S CHARTING INFORMATION - RN
SYMBOLS FXAMPLES L
PURPOSE ‘A Criticat Mileitons AL D iCrivical milestons with sa activity bar) 7 i ;
A dual-purpose formal to cstabhsh a baseline schedule and indicate status for performing cach reporting . mz"._mmlr::—‘_::::z - : P
. . X T nd work dpne, 1 AR -4
category identified In the contract/agreement, B . 2,'{"“' Milsi1one on the Preject s 1 FYima now and work dpne, bant on cilesi uth) | 5
. : ) tlcal Path _ (o ,
G f 2 Q {Siippae, not yet appraved] &
INSTRUCTIONS - : . Ry Do AR Suppartoy | . BTUUTA ifintehingtapovsd] | 3
ltem 1 - = Enter tho contract/agreement titls as It appcars in the officlal document establishing the A Intermodiate Event completed swly oriote £ ) 2 {Improvement, ot e ally implemanted) : ;
; ‘ contract/agreement. - ’ ° opessd Scheduied Deviaion Gtw o sartl (X = “ZT A (Fint change approved] . é
o . ; for 8 Critical Mi v ! < .
ftem2 = Enter the Inclusive start and completion dates for tha reporting perlod for this report.® or 8 Grltieal Milestone G. uﬂmm"'_—:h‘ {Activity ahead of schedule)
: T Astiviy B ) Y L . )
: H, B {Activity bahind schedule)
ltem3 =~ Enter the contract/agrccmcnt number as it appaars In the ofhcml ostabllshlng document and ada Y o€ cHivily B e
append the latest madification number. N— 1 ] 1 LY 2y {Late and on tima completion of Intermediate
LI evonts A and B, respectively) -
. ) P, L2 L 4 25A  (Same as Example | above eacept that hers & time
ltem4 «e= Enter the name and address of tha contractor, orgamzatmn. of agency, &5 they appoar In the . Time Now ‘ YWY tine Is wsed in place of an setlvity bar)
) . X, gy {te 4 (Originl eritical mil date and four sub t
" eontr aﬂ/ agreument. _ [ . : a0 appzc:d‘c’;t:rc\:cnalel.:ﬁ;ag:‘:l 10 'h:'u :ﬂ“l‘ulmwn
‘ . : Lo 2D (Original eritical milestone date lndml\.hquent
{tem§ « Enter the official start date of the original contract/agreemaont. s ::s:::t:‘ ‘~' % (one Wippags, one impr
. . i
ltem 6 « Enter the 'OHIClal completion date, as of the latest official mndification to the contract/ CONVENTIONS _ , :
<agreement. , :
o ) i ‘ . . h R
ltem 7 = Enter the Identification numbers relating to the contract line items, task, products, or work .1 .- Blacked 'f' figures °"b°" are usedtos FM work done
breakdown structure clcmopts reported in {tem 8, 3 - Open flgures or bars show work not done.
ltem 8 = Enter the contractually specified reporting categaries. 3 - Alcritical milestone) is twice as large os 7 or A (Inlermediate event).
Item 8 = In thae lower portion of the space for the Item heading, enter tho first lotter of the month for 4 - Undor no conditlon should mora than ano A (erltical milestane) bo shown on o single
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PrEeT IEmE ST GEORGIA INSTITUTE OF TECHNOLOGY - _10-77
SCHOOL OF ELECTRICAL ENGINEERING T T an Comp
ATLANTA, GEORGIA 30332 :-10-83
Identification | 8. Reporting Category {e.g., contract 9. Fiscal Years and Manths HoR gcrccn(
um fine item or work breakdoy ; o\ : meleie
pamber structune diement] Ey 78 y ey 79 EvR0 Py 81 P
P |
3 H I - 3 !
S10} JIFE ntattylyglals =y |

SPECIFICATIONS

MODELS AND SIMULATORS

BUILDING MODEL

SYNTHESIS/SUBSTATION

Ul = W R (=

VALIDATION

Ramarks

Signatuie of Contractor’s Project Mancger and Date
Vel

/2 Jsa /F’D

13, Sipaature of Government Technical Represoniative and




U.S. ENERGY HESEARCH AND DEVELOPMENT ADMINISTRATION

S IDA 533M COST MANAGEMENT REPORT PAGE
- b arvnavi U
Jontract Igentification Development of an Electrical Load Demand and Response Model 2. Reporung Period J. Convract Numbar
Based on a Rational Syntesis from Elementary Devices 11-10-77 through 2-9-78 EC-77-5-01-5109
mntractor {name ond address) ‘B, Cost Plan Date B. Contract Stort Date »
Georgia Institute of Technology * 11-10~-77
3-20-78 7. Contract Completion Date

School of Electrical Engineering

’

/

Atlanta, Georgia 30342 11-10-80

joverament Funding 9, Contractor Funding 10. Number of Invoices Billed 11. Froquency 459% beginning 12. Number of Invoices Paid 13. Total tnvoice Amounts Billed 14, Total Paymant Received

$ 179,545 - one 45% interim, 10% final & $ 90,535.05 o5

16. Reporting Category {e.g., contract tinc item |17, Accrued Costs . | 18. Estimated Accrued Costs 19. Total Contract] 20. Variuance 21. Unllied Orders
| ‘lbi(circation or work breakdown structure clement) During Reporting Period Cum'ulativc 1o Date a. Subscquent b. Balance of . Total Contract Value Outstanding
Heporting Fiscal Year
a. Actual b. Planncd ¢. Actual -d. Planned Perind

1 Specifications 2,962 2,962 2,962 2,962 16,939 0 19,900 19,900 0

2 Models and Simulators 2,073 2,073 2,073 2,073 10,053 3,860 52,100 52,100 0

3 Ruilding Model 0 0] 0 0 0 0 59,300 59,300 0

4 - Synthesis/Substation 0 0 Q 0 0 ' 0 39,900 39,900 0

5 Validation 0 0 0 0 0 0 29,989 29,989 0
Remarks 24, Dollars Expressed In;

exact dollars

Signaturg of Conltractgr's Projdct Monaogr and Date

LIRS Y =N -

26, Signature ol Contractor'd Authorized Financial Remiesentative and Pate

~/r=7/ 73 -

3 ﬂ_/’) ¥

27. Signature of Government Techrcal Representative and Date -




LOST MANAGEMENT REPORT

PURPOSE

A perodic roport of the stotus of actual and projoctod accrued costs and their vorloncos
fram the approvad Cost Plan In offoct for o controci/ograemeont. Tho roport wlil bo vtod by tho

Covornment 1o monitor tho slotus of tha controey, vorlly the roasonablendss of the coniructor's |

invoices, report costs accruod duting tho roporting porlod, ond ostimalte costs 16 be accruad during
the subsequonl roporting period.

INSTRUCTIONS

llem Y

flom 2

llem 3

Item 4

llem 5

ltem &

ltem?

ltem §

llom @

- Entor the conlroctZogreament Idontiflcolion as It appeors In the offlclal decumant
estoblishing the controct/cgreemont,

« Enter the Iaclusive storl and complele dotes for the reporting perlod for this ropart.®

« Enter tho controct/ogreomeont numboer as It appoors In the offlclo! eslab!lshlng dccumont s
and oppornd the lotest contract modificolion numbar,

- Entor the namo ond address of tha coniractor, organizalion, or agongy, os thay appoor In
the coniroct/agroomont. *

Entor the date of the lolast negotioted Cost Plan for this contracl/ogresment which sorvas
os ¢ bosolino {or this roport, (Soe ltam 17 of Cosl Plan.)

Entor tho offiela! slart dalo of tho orlginel conira¢lZagroement,®

Entor tho cfficiel complollon date, os of the lotost efficlal modificotion to the centract/
agroemont,*

E£nior tho Iclal amount of funds obligalod by the Governmoni for this conlroct/agraomont
os ol the and of tho raporiing purled. *

« On cost-sharing contracts, ontor the 1otol omount of funds contribulod by tha eontrzetor or

othors of the ond of Iho roportlng poriod.*

llom 10 - Entor the lotal numbor of Involees billad as of the end of the roporting perled, *

Jem11a « Enjor the frequoncey of billings, 1.e., monthly, biwookly, ete.*

Hem 12

ltlom 13

ltam 14

lem 15

llem 146

ltlem 17

Enter tha number of Invaleos far which the contractor hos recolved poyment as of (ho end
of tho reporting period.*

1] '
Entor the 110! dollor value of Invaices billed by tho contractor agalnst this contract/
ogreomentond tho latest Involes numbor os of the end of the roporting poriod.*

Enter the toto! dollor omount of pcymcnls rocelved by the conlruclor for this cantracl/
agreemani os of tho end of the roporting porlod.*

Entor the Idontificotion numbars rolating 1o tho conlract line Noms, tasks, prod-lcls, or
work brookdown struclure elomants roported In ttem 16,

Enter tho some contractually spocifiad roporiing eategorles thot ore on lha ossacloled
Cos! Plon, .

All cost as speclfied tn the contract/agreement shall bo reported lor each of the citegorles
listed In ltem 16. Enter costs ascrued tor each reparting enteqgory, The costs reparted on the
Summary Cost Management Report {or the Cast Management Repor( by Cast Element} wiil be
uied by ERDA manaqement to verlly the reasonablencss of controctor’s Involces, to repart on
costs occrued during the reparting peried, und to forecast eosts to be accrued during the gurrent

ltom 10 «

Itam 10 =

Item-20 =

ltom21 »

ltlom22 «

lom 23 «

flem 24 -

reporting period, and to forccost costs to be accrued during tho subsequent reporting period, It
Is recognized that these costs are usually subjected to additional vatidation by contractors and
that Invoice amounts may differ. However, they shou!s ultimately be reconcilanle to
contractor's Involces.

o « Tho total acluel cost Incurred for tha roporling porled,
b« Yhe total planned cost for tha roporting perled, os stoted In the baseline Cos! Plon,

¢+ The cumulative toto! of oll costs incurrod from the boglnnlng ol tho portod of parform-
anco to the end of the reporting porlod,

d = The cumulotivo lofo! of oll eosts plonned from the bog!nnlng of tho perlod of porform.
ance to the end of tho reporting period, os sioted In tho baselino Cost Plan,

Entor tho conlracior’s best estimoto of the cosl to perform the remolning work on the eon.
{ract, Tho ostimates moy devlate from Tho boseline Cost Plon. However, theso estimates
will be usad by ERDA lo forocos! fundmg roquiremonts and thoroforo should be es
eccurgla os possible, -

o - Tho ostimaled cost for tho subsoqueni roporiing poriod.

b« Tho ostimotod cost for tho bolonco of tha fiscol yeer [oxeluding tho omouni In 18{0)].

¢ = Tho loto! eslimoted cost for the comploetion of the conlroct effer], Including the
omounis in 17{c) ond 18{0) ond (b), plus the conirocior’s bost estimolo of costs for ol!

yoors following the ond of tho current flsca! year 1o complotion of the conlract,

Enter tho distribution of (he total contract vulue Into the reporting categorics. {From Item 13
of the ossoelated Cost PMan.}

Subtract the total contract valug (Heny 19} from the total contract estimated accrued cost
{1tent 18c) andd enter the ditference. Show minus grounts in parentheses, Place a O busitly
vach varfunce and explain fully In the Remarks section {{lem 23), on an attachment, or in the
Technical Stotus Repart,

Entor cosi amouni of ordors obligated but nol filled,

Enter tho tolal of all costs ond feos {or oach column for each roporiing cologory, ' If
multlelorm vsad, antor lotal on fino! form,

Entor explonalary notes and comments. 1f moro spoco Is required, ottoch additienal
sheols and so Indicalo in this block, The typo of Cost Managemenl Roport must bo shown,
0.9., Detailed, Summary, or Cost Management Report by Cost Element.

Entcr the unll measvre for doller amounls shown {e.q., oxael dellars, hundreds,

- thousonds). Exac! dollors will bo shown for the Summery Cost Monagemeni Repor,

ltom 25

flom26 «

itom 27 .

Slgnatura of responsiblo controclor, agency or orgenlzolion project manoger and dote
slgnad, sloling tho reosonableness of the informotion furnished bosed upon his personal
knowlodgo of tho controci's Progross ond stotus,

Signalure of the controclor’s linonelal reprosentative and date slgnod, vorifying tho
roasonoblonass of tha informailon furnished. 1t lyracognized Thare will be differencos in
invoiced costs and these earlipr costs. Required only on the Cost Management Report by Cost
Element and the Summary Cost Management Report,

Signature of tho respensiblo ERDA Governmont Technicol Represeniative ond doto
slgnod verifying the reasonablencss ¢f the Informallon furnished,

‘Thoso Itams nged only be onlarod on the firs| pago of mulil-poge reports.

.
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ROASIIM COST MANAGEMENT REPORT PAGE  OF
. s arvnavi L
. DMy Ny s
~ atract ldentification Development of an Electrical Load Demand and Response Model ‘2. Reporting Period 3. Contract Number
Based on a Rational Syntesis from Elementary Devices 2-10-78 through __ 5-9-78 EC-77-8-01-5109
 ntractor (name and address) 5. Cost Plan Date 6. Contract Start Date
Georgla Institute of Technology * ' 11-10-77
School of Electrical Engilneering 7. Contract Complction Date
Atlanta, Georgia 30342 11-10-80
wvernment Funding 9, cdnt}act;:r Funding 10. Number of Invoices Billed 11, Frequency &45% beginning,|12. Number of Invoices Paid 13. Total Invoice Amounts Billed 14. Total Payment Received
3 201,189 One 45% interim, 10% final One 90,535.05 - 90,535.05
1G. Reporting Catcgory {e.g., cantract line item |17, Accrued Costs 18. Estimated Accrued Costs 19. Total Contract| 20. Variance 21. Unfilled Orders
’;f‘"im or work breakdown structure clement) During Reporting Period Cumulative to Date 3 g‘i‘.’f,fﬂ".ff' b, Ba‘l’al:\'c\e’ l ¢. Total Contract Value Quistanting
a. Actual b. Plonned ¢. Actual -d. Planned Pariod e
Specifications 9,773 16,939 12,735 19,900 7,165 g 19,900 19,900 0
Models and Simulators 4,902 10,053 6,975 12,126 11,335 0 52,100 52,100 0
Building Model 0 ) 0 0 0 0 0 59,300 59,300 0
_Synthesis/Substation 0 0 0 0 0 0 39 900 39,900 0
Validation 0 0 0 0 0 0 29,989 | 29,989 0
TOTAL 14,765 26,992 19,710 132,026 18 500 0 201,189 201,189 0
marks ' 24, Dollars Expressed In:
) exact dollars
ol t VAL | L
:nature ol Co'* Ve N R X ‘ “a,nd/,'oaw E‘/m 2G. Sinnature of Contractor’s Authorized Fm/lcml Representative and Doto 27, Sugnature of Gouverniment Techmical Representative and Date -
/- s
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PACE 1

LN APFROVLY
[T YURpPT

>atract [dertificatian Devcelopment of an Electrical Load Demand and Response Model 2. Reporung Period 3. Contruct Numbar
Based on a Rational Syntesis from Elementary Devices 5-10-78. through _8-9-78 EC-77-5-01-5109
datractor iname and addeess) 'H. Cost Plan Date G. Contract Start Date
Georgia Institute of Technology - 11-10-77
School of Electrical Engineering 7. Contract Compiciion Qale
Atlanta, Georgia 30342 11-10-80
averameni Funding 8. Contractor Funding 10. Number of Invoices Billed 11, Frequency 457 beginning, 12. Number of Invaices Paid 13. Totai Invoice Amounts Biiled 14, Toui Euymcnl Roceived
$ 201,189 One 457 interim, 107 final One 90,535.05" 90,535,Q05
o 16. Reporting Category le.g., contractlineitem |17, Accrued Costs . _ : 18. Estimated Acerucd Costs 19. Tora! Contract| 20. Variance 21. Unfilic.
;!carcatnon or work breakdown structure element) During Acporting Period Cumulative 1o Date 3. Subscquent b. Balance of <. Tota! Contract Value Qutstc:
a. Actual b. Planned €. Actual -d. Planned g:,‘?:&lmg Fiscal Yeac
L Specifications 7,165 7,165 19,900 19,900 1} 0 19 900 19 900 0
2 Models and Simulators 1_304 111335 8,281 23,461 10,000 33 819 52,100 52100 0
3 Building Model "0 0 0 Q 5,000 44,300 59300 59100 0
4 _Synthesis/Substation 0 0 0 : 0 ' 0 0 ’ 19 900 39 900 0
5 validation 0 0 0 0 0 0 29,989 29,989 0
1
{
!
4
|
!
8,471 18,500 23,181 43,141 15000 78 119 201 189 201,189 0
12marks 24, Dollars Expressed In:
\ exact dollars

St Corrzetor'aRecicer Manager ang Date / /7
9 z/ ?// 7/

T - —.

I 23G. Signature oi Soe
Pl manc‘u:,er

- t s e , 4 ~ i1

-+rrar's Authariced Financis! Ropresentative and Date

27. Signatute of Governeat Techmeal Representative and Dute -

9/%i78
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PAGE 1 OF 1

PO arPnuvi b
OMp A1) Jan

- ract Identification

Development of an Electrical Load Demand and Response Model

Based on a Rational Syntesis from Elementary Devices

2. Reporting Period

8-10-78

through

11-9-78

J. Contract Number

EC-77-S-01-5109

' ractor {name and address)

. Cast Plan Date

o

G. Contract Start Date

Georzia Institute of Technology * 11-10-77
School of Electrical Engiheering 7. Contract Completion Date
Atlanta, Georgia 30342 : 11-10-80
rament Funding 9, Contractor Funding 10. Number of Invoices Billed 11, Frequency 424 beginning,{12. Number ol tnvoices Paid 13. Total lavoice Amounts Billed 14, Total Payment Received
101,189 One 45% interim, 10% final One $90,535.05 $90.535.05
16. Reporting Category {e.9., contract line item | 17. Accrued Costs 18. Estimated Accrued Costs 19. Total Contract] 20, Vanance 21. Unfiticd Orders
ation or work breakdown structure clement) During Reporting Period Cumulative 1o Date |75 Subsequent b. Balance of . Tolal Contract Value Ouistanding
a. Actual b. Planncd ¢. Actual -d. Planned ?ﬁ,‘i’,‘,’f,""g Fiscal Year
Specifications 0 0 19,900 19,900 0 0 19,900 19,900 g
Models and Simulators 7,942 10 000 16.223 23,461 15.000 20,877 52,100 52,100 0
Building Model 37970 5”000 1070 5 nan 10, 000 35,330 59,300 59,300 0
_Synthesis/Substation 0 - 0 0 o 0 a 39,900 39,900 0
Validation 0 0 0 0 0 0 29,989 29,989 Q
11,912 15,000 40,093 48,361 25,000 56,207 201 189 201,189 0
arks ' ) 24. Dollars Expressed In:
exact dollars
7 N - :

- ~I Manager and Date

<2’//57»/72P |

a1 Qinmaturn ol Contractor’s Authorized Financial Representative and Date
., Mua ha ge]

€ e de a4

AI'.“pt

1208128

27. Swgnature of Govermiment Techmeal Representative and Date -

b e = A ¢



COST MANAGEMENT REPORT

PURPOSE ' reporting perlod, ond to forecast osts to bao accrued during the subsequent reporting period, It
: : Is recognized that these costs are usually subjected te additional validation by contractors and
A poriodie report of the stalus of octuol and pro m:mi‘ i}ruad com ond tholr vorluncos that Involce amounts may differ. However, they should ultimately be feconcilable to
from the approvod Cost Plon In effoct for o contr c jrok ol o fgport will bo usod by the contraclor's lnvolces, .
Govarnmont to manitor tho stotus of tho conlrac fy lhc\rﬁ loness of tho contractor's . '
invoices, roport costs occruod during tho '°&Q{,G¢ oh 1\’ ond qwm&o costs o bo accruad during o « Tho fetal actual cost Incurred for tho raporting perlod.
the subsequont roporling period. hg SRR /
OF % ,5-1 b - The lotol plannod cost for tha roporting parled, os stoted In the baseline Cost Plon,
INSTRUCTIONS .\( o \ % \\X\ ’ + ¢+Tho cumulotivo tolol of oll costs Incurrad from tho boglnnlng of tho porlod of parform.
\a onco 10 the end of the reporting porioc.

ltem1 . Entor tho conlract/agreemenl &&mlflcoﬂon os It appoars In lh%\%@clal documont

eslobhshlng the contraciZagreomont, N ‘;\\ d - The cumulatlve totol of oll costs ploaned from the boginnling of the perlod of porform.

¥ onco 10 tho end of the reporiing period, os stoted In the boseline Cost Plan,

ltom2 . Enler tho inclusive stort and completods! EI“‘FS oriing period for this roport,®
P N /cv %‘b poring p P ltem 13° « Cntor tho conlractor's best ostimoate of the sast to parform the remalning work on the con.

-, itam3J « Enter tho controci/agrooment numbor os it appears in tho officlol esiablishing documont » o fracl. Tho ostimales may doviato from tho basoiine Cost Plan, Howaver, these estimates

will be usod by ERDA 1o foracast funding roquiremonis end therofore should oo os

ond append the !olesi contract medificotion numbor,
occurglo os possible.

Entor the nomo ond address of the controctor, organizolion, or ogoncy, as they appsor in

ltemd4 o
the conlroci/ogroomont,® o - Tho ostimoted cost for tho subsequent reporting porlod.
liem5 « Eniortho doto of the lotest negotiotod Cost Plan far this contraci/ograsment which servas b« The estimoted cost for the balance of tho fiscol year [oxcluding tha omount In 18{a)).
as o bosolino {or thts reporl, (Sea itom 17 of Cost Plon. )
¢ = The toto! estimoted cost for the completion of tho conlroct affart, including the
Hlemé - Enlor tho afficiol start dole of tho originol contract/ogrooment,* emounis In 17{c) ond !8{a) ond (b}, plus tho contractor's bost estimote af cosis for oll
- yoors following tho and of tho current fiscal yeor to complation of tha coniract.
ltem? « Enter tho official complation doto, o3 of tho lotest ofliciol modification 1o the contract/ . ' . _
agrooment,® . Item 19 = Enter the distribution of the 1atal contract value Into the reporting eategorivs. (From ftemn 13
of tha associated Cost Pian,) :
ltem 8 « Entor tho tolo! omount of funds obligotod by tho Gavernmont for thls cantract/ogroomont

Item 20 = Subtract 1he. totol contract value (Htemy 19} trom the tota! contract estimated pcerucd cost

. {item 10c) and enter tho difterence, Show minus amounts in pareatheses, Ploce a @ busicle

llem9 - On cosl-sharing canlrocls, enlar tho 1oto! amaunt of funds contributad by tho conlracior or , vach varionce and explain fully in the Remarks section {item 23), on ant attachment, or in the
olhors al the ond of tho roporiing periad,® Technicat Status Report,

as of tho ond of the roporting poried. *

ftom 10 - Enlor the tola! nymbor of Involces billod a3 of tho end o! the roporting perlod, * ltam 21 « Entor casl omaunt of ordors obligotod but not fillod.

- ltem 11s « Enlerthe requoncy of biilings, 1.e., monthly, biwockly, otc,* ' " Nem 22 . Enler tho tolal of oll costs and foes for each column for each rapariing cotegory. ' If
. ' : multl.form used, ontor total on finol form,
tom 12 . Enler tha number of involces for which the conlractor has reco!ved poyment as of the ond

of tho reporling period.* {tem 23 « Enier explonotory notes and comments, [f more spaco !s required, atlach odditional
. . sheots and so indicota in this block. The type of Cost Managemont Repor! must bo shown,
llem 13 « Entor the lola! dollor volue of Involces billed by the conlrocter ogalnst this controct/ 0.9., Detailed, Summary, or Cost Manageraent Report by Cost Eiement.
ogreament ond tho iotes! Involce numbor os of the end of tho roporting portod,* " .
ltem 24 « Entor the unlt meosuro for dallar amounts shown (e.g., oxoe! dollors, hundreds,
licm 14 « Enter the tolo! dollor omount of poymenls recoived by the conlroc!or for this controct/ - thousands). Exoct dollars will bo shown for tho Summary Cost Monogemen! Report,
agteemont as of tho end of tho reporling peried.® .
ltom 25 .« Stgnaturo of rosponsible contractor, cgency or organizalion project monager ond date
lItem 15 - Entor the Identificolion numbars relating to tho contract lino Itoms, tosks, products, or signed, stoling tho reosonoblonoss of the information furnished based upon his personal
work breokdown struclure olamonts reporiod fnltem 14, ' knowludgo of tho conlract’s progress and slatys.
ltom 18 « Enler tho somo contracivally spacifiad reporllng categorlos tha! are on lho ossoclotod llam 26 - Slgnature of tho contraclor’s finoncial reprosentotive and dalo signed, vorllying the
Cost Plon, ) . i : ) roasonabionsss of tho Infarmotion furnished'. 11isrocognized thoro will bo differencos in
. o invoiced costs and these eartier csts, Required enly on the Cost Management Report by Cost
tem 17 - Al cost 38 specitied in the controct/agreement shalt be reported lor each of the categories - Element and the Summary Cost Management Report,
fisted In ltem 16. Enter costs accrued for cach reporting category, The costs reporied an the
Summary Cosl Management Report [or the Cost Mananement Report by Cost Element) will be ‘ ltem 27 . Signature of tho respensible ERDA Governamont Yechnleo) Representotivo and doto
uied by ERDA mananement: ta verity the reasonablencss of contractor's involees, to repart on . sngnod verilying the reosonablenoss of the informotion furnjsked,

costs sccrued during the reporting periad, und to farccast costs to be sccrued during the current
‘ ‘Thoso liems need only bo antered on the first page of mulll-page roports,

IS



US. ENERGY RE.SEARCH AND DEVELOPMENT ADMINISTRATION

jTOASHIM ‘ COST MANAGEMENT REPORT = 5/.( /& PAGE  OF
) Bn NG ?
~ontract ldentification Development of an Electrical Load Demand and Response Model ‘2. Reporung Period 3. Contract Numbar _
Based on a Rational Syntesis from Elementary Devices 11-10-78  through _2-10-79 EC-77-S-01-5109
ontractor {name ond address) ) ‘5. Cost Plan Date 6. Contract Start Date
Georgia Institute of Technology ' " , ' 11-10-77
School of Electrical Engineering ' ‘ v S ‘ 7. Contract Completion Date
Atlanta, Georgia 30342 , : ‘ "11-10-80
-overament Funding 9. Contractor Funding 10. Number of Invoices Billed 11. Frequency 45% beginning, [12. Number of Invoices Paid 13. Total Invoice Amounts Billed 14. Total Paymeni Received
$ 179,545 ‘ one 5% interim, 10% final one ‘ ~$90,535.05 $90,535,05
| 16. Reporting Category (e.g., contract ling item | 17. Accrued Costs ' . | 18. Estimated Accrued Costs 19. Total Contract| 20. Variance 21. Unlidled Orders
horHon | orwerk breskdown structare element] During Reporting Period " Cumulative 1o Date 3, Subsequeat | b. Balance of c. Total Contract Value Qutstanding
er - - — - —— — - Reporting - Fiscal Year
| v a, Actual b. Planned ¢. Actuai -d. Planned Perind
1 Specifications 1,000 0 20,900 19,200 1,000 0 . 20,900 20,900 +1,000
2 Models and Simulators 7,366 15,000 23,589 31,223 10,000 5,000 52,100 52,100 0
3 Building Model 4,500 .~ 10,000 8,470 13,970 7,500 3,750 - 59,300 59, 300 0
4 - Synthesis/Substation 0 . 0 0 : 0 0 0 39,900 39,900 0
5 validation 0 o - 0 0 0 0 28,989 . 28,989 -1,000
12,866 25,000 _52,959 65,093 18,500 8,750 201,189 201,189 0
Remarks ’ - ' 24, Doltars Expressed In:
‘ o ' exact dollars
Signature oll‘ om()a;to.r's P/r;Sicct Manager and Date 26. Signature of Contractor’s Autharized Financial Represeatative and Date 27 Swgnature of Government Technical Representative and Date -

P e his T
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COST MANAGEMENT REPOART

PURPQOSE

A potiodic report of the sigtus of octuol ond projocted occrued cosis end their varluncos
{rom the opproved Cost Plan In offoct for o conlract/ogreemont, The toport will bo vsed by the

Govornment to moniter tho slotus of tha controgl, vorlly the roasonableness of the contractor’s

invaices, report costs occrvad during the reparting porlod, and estimote coss lo be oceruod during
the subsequent roporling period.

INGTRUCTIONS

ltem1 -« Enfor tho controctZogreement Idontification a3 [t oppsors In the officiol document
esiablishing the conlroct/agreament, ’ -

tlom2 -« Enler the inclusive stort end completo dates for the reporiing perfod for this ropori.*

lom3 - Enler tho conlract/agrooment number os it appears in the officlol esiablishing dacumont «
ond appond the lalost contract medificotion number,

ltam 4 « Enlar the namo ond address of the contractor, arganizolion, or agoncy, os thay oppaar In
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ogreomont gs of tho end of the reporting poriod.® -

ttem 15 « Entor the identificotion numbars relaling 1o itho cantract line loms, tasks, products, or
work breokdown structuro elements reportod In ftem 16,

flam 16 « Entor the some controctually speciflod reparling ¢ategorios that are an the assoclolod
: Cost Plon, . '

tom 17« All cost as specified 1n the controct/agreement shall be reported for each of the cotegorles
listed [n 1tem 16. Enter costs accrued for cach reporting eolegory. The costs reported on the
Summary Cost Management Repart {or the Cast Management fleport by Cost Element] will be
used by ERDA manaygement to verily the reasonablencss of contracisr’s involces, to report on
costs accrued during the reporting period, end to ferccast costs to be accrucd during the current

Hem 10

lem 19 ~

Itom 20 =

tiom 24

ltom 22

tem 23

flom 24

ltom 25

ftom 26

ltom 27

reporting perlod, and to forecost costs to be accrued during the subsequent reporting period, 1t
Is recognized that these costs ars usually subjected to additional valitation by contractors and
that Invoice amounts may differ, Howevor, thoy should ultimotely be reconcilable to
cantractor's lnvolees.

o - Tho lolo} aclval cost Incurred for tha reperiing porlod,

b - Tha totol plonnod cas! for the reporting pariod, s siated In the baseline Cc;sl Plon,

. ¢« Yhe cumulative lotal of oll costs incurred fram the boginning of Ihe poriod of porform-

once lo tho ond of the reporiing poriod. .

d - Tho cumulottve tatal of oll costs plonned from tha boginning of the period of porform.
anco 10 tho end of tho reporiing periad, as sioted Intho bosoline Cost Plon.

Enlor tho cantracior’s best estiimote of the cosl to porform tha remalning work on The eane
tract, Tho ostimatos may dovialo from tho bascline Cost Plan, Howover, these ostimoles
will be used by ERDA to lorocasl funding roquitemanis ond thereforo should bo os
gaceurgle os possible,

a - The ostimated cost for the subsoquent reporting perled.

b - The ostimated cost far tha bolonce of The fiscal yeor [oxctuding the omount In 18(0)).

¢ - Tha tatol estimated cost for the cz;mplollan of the contract effort, Including the
amounis In 17{c) ond 18(a) ond {b), plus tha cantraclor’s bost estimate of casts for all

yoars following the end of tho current fiscal yoor 1o camplotian of the cantract.

Cnter the distribution of tha total contract value into the reporting categorics, [From Hemn 13
0! the assaclated Cost Plan,)

Subtract the totel contiact vatue {1tem 19) from the tolal contract atimated accrved cost
Miem 18¢) and enter the dllference, Show minus amounts In patentheses, Place 3 @ buside
gach varisncy and explain fully T thu Remaorks svction {Item 231, on anattachment, or in the
Technical Status Report, .

Entor eost amouni of ordors obligated but nat fillod, -

£nter tha lotal of all costs and foes for ooch column for each repotiing cotagory, i
mulii-form used, onter lotal on finol form,

Enter explonglary nates and commenis, If mare space is required, oltach additional
sheots ond so Indicolo In this block. The typo of Cosi Managemant Report musi be shown,
0.g., Detaiied, Summary, or Cost Manogement Roport by Cost Element.

Enter the unlt meosure for dollor amounls shawn (e.g., exact dollers, hundreds,

- thousands). Exoet dollars will ba shown for the Summory Cost Management Report.

Signoturo of rosponsible controcior, agency or organization projoct manager ond dalo.
signed, siating the roosonoblonoss of the informotion furnished basced vpon his parsonal
knowlodgo of tho eoniroel’s progress and sfatus. .

Signoture of the contractor's finonclol reprosontotive ond daie signed, varlfylng the

roosonoblonoss of the Informotion furnished. 11 isrecognizad thoro will be dilferencosin -

invoiced costs and these earlier costs. Required only on the Cost Monagement Report by Cost
Element and the Summary Cost Management Report. - .

Signature of tho rosponsible ERDA Government Technleol Represeniolive ond dole
signed, verllying the reasonobleness of the Information furnished. '

*Thoso iloms naed only be ontorod on tha firs! paga of mulil-page reporis, -

e ——

e CopENTET

e




EL'QA ~L0\c£

U5, ENERGY REéEARCH AND DEVELOPMENT ADMINISTRATION

A G ) z et o
A 533M COST MANAGEMENT REPORT o
Lt Arriivi b
set ldentification Development of an Electrical Load Demand and Response Model 2. Reporung Period 3. Contract Number
Based on a Rational Syntesis from Elementary Devices 2-11=79____ through __5=10-79 EC-77-8-01-5109

ictor {name and address)

T T

i

"G. Cost Plan Dato G, Contracr Start Date
Georgia Institute of Technology - 11-10-77
School of Electrical Engineering 7. Contract Compiction Date
Atlanta, Georgla 30342 11-10-80
ament Funding 9, Contractor Funding 10. Number of Invoices Billed 11, Frequency 457 beginning |12 Numberof Invoices Paid 13. Total Invoice Amounts Billed 14, Total Payment Raceived
201,189 - One 457 interim; 10% final One $90,535.05° $90,535,05
16. Reporting Category {e.g., contract line item |17, Accrued Costs . 18, Estimated Accrued Costs 19. Total Contract| 20. Variance  [21. Unfilled Orders |
tion or work breakdown structure element) During Reporting Period Cumulative to Date 2. Subsequent b. Balance of c. Tolal Contract Value Qutstanding
a. Actual b. Planned c. Actual -d. Planncd ?g,‘?g{,”"g Fiscal Year
Specifications 1.000 1,000 21,900 19,900 0 Q 21,900 21,900 +1,000
Models and Simulators 17,011 10,000 1 40.600 41,223 12,000 0 52,100 52,100 0
Building Model 10,500 7,500 18,970 21,470 12,000 0 59,300 59,300 0
- Synthesis/Substation 0 . 0 0 : 0 0 0 38.900 38,900 -1,000
Validation 0 0 0 0 0 0 28.989 28,989 ~-1,000
i
i
28,511 18,500 81,470 32,593 24,000 0 201,139 201,189 0 5
rks - 24. Dollars Exjrressed In: L

exact dollars

ure of Copfracior's ProicefMananad and Date

;

5702/ 79

[

26, Signature of Contractor’s Authorictd Financial Represenmtative and Date
) A Manaaer

I“f‘ s /'-.

of— C(‘uz}'r":!f(

-~

5//9/29

27. Signaturd of Government Technical Representative and Date

T om e -




LD

*E 2 \ . U.5. ENCERGY RESCARCH AND DZVELOPMINT ADMINISTRATION »rod li [
PERCA B3IV - can J 2 PAGE OF
£ CPEA 53 COST MANAGEMENT REPORT F it
RO
Contract fgennfication Development of an Electrical Load Demand and Response Model 2. Reporting Period 3. Contrect Numier
Based on a Rational Syntesis from Elementary Devices 5-10-79 through 8-9-79 EC-77-§-01-5109
Ceniractor (name and address) 5. Cost Plan Date 6. Contraci Start Date
sorzia Institute of Technology g 11-10-77
School of Electrical Engineering 7. Contract Complerion Daie
’ Atlanta, Georgia 30342 11-10-80
Goveramen: Funding 9, Contractor Funding 10. Number of Invoices Billed 11, Frequency 45% beqi . 12. Number of Invoices Paid 13. Totat Invoice Amounts Billed 14. Tois! Payment Received
Two A _ eginning o
$201,189 45% dinterim, 10% fipal ne $181,070.10 $90,535.05
15. Reporting Category {e.g., contract line item  }17, Accrued Costs 18. Estimated Accrued Costs 19. Total Contract] 20. Varznce 21, Uniilled Orders
:.:-;.i,u:ion or work breakdown structure element) During Reporting Period Cumutative to Doate a. Subsequent b, Balance of ¢c. Total Contract Value Cutstanding
i a. Acwal b. Planned ¢. Actua! d. Planned 5;‘?:&““9 Fiscal Year
1 Specifications 0 0 21,900 19,900 0 0 21,900 21,900 0
z Moaels and Simulators 11,000 12,0860 51,600 53,223 C 0 51,600 52,100 =500 3
3 Building Model 22,896 12,000 41,866 33,470 15,000 0 56,866 59,300 -2,434
4 Synthesis/Substation ) 0 10,000 25,000 40,000 38,900 +1,100
5 validation 0 0 10,000 15,000 30,823 28,989 +1,834
i
[}
Bl
i
~ i
33,895 22,000 115, 366 106,593 35,000 40,000 | 201,189 201,189 0
P v Dolion Enoressed
exact dollars
- { o ]
T A ey thimster e D D23 Soaziure ol Conuziorts Avthnoreed Fironcisl Bosraaatanive aad Dot [ 27 crrolCe mon Tozhe ol Henrgs Soums Dute
e <7 ! [ - : . A . . o
, et - ’ SN G N TR T mej/‘.‘fi #iead g }




LA -6l 8

U.S, ENERGY RESEARCH AND DEVELOPMENT ADMINISTRATION

~RDA 533IM PAGE OF
proa s COST MANAGEMENT REPORT
LA
satrect Identification Deve lopment of an Electrical Load Demand and Responsc Model T 2 Reporting Pariod T 3. Contract Numiber i
Based on a Rational Synthesis from. Elementary Devices 8-10-79  through__11-9-79 EC-77-5-01-5109
sntractor {name and address) . '5. Cost Plan Date 6. Contract Start Daie
Georgia Institute of Technelogy - 11-10-77
School of Electrical Engineering 7. Conttact Compiction Date
Atlanta, CGeorgia 30342 7 , A 11-10-80 . ,
33’0}5';5;‘1}:““‘13”9 - 9. Contractor Funding 10. Number of Invoices Billed 11. Frequency 45% beginning, 12. Number of Invoices Paid 13. Tcual Invaice Amounts Billed 14, Total Payment Received
201,189 Two 45% interim, 10% final Two 181,070.10 $181,070. 10
‘ 16. Reporting Category le.g., contract line item |17, Accrued Costs . 18. Estimated Accrued Costs 19. Tota! Contract! 20. Variance 21. Unfiled Orders
i)f‘ircation _ or work breakdown structure element) During Reporting Period Curmulative o Date a. Subscq_ucqt b. Balance of c. Toual Contract Value Quistanding
| a. Actual b. Planned c. Actual d. Planned pr,‘?SQ"ng Fiscal Year
1 Specifications 0 0 21,900 19,900 0 0 21,900 21,900 a°
2 Models and Simulators 3 0 0 51,600 53,223 0 O 51,600 52,100 ~500
3 Building Model 0 0 58,075 33,470 0 0 58,075 59,300 -1225
4 Synthesis/Substation 11,000 15,000 7,132 15,000 13,000 18,659 3€,7°91 38,900 =109
5 Jalidation 12,341 20,000 0 20,000 15,000 11,341 32C,823 23,989 L1a3a
. 23,341 35,000 138,707 141,593 28,000 __| 30,000 | 201,189
_::..:rks
-*—;;;i:fc’?—(;:ﬁ-;rﬁa.czar's Preiect Maneger and Da eﬂ_ﬁ—' h T 26. Signsiure Gt C—:_n—tjros AJAzCH_;-(:FXZI-EHuw 5 _ﬂn‘;l;\;’e_;;—(:i‘[;;:;m I
‘ A A . David Y. Welch, M
<~
, , L Grants & Cont. Ac




ERUA 533M

—

U.S. ENERGY RESEARCH AND DEVELOPMENT ADMINI!STRATION

COST MANAGEMENT REPORT

PAGE OF

FGAM APPALVED
[ P T

ontract Icentification Development of an Electrical Load Demand and Response Model

Based on a Rational Synthesis from Elementary Devices

2. Reporting Period

_11=-10-79 through _2-9-80

3. Countract Numbaer
EC-77-5-01-5109 -

antractor {~ame and address)

Georgia Institute of Technology

S5chool of Electrical Engineering

Atlanta, Georgia

30332

‘5. Cost Plan Date

11-1C-77

6. Contract Start Date

11-1G-80

7. Cenrract Completion Date

avernment Funding

01,189

9. Contractor Funding

10. Number of Invoices Billed

Two

11. Frequency 45% beginning,
45% interim, 10% final

12. Number of Invoices Paid
Two

13. Total Invoice Amount; Bilied

$181,070.1

0

14. Total Payment Received

$181,070.10

fication

15. Regorting Category {e.g., contract line item

17. Accrued Costs

18. Estimated Accrued Costs

19. Totsl Contract

20. Variance

21, Unfilted Orders

ser or work breakdown structure clement) Buring Reporting Period Cumulative to Date a. Subsqueqt b. Balance of c. Total Contract Value Outstanding
| a. Actual b. Planned c. Actual | d. Planned ?:,?:;ung Fiscal Year
Soecifications 0 0 21,900 19,900 0 0 21,900 21,900 Q
Models and Simulators 0 0 51,600 53,223 0 0 51.600 52,100 -500
Suilding Model 0 0 58,075 33,470 Q 0 58,075 59, 300 —=1225
Synthesis/Substation 9,474 13,000 13,541 28,900 12,700 12,550 38,791 38,900 -109
Validation 7,685 15,000 10,750 34,100 8, 300 11,773 30,823 28,398 +1834
17,159 28,000 155,866 169,593 21,000 04,323 201,189 P01 ,189 0
- 2marks ' 24. Dollars Expressed In:
Exact Dollars
~gnature of Contractor's Project Manager and Date 26. Signature of Contractor’s Authorized Financial Representative and Date 27. Signature of Government Technical Representative and Date -
4 F {_-.LL S o ,<; g o B -

David V. Welch, Mgr., Grants & CONtracts Accounting




.S,

ENERGY RESEARCH AND DEVELCOPN

i,

oL/

ENT ADMINISTRATION

PAGE OF

LEADA B33 COST MANAGEMENT REPORT
§ e abmL G
o
Zontract tdentification Development of an Electrical Load Demand and Response Model 2. Reporting Period 3. Contract Numbir
Based on a Rational Syathesis from Elementary Devices 2-10-80 through __5-9-80 L EC-77-5-01-5109
Zontractor {name and address) 5. Cost Plan Date G. Contract Start Date
Georgia Institute cf Technology . - 11-10-77
School of Electrical Engineering 7. Contract Completion Daté
Atlanta, Georgia 30332 L 11-10-80
Sovernment Funding 9, Contractor Funding 10. Number of Invaices Billed 11. Frequency 45% beginning, |12, Number of Invoices Paid 13. Total Invoice Amounts Buled 14. Tota! Paymieny Recoived
01,18% Two 45% interim, 10% final Two $181,070.10 $181,070.19Q
16. Reporting Category (e.g., contract line item |17, Accrued Costs 18. Estimated Accrued Costs 19. Total Contract{ 20. Variance 21. Unfilied Orders
_itzifﬁ.fca(ion or work breakdown structure efement) During Reporting Pericd Cumulative to Date 3. Subsequent ty. Balance of ¢ Total Contract Value Qutstanding
’ a. Actual b. Planncd c. Actual 4. Planncd g:rli_?é‘mg Fiscal Year
1 Specifications 0 0 21,900 19,900 0 0 21,900 21,900 0
z Modelis and Simulators O 0 51,600 53,223 0 0 51,600 52,100 =500
3 Building Model 0 0 58,075 33,470 0 0 58,075 59, 300 —1225
4 Synthesis/Substation 6,384 8,200 21,478 34,627 8,537 8,776 38,791 38,900 ~109
5 Validation 6,969 12,800 16,166 49,373 6,239 8,41 0,823 28,989 +1834
I3
!
13,353 21,000 169,219 190,593 14,776 17,194 201,189 501.189 0
Romaorks 24 Dalluers Expressed In:
Exact Dollars
Ssrature of Contractor’s Project Manager and Date 26. Signature of Contractor’s Authorided Financial Rn;:[usuf\t:ﬂivc and Date 27, Signature of Goveranuat Techniea! Representative orad Oote

e S lngleo




II.\\J

CENERG

Y RESEANCH AND DEVELCENZ

INT ADMINISTRATION

2 ERCA B33M . CF
o) COST MANAGEMENT REPORT
 Convact ldentification  pogelonment 0 an le;trical Load Demand and Response Model 2. Reporting Period 3. Contract Numbir
Based on & Raticnal Svnthesis from Elementary Devices 5-10-80  houyn  8-9-80 EC-77-5-01-5109
Centractor (name and address) 5. Cost Plan Date 6. Contract Start Date
| Georgia Institute of Technology . 11~10-77
- - < . -1 - h
Scheol of Electrical Engineering T Contraci Compeion Date
Atlanta, Georgia 30332 -10-
Government Funding 9, Coniractor Funding 10. Number of lnvoices Billed 11. Frequency 45% beginning 412. Number of Invoices Pad 13. Total invo.ce Amounts Billad 14, Total Payment Receivad
201,189 Two 45% interim; 10% final TwWO $181,07.10 $181,070.10
16. Reporting Category le.g. s contract lineitem 117. Accrued Costs 18. Estimated Accrued Costs 19. Tow! Contract| 20. Variance 21. Untilled Crdess
;Lf::aat.o“ ar work breakdown structure element) During Reporting Pericd Cuative 1o Date 3. Subsequent . Bolance of c. Totws! Contrac: Vatue Qutstanding
| a. Actua! b. Pianncd c. Actual d. Pianned sjﬁ:;mg Fiscal Year
1. Svacifications 0 0 21,900 19,900 0 0 21,900 21,900 o
2. Models and Simulators 0 0 51,600 53,233 0 0 51,600 52,100 =500
3. Building Model 8] 0 58,075 52,172 0 0 58,075 1 59,300 -1225
4. Synthesis/Substation 7,060 7,500 26,915 32,627 2,201 5,460 34,576 38,900 -109 _
5. Validation 8,289 7,276 26,078 31,337 2,500 6,460 23,989 28,989 | 41834
15,349 14,776 184,568 189,269 4,701 11,920 Pol,189 201,18¢ 0
Remarks 24, Dottars Expressed In: ,
s
Exact DollJ;aJrs

Signature of Coniractor’s Project Manager and Date

26. Signature of Contractor’s Authorized Financial Representative and Date

A

Ci AANALYE - - -

‘1(._,\&:9:1 Gr _f‘Con'frb

Lo

27. Signature of Government Technical Representative and Date




4 ERDA 533M
7

U.S. ENERGY RESEARCH AND DEVELOPMENT ADMINISTRATION
COST MANAGEMENT REPORT

PAGE OF

1 ONM APPHOVED
LME MO Jan

Contract Identification nEyE| OPMENT OF AN ELECTRICAL LOAD DEMAND AND RESPONSE MODEL
BASED ON A RATIONAL SYNTHESIS FROM ELEMENTARY DEVICES

2. Reporting Period

g-10-80 through _ 11~10~-80Q

3. Contract Mumber

EC-77-§-01-5109

" Contractor {name and address)

GEORGIA INSTITUTE OF TECHNOLOGY

SCHOOL OF ELECTRICAL ENGINEERING

'5. Cost Plan Date

6. Contract Start Date

11-13-77

7. Contract Completion Date

David V

P 34 HH

+ -4 + N
Granmte and Contwaatas A,

ATLANTA, GEORGIA 30332 11-19-80

- Jovernment Funding 9, Contractor Funding 10. Number of Invoices Billed 11. Frequency 45% beginning;}12. Number of Invoices Paid 13. Total Invoice Amounts Billed 14. Total Payment Received

$201,189 THWO 5% interim, 10% final THWO $181,070.10 $181,070.10

o 16. Reporting Category le.g., contract line item }17. Accrued Costs . 18. Estimated Accrued Costs 19. Total Contract| 20. Variance 21. Unfilled Orders
;tt;fenrcanon or work breakdown structure element) During Reporting Period Cumulative to Date a. Subscq_ucqt b. B_alance of c. Total Contract Value Quitstanding

a. Actual b. Planncd c. Actual d. Planncd g:rl?gétmg : Fiscal Year

1. SPECIFICATIONS 0 0 21,900 ~19,900 0 Q 21,900 21,900 0

2. MODELS AND SIMULATORS | 0 0 51 _£00 £33 953 0 a 51,600 52,100 -500

3. BUILDING MODEL 0 0 58,075 52,172 0 0 58,075 59,300 (-1,225

4. SYNTHFSTS AND SURSTATIOM ) 0 29,874 32,627 0 0 38,791 38,900 -109

5. VAL TDATION 11,438 4,701 34,557 36,048 0 1,095 30,823 28,989 +1,834

11,438 4,701 196,006 193,970 0 1,095 201,189 201,189 0
- Remarks ’ 24. Dollars Expressed In:
EXACT DOLLARS
- Signature of Centractor’s Project Marager and Date 26. Signature of Contractor’s Authorized Financial Reprosentative and Date 27. S:gnature of Government Technical Representative und Date -
| ﬂ Ay » - 4
/ - : v - /L//O/?‘o s/ CAAAY N/ ALK 'g/q/go




STATISTICAL APPROACH TO PHYSICALLY T

BASED LOAD MODEL!NG

" R.P. Malhaml

__u s BEPA' TMENT;GF ENERGY

Contract No. DE-ASO1-T7ET29116°

T OF THE UNIVE! ‘jff"]’.‘i“‘.?‘svsvaunr aﬁanem
SCH! CTRICAL tunmsmnm
-ATLAm'A, GEcnmA 39332 o =

ELECTRIC éNEnev svsnzms mvtsnon b




STATISTICAL APPROACH TO PHYSICALLY

BASED LOAD MODELING

C. Y. Chong and R. P. Malhami

Final Report Prepared For

U.S. Department of Energy
Office of Energy Systems Research
Electric Energy Systems Division

Under Contract No. DE-AS01-77ET29116 on “"Development of an Electrical Load
Demand and Response Model Based on a Rational Synthesis From Elementary
Devices."

April 1983

NOTICE

This report was prepared as an account of work sponsored by an agency of the
United States Government. Neither the United States no any agency thereof,
nor any of their employees, makes any warranty, expressed or implied, or
assumed any legal liability or responsibility for any third party's use or the
results of such use of any information, apparatus, product, or process
disclosed in this report, or represents that its use by such third party would
not infringe privately owned rights.
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ABSTRACT

A methodology for synthesizing the electric load for a system starting
from the elementary device models is proposed. Since the methodology is
physically based and captures the stochastic nature of the decision processes
which generate the 1load, it is more suitable than identification based
approaches in applications such as load management. It generates a hierarchy
of models from the customer or building level to the bulk power level. At
each level, the methodology consists of four steps, the representation of
Primitive components, the classification of components, aggregation and model
validation, This research focuses on modeling the load demand of a large
number of similar devices at the lowest level,

Each elementary device in the system is represented by two models: the
functional model which gives the ®"on" or "off" status of the device and the
electric device model which summarizes the effects of voltage and fredquency.
Only loads with similar functional and electric characteristics can be replac-
ed by an equivalent model. For such a homogenous group, statistical aggrega-
tion yields a model consisting of coupled ordinary and partial differential
equations, The methodology is used to model the space heating of a large
number of houses. Simulation of cold load pickup is used to illustrate the
main features of the final model. Data requirements for such models are

discussed and found to be modest.
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1. INTRODUCTION AND SUMMARY

1.1 Project Goal

The objective of this project is to develop a methodology which can be
used to synthesize models of power system load at various points in the sys-
tem. The methodology is physically based, i.e., the models are synthesized
from physical models for the elementary devices (loads) in the system and
their composition. The models are potentially useful for many areas of power
system operation and planning such as automatic generation control, security
assessment, emergency state control, restorative control, load management,
operations scheduling, generation and transmission expansion planning, etc.

The emphasis of the project has been in deveioping the overall methodolo-
gy for synthesizing load demand models in particular. This.is an area where
traditional approaches have been inadequate in certain application areas such
as load management and restorative state control. Demand models for a parti—
cular class of devices (loads) are developed in detail to illustrate the
feasibility of the approach.

1.2 Background and Motivation of Research

The modeling of power system loads is a very important problem since
loads are ultimately the driving force behind the entire system. Power system
load models can be divided into two types according to the kinds of questions

which they address. The first type consists of load response models. These

relate the real and reactive power injected at some pcint in the system to the
voltage and frequency. The second type consists of load demand models. They
provide the power demand at a given point in the system at some (present or

future) time.



Load response models are useful for on-line operations such as automatic
generation control, detection of emergencies, transient stability analysis and
so on. Traditionally, they have been motivated by the need for simplicity [1-
3], with loads frequently in the form of a constant resistance, inductance,
capacitance, or a combination thereof. These models are usually inaccurate
when the system undergoes large excursions outside its normal steady state.
More elaborate models based on finding the equivalent of a group of loads are
also available [4-7].

Load demand models can either be long term (years) or short term (days to
minutes). lLong term load demand models are used primarily for planning and
depend on economic factors which generate changes in the capital stocks of
loads. Short term load demand models, which are the emphasis of this re-
search, are needed in the operation of the system. For example, total system
load is needed for operations scheduling; bus load forecasts are useful for
security assessment as well as online control. Furthermore, effective load
management requires the use of load demand models.

Short term load demand modeling and forecasting has been studied exten-

sively. Traditional approaches [8-18] are mostly based on model identifica-

tion. Empirical load data at the bulk (system or subsystem) level are used to
find the parameters in a postulated model structure. These approaches can be
roughly divided into two kinds: those utilizing the stochastic state space
model [19] and those utilizing time series or ARIMA (autoregressive integrated
moving average) models [20]. Since excellent surveys [21,22] and bibliogra-
phies [23,24] are available, we shall not go into the details here. A compar-
ison of these models can also be found in the thesis [25].

The identification based approach models the total load as seen by the

utility by a black box, with little reference to the internal processes which



generate the demand and the load composition. Historical data is then used to
generate the parameters values for the black box. This approach may have been
satisfactory in the past when things are quite static. With the introduction
of new practices in operating electric power systems, the limitations in these
approaches have begun to surface. One such practice which qalls for the use
of better models is load management.

Load management can be defined as "the deliberate control or influencing

of the customer load in order to shift the time and amount of use of electric
power and energy" [26]. The use of load management thus requires a better
understanding of the physical composition of the load and the customer
behavior than is possible from an identification based model. For example,
after a service interruption to a group of customers, the behavior»of the load
depends very much on the composition of the load and its physical characteris-
tics. Historical data can be useful in arriving at a load model, but only
after a model structure appropriate for the group has been found.

This need has motivated the research in so called physically based load

modeling.[27—39]. -This approach explicitly recognizes the fact that the load
at any point in the system is determined by a large number of devices with
different characteristics and belonging to different consumers. A "bottom up”
synthesis should then be used to generate the load at any‘point starting from
the elementary component loads. The synthesis process can be either simula-
tion based, as in [27,28] or analytic as in [29,30,37-39]. Simulation based
approaches have the potential of being more realistic since more complicated
models can be QSed. They are not, however, suitable for analytical studies.
Much of the work in physically based load modeling assumed that the
component demands are more or less deterministic. Exceptions are the work

reported in [38-40]. However, the fundamental decision processes which gener-



ate these demands are stochastic in nature. Emphasis on the stochastic
aspects of the problem has been a feature of our research.

1.3 Overview of Results

We have developed a methodology for synthesizing the electric load at a
point in the system starting from a description of the elementary devices.
The fundamental decision processes which generate the load for each device are
modeled by means of stochastic processes. These models are physically based
and reflect the basic energy conversion function of the devices responding to
the need§ of the customers.

The overall synthesis methodology is hierarchical in nature, moving in
stages from the distribution level to the bulk power 1level. At each level,
aggregation techniques are used to generate an aggregate model for a group of
loads below that level. Four steps are needed at each level: modeling of the
primitive loads, classification of loads, aggregation and model validation.
These steps havé been investigated for the lowest level.

A canonical model for an elementary device is shown to consist of two
parts: a functionél model which accounts for the dynamics of energy storage
in the load and an electric device model which describes the effects of a
change in the voltage and frequency. These two models correspond to the load
demand and response models at the elementary component or device level,

Since aggregation of load response models is a better known topic, our
emphasis in aggregation has been on load demand models. The functional models
can be aggregated statistically to obtain the load demand models. Thé feasi-
bility of the aggregation technigue has been illustrated on a class of func-
tional models which represent space heating or air conditioning. The result
consists of coupled partial differential equations which can be used to

describe the fraction of "on" loads in a class at any particular time. This



model can be used to study effects of load management schemes as well as the
payback phenomenon in cold load pickup. For this class of loads, the param-
eters needed for the model can be obtained readily by collecting data on the
individual loads. Simulations have been conducted to highlight the use of the
aggregate model using cold load pickup as the scenario.

1.4 Report Organization

This report is organized as follows. Section 2 describes the overall
modeling methodology. A canonical model for the elementary component load is
presented in Section 3. In Section 4, the classification of the elementary
components loads into classes which can be aggregated is discussed. Section 5
presents the aggregation of functional models to obtain an aggregate load
demand model. The_technique is applied to a class of loads corresponding to
space heating. Some analytic results pertaining to this model are also
given. Numerical simulation results for the cold load pickup problem are
given in Section 6. Section 7 discusses the data requirements for this model
as well as its validation. Some concluding remarks and suggestions for future
research are given in Section 8. Several appendices contain the miscellaneous
proofs and derivations.

Some additional results related to this research can also be found in

[25].



2. OVERALL METHODOLOGY

2.1 Model Hierarchy

The overall load modeling methodology is bottom-up, i.e., the load model
at any point in the system is to be synthesized using the elementary component
loads as the starting point. Because of the structure of the system, it is
natural to synthesize the system load in a hierarchical manner. Figure 2.1
illustrates the natural hierarchy associated with the load models. At the
lowest level in the hierarchy, we have the individual electrical devices
(components). The next level consists of individual buildings. In many cases
these correspond to individual customers or billing units. The individual
customers are connected to the substations which constitute the next level.
The substations are then connected to the overall system. Frequently the
customers are partitioned into groups for load management. Some elementary
loads corresponding to large machines may be directly connected to the substa-
tion or bulk power level.

The overall load model can then be synthesized in a hierarchical
manner. A load model at the building level can be found for the group of
electrical loads in the building. The various building load models can then
be used to synthesize the load model at the substation level. The substation
level loads are then aggregated or combined to obtain the load model at the
bulk power level. Frequently, however, it may be desirable to find models at
the substation level from the elementary devices since there may be little
similarity among the loads at the building level to warrant any meaningful
aggregation.

The different levels may exhibit different characteristics. For example,

individual buildings are connected to a substation by the distribution network
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which is usually radial. On the other hand, substations are usually connected
by a network which is not radial. These differences in the network configura-
tion as well as in the types of loads will result in different load models at
each level. However, certain basic steps will be used to generate the load
model at one level using the load models at the lower level., These steps will
be discussed in the next subsection.

2.2 Procedure at Each Level

At each level in the modeing hierarchy, four basic steps are needed to
generate the load model at the next level. They are:
{(a) Modeling of the Primitive Components

A model is postulated for each component at that level to reflect the key
features affecting the load. If the level is the lowest one, then this step
models the elementary component loads in the system. At any other level, the
primitive component should already have a model which is the result of model-
ing efforts at a lower level. On the other hand, sometimes further manipula-
tion may be needed to bring out the relevant features at a given level.
(b) Classification of ILoads

One would expect that only component loads which are similar can be
aggregated or combined into equivalent loads at the next level. It is thus
necessary to élassify the loads into equivalent classes for which simplified
models can be obtained. Similarity is a function of the representation of the
load chosen for the level. At the lowest level, similarity can be defined in
terms of demand and electrical characteristics.
(c) Aggregation of Primitive Components

The loads which are similar in characteristics are then aggregated to
obtain an equivalewnt model for the group. In general, both load response and

load demand models will be generated. The exact aggregation procedure depends



on the models to be aggregated. For example, load response models represented
by dynamic system equations can be aggregated using techniques from systenm
theory. Statistical techniques may be needed for aggregating load models
represented by stochastic processes.

(d) Model Validation

The resulting models can be validated by comparing the predictions of the
model with real data or a detailed simulation.

As a result of these four steps, we gradually move up the model hierarchy
to arrive at a model with the desired level of detail, We should note that
for this procedure to be meaningful, the primitivé components should have
parameters- which are either known or can be estimated from measurements.
Furthermore, the complexity of the model is not specified a priori, but
depends on the natural complexity in the system reflected in the number of
dissimilar groups and other factors.

These four steps will be elaborated in the rest of the report by focus-
sing on the modeling of load demand at a substation starting at the lowest
level, The application of the methodology at other levels will be similar
although the detailed aggregation technique depends on the particular level

and can be quite complicated if networks are involved.
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3. REPRESENTATION OF ELEMENTARY COMPONENT LOAD

3.1 1Introduction

Since the load modeling methodology is physically based, we need to
develop models for the individual components or devices which constitute the
elementary (primitive) loads in the system. These include individual lights,
air conditioners, space heaters, water heaters, refrigerators, washers and
dryers, etc., in the residential sector, and various industrial loads such as
synchronous and induction motors, or arc furnaces in the industrial sector. A
similar list can be given for the commercial sector. The power demand of each
of these components is affected by a variety of inputs such as human use
patterns, the weather, the system voltage and frequency. The exact relation-
ship depends on the particular component in question but may be dynamic in
nature since the present load may depend on the past history of the influence
factors. Furthermore, the relationship is usually nonlinear. Thus the model
of an elementary component load is in general a nonlinear dynamic system.
Such nonlinear dynamic systems are difficult to analyze and even more diffi-
cult to aggregate. To facilitate our analysis we hypothesize a canonical
structure for each device based on an examination of the process by which the
influence factors affects the load. This canonical model, used to represent
each elementary load, consists of the interconnection of two dynamic sys-

tems: a functional model which relates the demand for the service of the

component to the functional state of the device and an electrical model which

summarizes the effect on the load demand due to changes in the voltage or the
frequency.
In the following subsections, we shall elaborate on the decomposition of

the load model. This decomposition allows us to establish the connection
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between load demand and load response at the component level., Once aggrega-

tion has been carried out, the same questions can then be answered at the
system level. This canonical model has been reported previously in [31] and
[41].

3.2 Structure of Individual Component Load Models

For any individual component, the load (real and reactive power) depends
on the time (hour of the day, day of the week, etc.), the weather, human use
patterns, the voltage and the frequency of the electric supply. The depen-
dence is generally dynamic in nature so that a component load model is a

dynamic system with the following inputs and outputs:

Inputs - weather
human use patterns
voltage
frequency

Outputs - real power
reactive power

Note that the human use patterns may be a function of the weather which
is usually dependent on time. The inputs can be divided into two types:

a. Energy demand-generating inputs: These are inputs which generate a demand

for the energy provided by the component. They depend on the.time of the day,‘
the weather and the human use pattern. The energy demand is the net input
into the component load model and is independent of tﬁe voltage and frequen-
cy. It may be modified by actions such as time-of-the-day pricing and other
incentives.,

b. System inputs: Inputs such as voltage and frequency originate from the

supply end of the power system., They are independent of the individual ser-

vice demands, but are determined at the system level by the total load con-
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nected, the configuration of the network and the state of the generating
system.

These two types of inputs interact to determine the output (load) of the
component in the following manner. The main function of each component is

energy conversion, transforming electrical energy into other types of energy

on demand. This demand is the energy demand and depends on certain inputs as

described above. The energy needed is provided by the energy converter and

its supply depends on the system inputs, namely, the voltage and frequency.
In many components, the physical construction allows for some storage of the
energy demanded. In this case, a demand for the energy of the component may
not result immediately in a demand for electricity. Rather, a control

mechanism determines the operating state of the energy converter, whether it

should be on or off, or somewhere in between, based on the energy storage and
the energy demand. Table 3.1 lists several residential component loads, the
types of energy demanded and whether storage is possible.

The partition of the inputs into two types affecting different parts of
the component with distinct functions suggests the decomposition of the load

model into a functional model and an electric device model. The functional

model has as its external inputs all factors which affect the energy demand of
the component and generates the operating state of the energy converter as its
output. Physically, it correspconds to the energy storage portion of the
component (plus the part of the environment that affects the energy storage)
and the control mechanism. The electrical device model has as its external
inputs the voltage and frequency of the power supply and generates the elec-
trical loads as the output. Physically it corresponds to the energy conver-

sion portion of the component.



Table 3-1.
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Residential Components as Energy Converters

Component

Type of energy demanded

Possibility of energy storage

Incandescent lights

Hi-Fi equipment

Electric oven

Electric water
heater

Electric space
heater

Washer

Thermal radiation in the
visible range

Mechanical energy in the
audio range

Thermal energy

Thermal energy

Thermal energy

Mechanical energy

No

No

Yes

Yes

Yes

No
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There is interaction between the two subsystems in the load model. The
functional (operating) state of the functional model evolves according to the
power supplied by the energy converter as well as the energy withdrawal due to
the external inputs. The operation of the electric device model, of course,
depends on the functional state. The interconnection of the two models are
given in Figqure 3.1,

Mathematically we have the following. Let:

u(t) be the vector of system inputs, i.e., voltage and frequency at time

t,

v(t) be the demand due to human use pattern

w(t) be the weather input

y(t) be the power demand at time t.

Then the component load model is
y(t) = F(t,u(T),v(T),w(T), T < t) (3.1)
where F depends on the component under consideration. Note that in general
y(t) depends on the past histories of the inputs. The decomposition of the
load model implies that (3.1) is now replaced by the following three eguations
y(t) = F_(t,u(7) ,m(T), T <t ., (3.2)
p(t) = G(y(t)) . (3.3)

and

m(t) = F (t,v(T),w(T),p(T) T < t) (3.4)
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where m(t) is the functional state of the load and p(t) is the power sup-

plied. F, describes the electric device model and Fe the functional model.

Note that as far as Fe is concerned, m(t) is an external input. Similarly,
p(t) is the external input to the functional model. p(t) represents the
feedback from the electric device model to the functional model and summarizes
the effect of the system input u(t) on the functional state. In a water
heater, for instance, a drop in the thermal power supplied by the energy
converter due to a drop in the voltage will result in longer time for the
water to heat up to the temperature of the thermostat setting. The functional
state will then evolve at a different rate,

3.3 PFunctional Model

The functional model is a very important part of the overall component
model. It is highly dependent on the intended use of the device and its
interaction with the environment. Two devices which have the same electrical
construction may have radically different functional models if they serve
different purposes. One example is two identical heaters installed in two
houses with different thermal characteristics. The functional model charac-
terizes the evolution of the load due to environmental and human use
factors. In the absence of voltage and frequency changes, the functional
model determines the dynamic behavior of the load demand. It is essential for
components with energy storage and causes the component service demand and the
electrical power demand to be in general different. As a result, a good
understanding of the functional model is essential if one wants to understand,
predict and manage the electrical power load.

Given the power p(t) supplied by the electric device model, the func-
tional model relates m(t), the operating state of the electric device model to

v(t) and w(t) which generate the energy demand for the component. One cannot
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over-emphasize the point that the operating state of the component may not be
the same as the energy demand. Take two water heaters with the same construc-
tion as an example. Identical demands for hot water may cause one water
heater to turn on but not the other, depending on the initial temperature of
the water. This is true whenever energy storage is possible in the compo-
nent. Thus, m(t) should not be assumed a prior but should be computed given
v(t), w(t), and p(t).

the external inputs into the functional model are v(t) and w(t). Since
the use patterns for individual users are not known exactly, v(t) is a
stochastic process. It is also reasonable to assume that conditional on w(t),
the demand v(t) for different users will be independent. This will be used in
the aggregation procedure later. The weather w(t) is actually a stochastic
process, - but can be assumed to be known if we want to characterize the
behavior of a large number of component loads given the weather. m(t) may
take on continuous values, as in the case of an incandescent light with a
dimmer, or only discrete values as in a water heater. For discrete m(t),
there may be two (Boolean or on-off) states as in the single element water
heater or multiple states as in the dual element water heater. We shall be
mostly concerned with the Boolean case.

Before a general functional model is introduced, we shall consider three
typical classes of functional models. These three classes are not exhaustive
but represent the bulk of component loads in the residential sector.

3.3.1 Memoryless Functional Model

In many devices, such as incandescent and fluorescent lights, television
sets, etc., there is no energy storage in the component. The functional model
becomes a memoryless or static system and m(t), the functional state of the

component depends on the instantaneous value of v(t), the demand for service

of the device.
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m(t) = Ff(t,V(t)) (3.5)

Statistically, if v(t) has only two states such as in a fluorescent light
and on and off being the two states, it can be represented by means of an

alternating renewal process [42]. The durations over which the demand is on

is modeled as a sequence of independent random variables tq, t,, ... Similar-
ly the durations over which the device is off is modeled as another sequence
of independent random variables 11, Tor oo An interval t; is followed by an
interval Ty then by ti+q and so on. This is illustrated in Figure 3.2. m(t)
will exhibit the same type of on-off behavior. The probability distributions
of the random variables t; and T, may depend on time as well as another
process such as the weather. If the probability densities of t; and Ti are

exponential, then v(t) is a Markov jump process with two states.

In a general case, the magnitude of the demand v(t) may also be random

but constant over each on period. We then have a general jump process. The

functional state will also be a general jump process. This is the situation
where the load is variable, as in an incandescent light with a dimmer.

3.3.2 wWeakly Driven Functional Model

In some devices, the electrical energy is converted into other forms of
energy which can be stored. Furthermore, the external factors which influence
the energy storage behave like random noises with fairly flat spectral densi-
ties. An example may be found in the cooling or heating system of a build-
ing. 1In a residential building, heating and/or air conditioning account for a
major part of the electrical load. The load model of such systems has been
considered in [32]. The electrical part of the device turns on or off when

the temperature reaches certain fixed values. To be specific, we shall
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consider an electric heating system with a resistive heater activated by a
thermostat. Heat is lost from the building through the walls, the floor and
the roof. 1In addition, heat is also lost when somebody enters and leaves the
building and gained from human activity. This type of effect can be modeled
as noise. Functional models for a building can be very complicated. As a
start we shall consider a highly simplified linear model given by the follow-

ing stochastic diftferential eguation

Cdx(t) = -a(x(t) - xa(t))dt + dv'(t) + p(tim(t)b(t)dt (3.6)
where
C is the average thermal capacity of the building
a is the average loss rate through floors, walls and ceilings,
etc.
v'(t) is a Wiener process of zero mean and variance parameter V
x(t) is the temperature inside the building
xa(t) is the ambient temperature
p(t) is the rate of heat supply from the resistive element
m(t) is the binary functional state: 1 (on) or 0 (off)
b(t) is the binary variable representing the load management control

by the utility (1 if the device is connected, 0 otherwise).

Division of (3.6) by C yields

dx(t) = -a(x(t) - xa(t))dt + dv(t) + Rm(t)b(t)dt (3.7)

where the definition of a and R is obvious. v(t) is a Wiener process with

. -1/2
variance parameter 0 = VC / .
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The switching of m(t) depends on the thermostat settings. Let x, and x_
be the temperature at which the heater is turned off and on. Then for arbi-

trarily small time increment At;
m(t + At) = m(t) + mW(x(t),m(t);x ,x) (3.8)

where m is defined as:

0 x_<xK< X,

n(x,m;x+,x_) = -m X, < x (3.9)

+m x < X_

Thus the functional model is composed of two interconnected subsystems
(as shown in Figure 3.3): a linear system with a continuous state x(t) whose
evolution depends on m(t) and a nonlinear system with discrete state m(t)
whose transition is triggered by x(t). The continuous state system is the
energy storage component while the discrete state system corresponds to the
control mechanism. Notice that if the noise v(t) is absent, then the switch-
ing of m(t) netween 0 and 1 is periodic. When noise is present, the cycling
of m(t) is no longer deterministic. This type of cycling is observed in
electric heaters and several other devices.

3.3.3 Strongly Driven Functional Model

The strongly driven functional model has the same structure as the weakly
driven functional model of the previous section. v(t), the service demand,
however, is now not a noise process. Rather, it is conscious demand by the
consumer and can be modeled as a jump process, i.e., a random driving input

which is piecewise constant. An example of this type of functional model can
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be found in the electric water heater. A simple model of this, derived in

Appendix A is given by
Cx(t) = -a(x(t) - x_(£)) = v(t) (x5 = X, () + p(E)m(t)b(t) (3.10)

where the symbols are as defined in Appendix A. For X; (t) constant the equa-
tion is similar to equation (3.6) except that v(t) is now piecewise constant
with random switching times and random amplitudes. The discrete state m(t)
switches between 0 and 1 according to equation (3.8).

Note that in this strongly driven model, m(t) is no longer a cycling
process but depends on the arrival of the service demaﬁds. Furthermore, its

switching time may also depend on the magnitude of v(t).

3.3.4 Stochastic Hybrid State Model

We now consider a general stochastic hybrid state model which includes
all the special cases discussed earlier.

Given p(t), the feedback from the electric device model, each functional
model is a dynamical system driven by v(t), the service demand which is a
stochastic process. The output process m(t) is the electric device operating
state. While it is possible for m(t) to take on continuous values, the more
interesting case is when m(t) is a jump process with a finite set of possible
values. If one seeks a state variable description, then two kinds of states

will be present, a continuous state x(t) and a discrete state m(t) which also

happens to the output. This type of model is a stochastic hybrid state sys-—

tem, which can be formalized as follows.
Let x(t) be a n-dimensional vector. Let the service demand v(t) be of

the form
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v1(t)

vin = vz(t)

(3.11)

where v1(t) is a Wiener process and vz(t) a jump process. Both v1(t) and
vz(t) may be vector-valued.
The continuous state x(t) evolves according to the following stochastic

differential equation

dx(t) = £(x(t),m(t),v,(t),t)dt + g(x(t),m(¥),v, (t),t)dv, (t) (3.12)

where f and g are known functions. Note that the dependence on p(t) has been
suppressed for the time being. ' The evolution of x(t) thus depends on the
driving processes v1(t) and vz(t) as well as on the discrete state m(t) and
the supplied power p(t) which is included in the functions f and g.

The discrete state m(t) takes values in a set

M= m, m,. ees} (3.13)
which may be assumed to be finite. For the special cases considered before in

the previous sections
M={0, 1} . (3.14)

The switching of m(t) depends on the continuous state x(t). In the most

general form, the probability of transition of m(t) from m; to m; at time t

] 1

depends on the past histories of both x and m. This can be expressed as

pr(m(t+dt) = m_ Ix",m" m(e) = m} =4y, x“,m%,t)at (3.15)
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where
xt = {x(s), s < t}
£ (3.16)
m = {m(s), s < t}
and Aij is the instantaneous rate of transition m to m; given x* and mt.

In Figure 3.3, the two subsystems can thus be described by equations
{3.12) and (3.15) respectively. It is obvious that both the weakly driven and
strongly driven functional models are special cases of this general model.
Since little is known about the aggregation of this general model, we will not
pursue this formalism in this report. Further discussion can be found in
references [31] and {41].

3.4 Electric Device Models

The electric device model relates the electric power demand of the device
to the supply voltage and frequency given the operating state of the electri-
cal portion.

y(t) = Fe(tru(T) Mm(T), T S t) (3.17)

m(t), the operating state or functional state, may be Boolean, indicating

whether the electrical device or energy converter is on or off. Or it may
take on a continuous range of values as in the mechanical load a motor is

called on to deliver. u(t), the system voltage and frequency, is an external

input. y(t) is the electrical power demand on the supply system. p(t), the

power supplied by the energy converter depends on the inputs m(t) and u(t) and

affects the functional model.
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Two components having identical functional models may have different
electric models if the constructions of the energy converters are different.
Under these circumstances, the responses of the two components to the same
change in voltage or frequency will be different. For example, incandescent
and fluorescent lights behave differently when there is a dip in the 1line
voltage. When there is a feedback from the electric model to the functional
model, the functional states will then also behave differently.

Strictly speaking, the initial states of the electric device models are
‘also quite important. In many components, however, the dynamics of the elec-
tric models is much faster than that of the functional model so that for all
practical purposes, one may deal with a steady state electric device model.

Since the modeling of electrical devices has been extensively studied
(see references [4,5]), the rest of this report will focus on functional

models and their aggregation.
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4. CLASSIFICATION OF LOADS

4.1 The Classification Problem

Our goal is to represent the behavior of a group of loads by an equiva-
lent model. Obviously components which have widely different characteristics
cannot be grouped together. Thus the next step in the load modeling methodo-
logy is to identify the component loads which can be considered together as a
group for which an aggregate load model can be obtained. The groups should be
disjoint but collectively they should span the entire set of loads. With this
decomposition, the overall load can then be represented in terms of all the
equivalent group loads.

4.2 Homogeneous Groups

In this section we provide a scheme for partitioning the elementary
component loads into groups with similar characteristics. As we have seen in
Section 3, each elementary device can be characterized by a functional model
which reflects its energy supply and demand dynamics and an electric device
model which is related to its electrical characﬁeristicé. Furthermore, a
device in general belongs to only one customer indexed by k. This shggests
the following natural partitioning of the elementary loads. Consider a parti-
tioning of all functional models into similar classes indexed by i and a
similar partitioning of all electrical device models into similar classes
indexed by j. All functional models in the same class would have similar
energy storage characteristics. Likewise, all electric device models in the
same class would react to a change in voltage and frequency in the same way.

An elementary device is thus indexed by the triple (i,j,k) where

i: functional class to which the device belongs;

j: electrical class to which the device belongs;
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k: kth customer.

At the minimum the loads in each homogeneous group should have similar
functional and electrical characteristics. Thus only devices or components
with the same indices i and j can belong to the same homogeneous group. This
condition is, however, not enough to guarantee similarity in the load behavior
since different customers with the same components may generate different load
profile if their use patterns are different. Thus we would further partition
the set of customers into classes with similar use patterns such as education
level, income, family size and so on. The effect of weather can also be
incorporated if a class extends only over a limited geographical region. In
some applications such as load management, it may also be desirable to have
these classes coincide with the customers which are to be controlled together
in load management.

As a result, we now have the following partitioning of the elementary
component loads. Two loads indexed by (i,j,k) and (i',j',k') are similar if
i=i', j=j" and k and k' belong to the same customer class. A set of similar
loads then form a homogeneous group. A homogeneous group thus consists of
devices which are similar in functional characteristics, electrical character-

istics and use patterns.
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5. AGGREGATION OF FUNCTIONAL MODELS

5.1 Problem Formulation

Given a classification of the loads with homogeneous groups, the aggrega-
tion process attempts to find an equivalent model for each group of loads.
This represents the most difficult part in the load modeling methodology and
the bulk of the research has been devoted to this topic.

Suppose the homogeneous group consists of the colléction of devices

represented by {i}n Let P;(t) be the power demand of the ith device at time

1.
t. If the time constants are such that the electric and electromechanical

transients can be nelgected, one has
P;(t) = P;(V,f)my (t) (5.1)

where Pi(V,f) as function of voltage and frequency is given by the steady
state electric device model, and m; (t) is the functional state.

At the substation level, the total power demand for the group is given by

n
P(V,£,t) = ) P, (V,£)m, (t) (5.2)
i=1

where we have assumed that the loss in the network is negligible. If the
group is assumed to be homogeneous, the electric device models for the loads

should be similar, i;e., for all i

where Peq(V,f) can be obtained as
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) P, (V,£) (5.4)

If we define

n
yoom, (t) (5.5)

to be the fraction of loads which are "on" at any time, then (5.2) can be

approximately written as

P(V,f,t) ® n Peq(V,f)m(t) (5.6)

The following can be noted:

- Equation (5.6) is an approximation which improves as the similarity of
the individual models increases.

- If it is desired to account for one type of dynamics (e.g. electro-
mechanical transients associated with induction motors running
compressors for cooling), Peq(v,f) can be replaced by Peq(v,f,t) in
(5.6) where Peq(v,f,t) represents the dynamics of an "equivalent”
machine.

- Although (5.6) can be modified to account for electrical transients,
the calculation of E}t) need not be affected since any response model
dynamics (electrical or electromechanical) are usually much faster
than functional model dynamics (thermal). Thus the functional model
"sees" only the steady-state of the response model.

Equation (5.6) elucidates the advantages of the decomposition introduced in
Section 3. This decompositon allows the separation of the aggregation problem

into two decoupled tasks: electric device model aggregation (equation (5.4))
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to obtain the load response model and the functional model aggrégation (equa-
tion (5.5)) to obtain the load demand model. The former is a deterministic
aggregation problem and has been treated elsewhere [4-6]. Functional model
aggregation, schematically representedv in PFigure 5-1, is a new stochastic
aggregation problem and is our principal interest. The objective is to deter-

mine the dynamics of m(t) which will be called the aggregate functional

state. Physically,'a(t) represents the fraction of devices in the "on" state

at time t.

[
A

mi(t)
1

It~

n
mz(t\ 1 m (v m(t) ‘
‘ _+- i=1 i

Y
S

Fig. 5-1. Schematic Representation of Functional

Model Aggregation.

The solution of the aggregation problem is considered only in the weakly-
driven case (air conditioning and electric space heating). Important diffi-
culties occur at two levels with the strongly-driven case: the precise ﬁodel—
ing of service demand and the mathematics associated with a jump process.

In the following section, the aggregation problem is solved for the case

of a homogeneous group of weakly-driven devices. This group consists of

nearly identical devices with nearly identical functional models. A reason-

able example of this can be found in a large apartment complex.
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5.2 Aggregation of a Homogeneous Group

consider the case of a large homogeneous dgroup of n weakly-driven
devices. Also, for ease of discussion, suppose the devices are electric space
heaters. We would like to compute'a(t) for the group. The aggregation is
based on the following assumptions.
Assumptions

a. Common external inputs: The loads are geographically close together
so that any variations in the common inputs such as weather can be
ignored.

b. Elemental Independence: Conditional on the weather and all other
common inputs, the devices behave independently. In more rigorous
terms, conditional on the common input proces such as the ambient
temperature x_,(t), all the random processes m;(t) are independent
random processes.

Based on these assumptions and using Kolmogorov's law of large numbers

[43], for n "large enough,” m(t) can be approximated by

m(t) = E, (m (t)) ¥i=1,....n (5.7)

where Ew(') is the expected value operator conditional on weather treated as a
known time varying input.

Equation (5.7) is fundamental to our research. First, it is a process of
going from a discrete random wvariable (Ekt)) to a continuous one
(Ew(mi(t))). As such, it can be considered as a diffusion approximation (by
analogy to the process of going from a discrete random walk to a continuous
Brownian motion). Secondly, in the context of stochastic processes, we can

view the homogeneous group as an approximate but finite ensemble realization
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of the stochastic process described by equation (3.7). The evolution of the
states from t=0 to t=* for any individual electric space heater would repre-
sent a particular sample path of the process. 1In this light, equation (5.7)
can be interpreted as the process of estimating a statistical property of an
ensemble (E,(m;(t)) via a finite sample averagelﬁ(t).

5.2.1 MAggregate Functional Model

In this section, we present the results of the aggregation procedure
which will be derived in Appendix B.
Theorem 1

m(t) evolves to the following system of coupled ordinary and partial

differential equations,

£ (x_,t) (5.8)

where f1a(l,t) and fob(l,t) are the solutions of the following Coupled Fokker-

Planck Equations (CFPE):

of
1 3
35 ) = 57 (@ - x_(8) = BIHRIE, (A,0)]
2 .2
+ o L = £, (A1) (5.9)
ar
in regions a, b of Fig 5-2 and:
of 2 2
—2 (A, t) =a—[(a()\-x(t))f A8+ 2 _ £ () (5.10)
T )\ a olt? 2 5,2 o .

in regions b, ¢ of Fig 5-2, subjeét to the following boundary conditions.

Absorbing Boundaries:




£
la flb
-——.—.—’
m(t) / /
3 ) ’_
x
- X, A
£ temperature axis
£
ob oc
h
s _d
x
- x+ A

Figure 5-2.

Illustration of Dynamical System. x and x, are the lower

and upper edges of thermostat dead band respectively. m(t)
is the total area under the "on" density at any time. The

arrows represent the direction of temperature drift (in the
case of electric space heating).
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f1b(x+'t) = fob(x_,t) = 0 t>0 (5.11)

Conditions at Infinity:

Ea(~=rt) = £ _(+2,8) =0  t£>0 (5.12)

Continuity Conditions:

f1a(x_,t) = f1b(x_,t) tE>0 | (5.13)
fob(x+'t) = foc(x+,t) t>0 {5.14)

Probability Conservation:

9 9 ]
¢ t-a—f t—a—f t) =0 t>0 5.16
ﬁ oc(x+l ) YN Ob(x"" ) oA 1b(x+l = ( L )

The a50ve results can be interpreted in the following way. f1(A,t)
and fo(A,t) are actually probability densities for the "hybrid

states” {x(t),m(t)} of the functional model. To be more precise

f1(A,t)dA Pr[(A < x(t) € A + dA) n (m(t) = 1)] (5.17)

fo(A,t)dA Pr(A < x(t) € A + d)) n (m(t) = 0)] (5.18)
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Equations (5.9) and (5.10) describe how the probability densities of the
temperature x(t) evolve given that it is in a given functional state m(t).
The evolution depends on the heat (temperature) gain and loss rate as well as

the noise variance parameter. Egquation (5.8) and'E(t) can be written as

dm
3o = 9,(8) - 9,8 (5.19)
where
2 of
a ob
go(t) =3 X (x_,t) (5.20)
and
2 Of ‘
4] 1b
91(t) = -3 T (x_rt) (5.21)

91(t) and go(t) are the rates of probability absorption from “on" to "off"

through boundary x and from "off"™ to "on" through boundary x_ respectively,

o
at time t. Thus dm(t)/dt is the rate of loads being turned on minus the rate
of loads being turned off.

The boundary conditions fall into four classes. (5.15) and (5.16) are
the conservation equations. They couple the partial differential equations
(5.9) and (5.10) together and state that the probability lost by the on state

has to move into the off state and vice versa.

5.2.2 Approximate Analysis of the CFPE Model

In this section we consider a simplified version of the equations (5.9)
and (5.10) which are more amenable to analysis. It is assumed that most of
the densities f1(k,t) and fo(X,t) are confined within the dead band. This
should generally be true in practical situations. The dead band itself is a
very narrow range of temperature (typically 1.1°C). This means in equation
(3.7), the charging rate (Rb(t) - a(Ar - xa(t))) and the discharge

rate (a(A - xa(t)) are practically constant (for constant weather conditions,
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and for the duration of the control b(t)). Designate these values by r énd c

respectively. Under the assumption (5.9)-(5.10) reduce to:

of 2 2

1 3 o 3
szf'(xct) = -r 3—-f1(k,t) + 3 3 f1(X,t) (5.22)
3A
of 2 2
o 3 o] 3
E (A,t) = ¢ T fo()\,t) + e -a)‘—z fo()\,t) (5.23)

This approximation of the CFPE model becomes a system of space-homogeneous,
linear time-invariant Fokker-Planck equations coupled through boundary condi-
tions (5.15)-(5.16). In the following, we develop résults pertaining to
(5.22)-(5.23) in the transform domain,

For a given function f(t) denote by f*(s) the uniléteral Laplace trans-
form of f(t) when it exists. Laplace transformation of (5.22)~(5.23) and

(5.11)-(5.16) yields the following two groups of equations:

Py - £ (A,8) - £200) = -r — £ (A )+"—2 -§2—f*()\ ) 5.24
1 st (es) = £, “ax RS g T E s (5.24)
in regions a, b and ¢ of Fig. 5-2 and:
* .
£,(x,,8) =0 | (5.25)
1lim *
Abmco f1(k,s) =0 (5.26)
3 % L 2«
—ﬁ f1a(x_,s) ﬁ f,lb(x_,s) = = ?go(s) (5.27)
P, - £ 0,s) - £20) = c 2= £, 9) +"—2 f—z—f*(x s) 5.28
2 Sty tAe o - X o'"! 2 2 o'’ (5.28)

A
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in regions b and ¢ of Fig 5-2 and:

*
£ (x_sS) =0 (5.29)
11 *
rogee Eo(Ae8) = 0 (5.30)
3 * 3 * 2 *
7% foc(®erS) ~ % Eop(Xyes) = - ';2_ 94(s) (5.31)

where go and g, are defined in (5.20) and (5.21)

f:(k,s) and f:(k,s) are completely decoupled except through boundary
conditions (5.27) and (5.31). Therefore, if g:(s) and g:(s) are considered to
be known functions of s, systems P, and P, can be solved separately.

System P, is now considered. The second order linear differential egua-

tion (5.24) in A, with constant coefficients can be written in state form as:

* *
jL_ f1(k,s) ) 0 1 f1(k,s) 2 0 fo(x) 5.32)
A -a——f*()\ s) 2s 2r -a——f*()\ s) 02 1 1 )
oA "1 02 02 oar "1’

Using the state transition matrix [19] for the above system, it is possible to

write the solutions in regions a and b of Fig. 5-2 in terms of the value of

the state at A = x_, i.e. in terms of f:(x_,s) and %T f:a(x_,s) or f:(x_,s)
) %*

and = f1b(x_,s) respectively:

*
of
£ (As8) = 0. (A=x_,8) £, (x_,8) + ¢ (A-x_,8) 75+ (x_,8)

0, (A-x,8) £5 (x) dx (5.33)

®No— >

-2
2
o
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*
3f, . Bf:
T (Aes) = 4, Q-x_y8)E (x_s8) + ¢ (A-x_,8) 33— (x_,s)
2 A o]
"i‘f 9,, (A-x,8) £, (x)dx (5.34)
a X_
where it can be shown (Appendix C) that:
s = [¢..09] =exp|2. 1] (5.35)
’ i] ’ P&S_ 2_ .
2 2
g (4]
and
_ 8. (s)A 6, (s))
¢,,(0r8) =8 (s)[0 (s)e - 8,(s)e ] (5.36)
-1 61(s)k Gz(s)k
b, 0008 =8 '(s)[e -e ]l (5.37)
8, (s)A 8., (s)A
2s -1 1
8,1 (As8) =;§e (s)[e -e? ], (5.38)
» 8. (s)A 92(S)>\
¢,,(hs8) =0 (s)[0 (s)e - 0, (s)e 1. (5.39)
With

1
8(s) = 32— (r2 + 280%)72,
g

I . 8(s)
91(8) =3 + >’ (5.40)
o
r 8(s)

92(8) =';E - . (5.41)
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*
Now consider boundary condition (5.26). It requires that as A + -, f1(X,s)

*
remains bounded. However, the expression (5.33) for f_(A,s) contains an un-

62(9‘5)\
stable exponential since for Re[s] > 0 as A + -®, e + 4o, The unstable
*
component of f1(X,s) can be written:
-6_(s)x -6 _(s)x

_ 2 - -1 * -1 2 -3 _*

I\ = [e 61(5)6 (s) £, (x_,8) - 0 (s)e 3X-f1a(x_,s)
A _ -6, (s)x 6.,.(s)A
+ Ei'f 6™ (s)e 2 £5 (x) dx]e (5.42)
o x

*
In order that f1(X,s) remain bounded, it is necessary that:

*

-0_(8)x —62(s)x_ of

(6, (s)e TVEL(x_,8) - e —12 (x_,s)
1 157 FPN -
-0 -0_(s)x
+ 35- [ e 2 £7(x)ax = 0 (5.43)
g X_
Boundary condition (5.25) yields:
* * 6, (s)A 6, (s) A
1 -1
f1(x+,s) =0 = f1(x_,s)[91(s)e - 62(s)e ]6 (s)
6 (s)A  6_(s)b Jf
S S
+'9-1(s)[e ! - e 2 ]-—3%2 (x_,8)

X

+ 0.(s8) (x,-x) 8, (s)(x ~x)

[ o s [e ] Yle? e max (5.44)
X

o]

where A = x, - x_ (width of the dead band) .

Recalling (5.27) and using (5.43)-(5.44) we obtain:

== 0_(s) (x_-x)

* - * -

f1(x_,s) = 2[026(9)) 1[(go(s) - f e 2 f?(x)dx)(1—e
X

-S(S)A)
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-0,(s)d x 0, (8) (x -x) 8,(8) (x -x)
+ e ! f + [e ! + - e 2 + )f?(x)dx] ¢ (5.45)
x
T
1 -1 * -6 A
T (x_s8) = 2(°8(8)) 7 [0 (s)g_(s) (1 - e *F)
X_ -6 (8) (x-x_) _
+ f e 2 f?(x)dx (62(8) - 61(s)e e-(S)A)
-8, (s)A x 8. (s) (x,-x) B,(s) (x -x)
+ 61(s)e ! f+ (e ! Yl e? * )f?(x)dx] ' (5.46)
x
of, 6, (s) (x-x_)
x -0_(8) (x-x
1b -1 * - 2 -
> (x_s8) = 2(0°8(s)) ' [(q_ (8) + I"e £ (x) ax)
-6(s)A
(92(8) - 91(8)6 )
-6, (s)A x 8,(s) (x, —-x) 0_(s) (x -x)
+ 61(s)e ! f+(e ! + - e 2 + Jf1(x)dx] .
X
- (5.47)
* *
of of

*
From knowledge of boundary conditions f1(x_,s),-—3%i (x_,8), —EXE (x_,s) and
*
equation (5.33) it is possible to write an expression for f1(A,s) everywhere.

In region a of Fig. 5-2, using (5.33), (5.45), {5.46), we have:

A B_(s) (A-x) B(s) (A-x )
f:(k,s) = 2(026(5))-1[ [ e 2 f?(x)dx(1 - e *
B,(s) (A-x_)
* - -0 A
+ go(s)e ! (1 - e (s) )
X 8. (s) (A-x) 8(s) (x-x )
e [tel (1-e * JES (x) ax] (5.48)
A

Similarly, in region b of Fig. 5-2, using (5.33), (5.45), (5.47) we have:
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6(s) (A-x) 92(S)(X-x_)

£ 0us) = 205”0 T [(1 - e Ja. (s)e
A0 _(s) (A-x) %, 9 _(s)(A-x) 0 (s) (x-x,)
+ [ e 2 f?(x)dx) + [T e 1 f?(x)[1-e " ax]
—00 A
(5.49)
Recalling (5.21) we have:
*
2 Oof
* g 1b
91(S) = -3 T (x+,s) (5.50)
Differentiation of (5.49) with respect to A yields:
3 0 (s) (A—x,) 6. (s) (A-x_)
5) (A-x 5) (A-x
1 2 -1 +7 49 * 2 -
5 (As8) = 2(9%8(s)) (1 -e }ﬁi [go(s)e
A O_(s) (A-x)
+[e? £9 (x) dx |
0(s) (A-x) 0. (s) (A-x ) A 0_(s) (A-x)
2 + * 2 - 2 (o]
- ;E.e [go(s)e +—£ e f1(x)dx]
0(s) (A-x )
- 2(a%6(s)) ") [1-e + ]f?(x)
X 0. (s) (A-x) 6(s) (x-x )
+f + 61(s)e 2(026(s))—1[1 - e * )f?(x)dx
A
(5.51)

At A = X, s (5.51), (5.50) and (5.25) yield:s

0. _(s)A X 0.(s) (x -x)
g:(s) = g;(s)e 2 v [Te? Y fSmax (5.52)

-00
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Assuming g;(s) is known, equations (5.48)—(5.49) and (5.52) represent the
solution of P; in the transform domain.

We now turn to the problem of deriving corresponding results for system
P,, i.e. for the "bff" density. Lengthy computations can be avoided if it is

recognized that by using a change of variable:

* *
and replacing r by c and go(s) by g1(s) in equations (5.24)-(5.27), system P,
can be transformed into a system formally identical to Py.

To verify this, note that:

* * * !
£, (A,8) = f (-y+x +x ,8) =f, (y,s) (5.53)
1 1 + - 1
* *x
3 x 3f1 of
a_x f1 (A,s8) = - W‘ (-y + x+ + X ., s) = - 3y (Y';S) (5.54)
22 a%¢" 225y
—5 £,(A,s) 5~ (X, +x_ -y, 8) =- 3y2 (y,s) (5.55)

P 3y

Substituting (5.53)-(5.55) into (5.24), and replacing r by c yields:

*¢

. 0" af1 2 32w
sf, (v,s8) - £, (y) =c—— (ys8) +5— —= £  (v,8) (5.56)

1 1 oy 2 2 1

a9y
Futhermore (5.25)-(5.26) yield:
*x 0
£, (x_,8) = 0 (5.27)
. e

Lim  * iy, =0 (5.58)

y e 2
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* *
Finally, using (5.54) and replacing go(s) by g1(s) in (5.27) yields:

C 9_ ¢t =2 5.59
3y D1cFerS) T 57 Fip Xy '?91(5) (5.59)

Clearly (5.56)-(5.59) is a system of equations formally identical to (5.28)-

(5.31). This means that in general:

* *
fo(l,s) = f

] *
1 (A,s) = f1(x+ +x_ - A,S) (5.60)

i.e., the solution of system P, can be derived from the solution of system P,
* *
by replacing A by (x, + x_ - A), r by ¢ and go(s) by g1(s).

Using the above remark, the following results are obtained: 1In region b

of Fig 5-2,
_ Y,(8) (x,-1)  += ¥ _(s) (x-}A)
£ 0,8 = 20627 (g e 2t 4 [ o2 £° (x) dx)
0 » 1 X 0
Y(s) (x_=X)
1 - e
X_ Y, (8) (x-}) Y(s) (x_-%x)
+[ e (1-e )£ (x)ax] (5.61)
2 o]
In region ¢ of Fig. 5-2,
. ) o Y (x-N) Y(s) (x_-)\)
£ (A,8) = 2(c“y(s)) [ [ e £ (x)ax(1 - e
[o] A o]
* Y, (s) (x -}) -Y(s)A

+ g, (s)e (1-e



A v (8) (x=x_) ~Y(8) (x_-x)
+ f e [1 - e i )fo(x)dx .
x—
Finally:
* * Y2(S)A +oo Y2(s) (x-x )
90(8) = 91(S)e + e fo(x)dx

X

where in (5.61)-(5.63):

1
Y(s) = 2—2 (02 + 2302)/2 ,
o

_c _ y(s)
Y.I(s)' 2+ 2 r
g

_c__1y(s)
Yy (s) = .2 2

-Equation (5.52) and (5.63) yield:

8,(s)h v, (8) (x-x_)

*(s) = }w = < £°(x)a
9,(s) = F(s) ofx)ax
x—
x 92(8)(x+-X)
+ e o
+ =io £, (x)dx ,
. x, eY2(S)A e92(5)(x+-X) .
go(S) = {m F(s) f1(x)dx
o0 eYZ(S)(x-x_) .
+ £ 5 fo(x)dx

45

(5.62)

(5.63)

(5.64)

(5.65)

(5.66)

(5.67)
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where in (5.66)=(5.67)

(6, (s) + Y, (s))A
F(s) = 1 - e 2 2

Recalling equations (5.19)-(5.21) we have:

an * *
It (s) = go(S) - 91(8) (5.68)
(5.66)—(5.68) yield:
8_(s)A
— 00 -
'EE_ ) - } [1 - e 2 eYZ(S)(x x_) fo(x)dx
dt F(s) o
YZ(S)A

X 0_(s) (x -x)
+ 1 - e 2 + o
-/ F(s) e f1 (x)dx (5.69)

-0

Equation (5.69) gives an expression for the Laplace transform of %% (t),
i.e. the rate of change of the aggregate functional statelﬁ(t) for the homo-
geneous control group. Equations (5.48)-(5.49), (5.61)-(5.62), (5.66)-(5.67),
(5.69) together represent the complete solution of the CFPE model in the
transform domain. The inversion problem of the Laplace transform in equation

(5.69) is, however, nontrivial.

5.2.3 Steady State Densities

In this section, the steady state solution (if it exists) for the system
(5.22)-(5.23) 1is determined by applying the final value theorem [44] to the

Laplace transforms in equations (5.48), (5.49), (5.66) and (5.67). The fol-

lowing results are obtained.
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sSs lim *
F1aM) = gop 8 £1a(0e8)
1 (lim g g
=+ (L5 8 9,(8) Je [1-e ] . (5.70)
ss lim *
Eip ) = ap 8 1 (Aes)
1 r1lim * 02 +
=2 (gyg 89,0)(1 - ) (5.71)
sSs lim *
Eop (M) = gag 8 fop(he8)
- 2_; (A_x )
1 (lim * g
=< (gyg 597 )[1 - e 1. (5.72)
- < (A-x ) __2Ac
ss A 1 (lim * ] 02 + ( 0'2 )
focM =< (5 8 9,(s) Je 1-e . (5.73)

where in (5.70)-(5.73), a superscript ss stands for steady-state, and:

lim . * _ _ lim s ° o
asp 5 97(8) = 0 O, T, 8 [/ £, (x)ax
X
1 -e -
x+ o
+ £, (x)dx ] (5.74)
However:
° (o] x+ [o]
J £ (x)ax + [ £, (x)dx = 1 (5.75)
X -0

A

and using L'Hopital's rule:



lim s
s>0 —(92(5) + YZ(S))A
1 - e

lim 1

s>0 -(62(5) + YZ(S))A

Ae s (62(8) + YZ(S))

But, recalling (5.40) and (5.66), we have:

202 202

d =1
ac (8,08 + v, (s)) = 3 [ +

\/r2 + 2502 \/c2 + 2s0

(5.74), (5.76) and (5.77) yield:

lim s *(s) _ 1
s>0 ° 9 5,2
r c
One can similarly show that:
lim s *(s) - 1
s+0 ° % A, 8
r c

Substituting (5.78)-(5.79) back into (5.70)-(5.73) yields:

- - - +  2rd

ss C 02 02 02
£, ol vy [e - e | e

2r

ss C ) -C_I_z- (x+ ) )\)
e N [ € J
- 2% (A - x)
ss _ r B o ’
fob(x) - A(r+c) [ € l

48

(5.76)

(5.77)

(5.78)

(5.79)

(5.80)

(5.81)

(5.82)
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ZCx+ 2cx_ _ 2cA
2 2 2
ss r o o o
foe™ = Trrrey [ - e ] e (5.83)
Finally, Ess' the steady-state of m(t) is given by:
- X- _ss X+ _ss :
m = {m £y, (M ax + £ (A dA (5.84)

X

Substituting (5.80)-(5.81) into (5.84) we obtain after simple computations:
= — (5.85)

Remark 1: The steady-state densities (5.80)-(5.83) are very important because
they represent the natural state of the uncontrolled system.

Remark 2: At this point, it is possible to verify whether, at least in a
steady-state, the constant rates approximation of section 5.2.2 is valid or
not. One should remember that the approximation rests on the assumption that
under normal conditions most of the temperatdre probability densities lie
within the dead band. A quantitative measure of the validity of this assump-
tion is the fraction of the probability density-outside the dead band.

For the on density, the fraction is:

x _ _ 2rA
7 55 an olc o2 S
la _— [1 - e ] —2— —2
= - 2rlrtc) =ZI1-e 9] (5.86)
X+ ss c 2 ' ]
J £, () ax r +c
where ¢ = %q and T = %- (average duration of "on"™ state). For the "off"

density the corresponding measure is:
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e ss
[ £ a 2
x+ ;%?' ;2?'
S ==—[1-e ] (5.87)
[ £7Mmax
o
x—
where T' =«% (average duration of "off" state). (5.86)-(5.87) will be used in

section 6 where results of a numerical simulation of the CFPE model are
reported. In both equations, it appears that "diffusion lengths" o¥T and ovT'
are the important quantities.

Remark 3: Note the surprising result in (5.85) which indicates that the

steady state fraction of devices in the "on" state is independent of the noise

variance. On the other hand, the result is intuitive because:

— Ty
m == LA SR S (5.88)
Ss ¢ A/t + A/ ' + 1

(5.88) essentially states that at steady-state, the fraction of devices in the

L] on L}

state is the ratio of average "on" time divided by average cycle dura-
tion.

5.2.4 Relationship to Previous Work

In [29], Ihara and Schweppe have developed on somewhat more heuristic
grounds a very simple model which closely resembles the approximate CFPE model
in equations (5.22)-(5.23). The model is a traveling wave-type with a forward
and backward wave traveling at different speeds (see Fig. 5-3). Although
developed independently, the Ihara-Schweppe model can be shown to be related
to our model. This is because it is a limiting case of the CFPE model under
conditions that are now described. Consider equation (5.69) where the trans-—

form of %% is expressed in terms of 92(5), Az(s), i.e. r, ¢ and 0. Under the

conditions:



fl(A,t)
r
—
\
x x .
- fo (A, t) + temperature axis
c
«—
-
x X .
- + temperature axis

Figure 5-3. Graphical Representation of the Ihara-Schweppe Model.
Arrows indicate the direction of temperature drift.
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and:

i.e. when the effect of the noise in (3.7) is practically negligible.

approximately:

o <r ,

0 < ¢,

24
r 2s0 '/
= —— - 4+ ——
8,(5) =5 (1 - (1 > %)
o] r
r 1 02
”—2—(1—(11--5'25—2))
o] r
O
r
Similarly, using (5.90) it can be shown that:
s
Y2(S) T2
Equations (5.69), (5.91)-(5.92) yield approximately:
dﬁ* +o0 1 - e—é? - E-(x—x_)
3 8 = | —— s e £ (x)dx
X -s(T+1")
- 1 -e
- s
b'4 -sT' - = (x,-x)
- +
-t 1= —— e ° f‘:(x)dx
-0 - L]
1 - e s{(t+1")

Now define:
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(5.89)

(5.90)

We have

(5.91)

(5.92)

(5.93)
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* - %‘(X‘X ) -s( + ?j
T (x,8) = e - e ' (5.94)
o
X=X _
- = (x =-x) —s( + T')
T:(x,s) =e Tt e T , (5.95)
Then:
(x-x_) _ X=X _
T (x,t) = §(t - —c—) -8t -1-( - 1) (5.96)
(x+-x) » (x+-x)
T, (x,t) = 8(t - —r—-) - 8(t -1 - — ) . (5.97)

where in (5.96)-(5.97) §(*) represents the Dirac delta function. It is pos-

sible to show that:

-1 T;(X.s) o _
M (x,t) =L | ] = ] T [x,t-i(T + T")] (5.98)
° -s(1 + 1) i=0 °
1 -e
and
*
-1 T, (x,5) o _
M, (x,t) =L [ ———] = I T Ix,t-i(t + 1] (5.99)
1 - e-s(r + 1') i=0 :

Substituting (5.98)-(5.99) back into (5.93) yields:

dm* e o x+ o
3t (s) = i Mo(x,t)fo(x)dx - {m M1(x,t)f1(x)dx (5.100)
+

This is essentially the result in [29].

5.3 Aggregation of a Non—-Homogeneous Group

The aggregation problem has been considered only for the case of a class

of devices described by equation (3.9) and where all the parameters involved
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were essentially identical. Such a class was called a homogeneous group. In
reality however, some spread in the parameters is to be expected. One way is
to treat the parameters as random variables themselves. We would 1like to
assess the effects of varying the parameters.

Here, the analysis of section 5.2 is generalized to a group of devices
exhibiting a measure of parameter spread. Such an aggregate of devices will
be called a non-homogeneous control group. A perturbation approach is uti-
lized. Let the variable parameters be compiled into a vec-
tor §_= (81,52,...EP)T. E_ could contain parameters such as thermostat set
points, building insulation parameters, noise variance, weather (as a function
of geographical location, not time). In this more general framework, a more

accurate statement of (5.7) is:
m(t) =E[Elm, (t)1£]] (5.101)
If we denote:
m(t,£) = Elm, (t)1E] (5.102)
Then the system of equations (5.8)-(5.16), i.e. the CFPE model can be inter-
preted as giving Ekt,é) for a particular choice of §.
Now, assuming that Ekthg) is a smooth function of the parameters around

their mean value vector Eo’ and for parameters narrowly distributed around éo'

a second order truncated Taylor series can be written:

—
o
-
—
—
Ty
}
['2al
—

- _ p
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PP %
+[ 1 ) 3 sr30 &) (E4=E54) (B:=E. )] (5.103)
i=1 §=1 1955 £=E_ 373
Furthermore, let:
BI(E - £ ) - £ )7 = [05,] (5.104)
J i=1,--¢'p
321000 ep

(5.104) yields after taking expected values on both sides:

P P 2—
m(t) =m(t,E) + | ) 3 %a—g— (t/E) cf. (5.105)
i=1 =1 i°75 E=E J

The following remarks can be made:

- If covariance terms cij (or the associated second partial derivatives
in (5.103)) are sufficiently small, then it is reasonable to use the
CFPE model (equations (5.8)-(5.16)) with parameter vector 50 to com-
pute m(t).

- In case a first order approximation proves insufficient, then (5.105)
is a second order approximation which requires the estimation of
covariances U?j as well as the associated partialiderivatives. If
-analytic estimation of these "sensitivity" coefficients is not pos-
sible, a numerical estimation has to be used.

- As the parameter spread increases; higher order terms have to be
introduced in (5.105). This means in effect the double penalty of
having to estimate higher order moments of the joint parameters dis-

tribution, and higher order partial derivatives. At this point, it
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becomes more advantageous to split the large nonhomogeneous group into
several smaller groups with less parameter spread, and carry out the

computations for each group separately.
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6. SIMULATION RESULTS

6.1 Introduction

In Section 5 we develop the coupled Fokker-Planck equations (CFPE) model
to describe the aggregate behavior of a large number of loads. This model is
novel in the literature, especially in the power system area, although equa-
tions of a similar type have been obtained in studying nerve systems
(45-49]. We have also analyzed an approximate version of this model and
gained much insight about the steady state behavior. Unfortunately, our
analysis does not apply to the more general time-varying case, or for large
excursions of the system outside its normal steady state as in the case for a
power outage of long duration. Therefore, in general one has to resort to
numerical simulations.

In this section, results of a numerical study of the CFPE model are
given. The dynamics of homogeneous, nonhomogeneous and completely general
groups of devices are investigated. This particular scenario chosen is cold
load pickup [50]. The expected dynamics of the ftaction#l (or per unit)
demand in a group of devices following a temporary interruption of power
supply 1is considered. All simulations are based on a "completely implicit
difference scheme™ developed in ([25]. 1In selecting the data fof the runs,
effort was made to retain possible "on"/"off" switching time con-
stants (; and 1'). However, the data is entirely fictitious and was mainly
designed for the purpose of illustrating the dynamics of the CFPE model.
Three groups of figures can be distinguished corresponding to properties of
homogeneous, nonhomogeneous and general groups respectively. Data for each of

the runs are given below.
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6.2 Simulation of Homogeneous Groups

The sensitivity of the post outage dynamics of an homogeneous group to
changes in noise variance, average heating rate, and outage duration was
studied by starting from base case values and observing the effect of a change
in one parameter at a time.

In the notation of equation (3.7), base case data was as follows:

A= 1,1 deg C ,

*ato | 15
A - ’
x—
rulle 35

%= .01774 (deg C mn) ! ,

B'=—Z—= .3 (mn) " . (6.1)

T~T =5qm, (6.2)

i.e. the average duration of the "on" time is approximately egual to that of
the "off" time and they are both in the neighborhood of five minutes.
Figures 6-1 and 6-2 demonstrate the effect of a change in nolse variance

for four different values of outage duration. Figures 6-3 and 6-4 demonstrate
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Dependence of Cold Load Pickup Dynamics on Normalized
Noise Variance Parameters d. Outage Durations: (a) 1 mn,
(b) 2mns. Values of E;}n (mn) 172 are: (1) o= .1, (2) @
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(a) 5mns, (b) 30 _mns. Values of o0 in (mn) ~ 2 are:
(1) o= .1, (2) ¢ = .3, (3) o= .5, (4) o =1.0. All
other parameters are as in base case. The horizontal

axis corresponds to time in minutes.

60



61
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Fig. 6-3. Dependence of Cold Load Pickup Dynamics on the Heating
Rate Parameter R for an Outage Duration of 30 mn. Values
RA™! in (mn)~1 are .3, .344, .4 and .5 for responses (1),
{2), (3), and (4) respectively. All other parameters are
as in base case.
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Fig. 6-4. Dependence of Cold load Pickup Dynamics on Outage Duration.

Outage durations are 2, 5, 10, 20, 30 and 50 mns respectively.
All other parameters are as in base case.
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the effect of changes in the average heating rate and outage duration respec-

tively.

6.3 Simulation of Nonhomogeneous Groups

Here, the effect of some parameter variance within the group was assessed
by simulating with the mean data as well as two "neighboring” sets of data,
and using this information to evaluate the sensitivity coefficients in (5.105)
numer ically. Subsequently (5.105) was used to generate post-outage dynamics
in the nonhomogenenous group for various levels of parameter variance. Only
the effect of one parameter, namely thermostat set point x_, was considered.
The average data was identical to (6.1) except for 0 = .2 (mn)—1/2. The

results are summarized in Figure 6-5.

6.4 Simulation of General Groups

In this set of runs, the dynamics of a general group were simulated by
assuming that, at the outset, it has been broken up into its constitutive
homogeneous groups and, subsequently obtaining aggregate dynamics by super-
position of the individual dynamics for each homogeneous subgroup.

The general group that was studied was assumed to be made up of sixteen

homogeneous groups. Data for the homogeneous groups was as follows:

A= 1.1 deg C ,

xa(t) = 15 f:
A - ’ A

= 35 ,

2 = .01774 (deg C o)1,
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T = oj (mn)_1/2 . (6.3)

for i = 1,...,4, and j = 1,...,4, where in (6.3):

.35 .1

- _ 1.4 - _1-3
R = [ri] .5 , and v = [oj] 5 (6.4)

.6 .8

The nominal size of the heating element was assumed to be identical for all
devices. Several parameter distributions were studied. Each parameter dis-
tribution was characterized by a set of weights, Wigr such that:
R -—
Pr[[K=r.]n(0=0.)]=w.. (6.5)
for i = 1,...,4, and j = 1,...,4, where in (6.5):

W= [wij] is a given 4 x 4 matrix of weights.

The following values of W were used:

11 11

R EE R
LN Y3 ETE BT B (6.6)

11 11

1 3 3 1

1 |3 9 9 3
Yo%t |3 9 9 3 (6.7)

13 3 1
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9 3 3 1
1 |9 3 3 1
%382 le 3 3 1 (6.8)
9 3 3 1
Finally, global dynamics were obtained using:
- § % -
m(t) = w.. m..(t) (6.9)
i=1 49=1 1 Y

where in (6.9)'Eij(t) denotes the aggregate functional state with parameters

£ and oj. The results are summarized in Figure 6-6.

6.5 Interpretations of the Results

The following groups of remarks can be made:
(a) From Figures 6-1 and 6-2 it appears that:

- The noise variancg parameter 0 is crucial in shaping the dynami-
cal response of homogeneous groups. Therefore, ignoring this
parameter completely, as is the case for the Ihara/Schweppe
model, can result in serious error.

- As the noise variance parameter increéses there is a simultaneocus
decrease in post-outage dynamical fluctuations. The system
reaches its steady-state faster. 0 acts like a damping factor.
This is to be expected since an increase in system noise promotes
an increase in the diversity of the system. This inérease in
diversity in turn tends to oppose the decrease in diversity
caused by the power outage, thus yielding a more stable system.

- Unlike its approximate version (5.22)-(5.23) which predicts that
the steady-state connected fraction of devices is independent
of 0, the CFPE model simulator indicates a dependence of the

steady-state on noise variance. However, the dependence is
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Figure 6-6. Effect of Parameter Distribution on Cold Load Pickup
Dynamics for a General Control Group. All values are
as in section 6.4. The duration of the outage is 5 mn.
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apparent only for large values of . This is consistent with the
constant rate approximation wvalidity criterion developed 1in
equations (5.86)-(5.87) as we now show. In the simulations of
figures 6-1 and 6-2, T = 5 mn. Hence for ¢ = 1.0, the per form-
ance criterion in (5.86) yields .82. This means that for o =
1.0, 82% of the steady state "on" density lies outside the ther-
mostat dead band, thus invalidating the constant rates approxima-
tion.
From figures 6-3 through 6-4, we have respectively the predictable
results that as the average heating rate increases, the steady state
fraction of devices in the "on"™ state decreases (mainly because a
device spends on the average less time in the "on" state) and as the
outage duration increases the fraction of devices in the "on" state
after the recovery increases, as well as the duration of the restor-
ation period.
From Fig. 6-5, it appears that post-outage dynamic fluctuations for
a nonhomogeneous group decrease as the parameter variance within the
group increases. As argued in (a), this effect can be understood by
remarking that an increase in parameter variance results in an
increase in the diversity of the system.
From Fig. 6-6, it appears that the parameter distribution within a
general group can alter significantly the restoration dynamics
following a power outage. Uniform and centered triangular parameter

distributions yield smooth dynamics for our example.
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7. DATA REQUIREMENTS AND MODEL VALIDATION

7.1 Data Requirements and Parameter Estimation

The load modeling methodology developed would be useless if the param-
eters needed for the model cannot be estimated. The data requirements for a
physically based load modeling methodlogy are higher than those for an identi-
fication based modeling methodology. In the following we discuss ways of
estimating the necessary parameters with respect to the space heating example.

As a first step, we need to classify the loads into groups with similar
characteristics. For this, the composition of the loads in the service area
of interest is needed. Many utilities have conducted load research for their
systems. As this data base becomes more established, the classification
problem is likely to become more feasible.

Once we have the devices in a homogeneous group, we can then estimate the
parameters needed in the aggregate model, Consider first the constant heat
rate approximation for space heating.

The significant parameters in the approximate model are normalized heat
gain rate r, heat loss ¢, and noise variance ¢ for an individual dwelling.
The gathering of such data for a significant sample of houses eventually
allows the division of the sector into homogeneous groups as defined in Sec-
tion 4., It is only then that the methods of Section 5 can be applied. Here,

we recall the definition of the parameters of interest:

r=x- [average value of r1(X,t)] (7.1)

al
1
|-

* [average value of ro(k,t)] (7.2)
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B’=-Z— (7.3)

where in (7.1)-(7.2):
r1(A,t) = R-a(A - xa(t)) (7.4)
ro(k.t) = a(A - x_(t)) ©(7.5)

Recall that A is the width of the thermostat dead band.

X
[t £, (A,t)r, (A,t)d)

T = = = R-a(E (A,t) - x (v)) (7.6)
M e ounax
~e
£ £ (A,t)r_(A,t)dA

<A = = a(E (A,t) - x (t)) (7.7)

)f( £ (A, t) e (A,t)dA

where E1(A,t) and Eo(k,t) are expected mean temperatures in the "on" and "off"
states respectively at time ¢t. et T = [t1,t2] be the time interval over
which the load model is to be used. Throughout Sections 5.2.2-5.2.3, the
quantities in (7.6)-(7.7) have been considered constant. This means in effect
the following:

{i) The noise variance 0 and the ambient temperature xa(t) cannot vary

significantly over T.
(ii) The expectations in (7.6)-(7.7) can be considered constant over T.

In order to make (1i) possible, it will be assumed that the system starts in

its steady-state and is not significantly removed from it during T. These
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assumptions are made in addition to the dead band confinement asssumption
discussed in Section 5.2.3. Clearly, the totality of the assumptions limits
the applicability of the 1linearized model. However, if (i) and (ii) are
verified, an algebraic estimation of G, L, c is possible from a record of the
"on"/"of£" cycling of the thermostat during the time interval of interest. To

show this, first define the following:

T sample mean of "on" durations
T': sample mean of "off" durations
2 : "ow .
gq: sample variance of "on" durations
2

Gt sample variance of "off" durations.

The probability densities of the "on" and "off" durations can be shown to be

first passage time densities for (3.7) to go from x_ to x, and from x, to x_.

The theoretical means of these passage times are given by T and c
—2 —2
: . . . g .
respectively. The theoretical variances are given by-%i and::s respectively.
r c

Therefore, we have the estimates:

T =4
r=q (7.8)
- _ 1
¢ = (7.9)
—2 _ 1,32 3 2
o == (e +1707) (7.10)

Clearly, the answers obtained will be a function of weather and time of
the day. Thus a table of coefficients as a function of weather and time would
have to be set up for use under any conditions. Finally, it is believed that
this same method can be extended for the estimation of the parameters in the

more general (and in fact more widely applicable) temperature inhomogeneous

model of equation (3.7).
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7.2 Model Vvalidation

The emphasis of our research has been in the development of the load
modeling methodology. Therefore, we have not conducted data collections to
estimate the parameters or field tests to validate the models. We have dis-
cussed how parameters can be estimated from data in Section 7.1. In the
following we briefly describe ways of validating the model and fine tuning its
parameters.

One way is to conduct a detailed simulation model of all the loads under
consideration. Simulation results using this model can then be used to com-
pare with the results predicted by the aggregate model. The advantage of this
approach is that all kinds of tests can be carried out to evaluate the model
in different regimes of operation. Another possibility is to conduct actual
field tests. If a homogeneous group can be isolated for testing, the valida-
tion method is gquite straightforward. If one has to test the model at a
higher level where networks of many groups are involved, more sophisticated
techniques would have to be developed to include the effects of the network,

etc. In particular, the loss in the network may have to be considered.
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8. CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

We have developed a methodology for synthesizing the electric power
system load starting from the elementary device models. The methodlogy goes
through a hierarchy of models and terminates when the desired 1level is
reached. At each level the four steps used are: modeling of primitive com-
ponents, classification of components, aggregation and model validation. The
emphasis of our research has been the modeling of the elementary component
loads and the aggregation of the functional models to obtain the load demand
models.

Compared to other work in physically based load modeling, our approach
has the following characteristics: precise modeling of the decision processes
which generate the elementary component demands and statistical aggregation of
these demand processes. The former is accomplished through decomposition of
the elementary model into a functional model and an electrical device model.
The functional model is modeled by means of a stochastic hybrid state system
to represent the actual process which generates the "on" or "off" status of
the device. The continuous state corresponds to the state of the energy
storage such as temperature and the discrete state corresponds to the actual
functional state. Noise is assumed to be present. We believe that this model
is a better representation of what actually goes on at the component level.

Statistical aggregation of these elementary functional models is accom-
plished by using some results in the theory of stochastic processes., For the
class of loads studied the resulting load model is given by a system of
coupled ordinary and partial differential equations. These equations have
very nice interpretations. The partial differential equations describe the

dynamics of the population of loads which may be on or off. The ordinary

differential equation gives the total fraction of loads which are on.
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The model is applied to the cold load pickup problem where the effect of
a service interruption on the demand dynamics is investigated. A simplifica-
tion model for the space heating of a house, similar to those used in [29] and
[37] are assﬁmed. The simulation results illustrated the computational feasi-
bility of the model and how it can be used for operational and planning
studies.

In our view this work contains some basic results needed for statistical
physically based load modeling. Some additional areas which ought to be
investigated to make the methodology practical are:

1. Test and evalution of the aggregate model on real data.

We have concentrated on the theoretical development of the.aggregation
techniques in our research and thus the résultiné model has not been tested on
real data. Field tests are absolutely necessary to validate the assumptions
made in the canonical model as well as the aggregation scheme. Furﬁhermore,
we can also gain more insight on the actual data requirements as well as the
sensitivity to parameter variations.

2. Development of aggregate models for other types of loads.

In our research we have developed an aggregate model for weakly driven
functional models to demonstrate the feasibility of the approadh. A highly
simplified model for space heating has beén chosen. One can consider more
complicated models with higher dimensions to model the house. We believe the
aggregate model will be structurally similar except for more complicated
boundary conditions. Strongly driven functional models used to model the
demand of water heaters can also be coﬁsidered. The resulting aggregate
models will probably be similar, although some further research on the theory

of stochastic processes is needed.
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3. Development of load management strategies.

The models developed are particulary suitable for evaluating various load
management strategies, either for actual implementation or for planning pur-
poses. This is particularly the case if some optimization schemes are to be
used. An analytic model of the type developed may provide more guidance in

this case than a purely simulation based model.
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APPENDIX A.

FUNCTIONAL MODEL FOR ELECTRIC WATER HEATER

79

. In this appendix, we consider a simplified model of a single element

electric water heater.

tions but our model is sufficient for the intended use in this study.

Let the following quantities be defined:

v(t):
X (t) =
C:

xX(t):
Xq:

Vh(t):
vc(t):
a:

xa(t):
p(t):
m(t):

b(t):

hot water demand at time t (vol./sec.)
inlet water temperature

tank thermal capacity

tank water temperature at time t
desired water outlet temperature

hot water removed at temperature x(t) (vol./sec.)
cold water mixed with vd(t) (vol./sec.)
heat loss constant

ambient temperature

power supplied by the heater element
functional state of the heater

load management variable (1 when on, 0 when off)

From volume balance, we have

v(t) = vh(t) + vc(t)

From heat balance, for small At, we have

Cx(t+4t) = Cx(t) - a(x(t) - xa(t))At - vh(t)(x(t) - xi(t))At

A complete model will involve more differential equa-

(A.1)



+ p(t)m(t)At

C(x (t+At) - x(t)) = -a(x(t) - xa(t))At - vh(t)(x(t) - xi(t))At

+ y(t)ym(t) At

Dividing by At and letting At approach 0, we obtain

dx(t)

¢ dat

= —ax(t) - x_(£) - v, () (x(t) = x, (£))

+ y(t)m(t)
But
vh(t)x(t) + vc(t)xi(t) = v(t)xd
and
vh(t)xi(t) + vc(t)xi(t) = v(t)xi(t)
Thus

v (E) (X (€)= x,(£)) = v(E) (xy = %, (£))

Substituting into equation (A.3), the equation becomes

dx(t)

¢ dt

= —a(x(t) - xa(t)) - V(t)(xd - xi(t)) + p(tim(t)

80

(A.2)

(A.2)

(A.3)

(A.4)

(A.5)

(A.6)

(A7)
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APPENDIX B

THE AGGREGATION PROBLEM: FORMULATION AND SOLUTION

We provide two separate proofs: a heuristic derivation of equation (5.8)
and a more formal proof for the coupled partial differential equations and the
boundary conditions.

B.1 Deviation of Equation (5.8)

The following "hybrid" probability densities will be needed in the sub-

sequent developments:

f:(k,t)dk = Pr[ (X < x(t) € A+ dA)Im(t) = 1] (B.1)
fg(x,t)dx = Pc[ (A < x(t) € X + dA)Im(t) = 0] (B.2)
£,(A,t)d) = Pr[ (A < x(t) € A + A\ n(m(t) = 1)] (B.3)

£ (A,t)ax Pr[ (A < x(t) € A + dX) n (m(t)

0)] (B.4)

We need_to study the following problem:

Givenlﬁ(t), f1(A,t), fo(A,t) at time t, express if possible E}t + 6t) in
terms of the above mentioned quantities when 6t is a small time increment.

Let n,(t) be the total number of electric space heaters in.the "on" state
at time t. Also, for the "on" population of space heaters, let:

n,(t)
S, (t,8t) = ) m, (t + 8t) (B.5)
1 i=1 i

Finally let:
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p1(t,6t) = probability that an individual space heater remains in the
"on" state at time t + 6t, given that it was in the "on"
state at time t.

q,(t,88) = 1 - py(t,8t).

S1(t,6t) corresponds to the summation of n1(t) identically distributed inde-
pendent Bernoulli random variables with p1(t,6t) as probability of success and
q1(t,6t) as probability of failure. For n1(t) "large enough," the central

limit theorem [43] yields:
8, (t,8t) ~ n1(t)p1(t.6t) + G(0,n, (t)p,(t,8t)q, (t,0¢)) (B.6)

where in (B.6) ~ indicates convergence in distribution and G(«,B) denotes a

Gaussian random variable with mean a and variance B. Similarly define:

no(t)
S, (t,8t) = iz1 m (t + 8t) (B.7)

where no(t) is the number of space haters in the "off" state at time t. Also,

let:
po(t,ét) = probability that an individual space heater remains in the
"off" state at time t + St, given that it was in the "off"
state at time t.
8t) = - St) .
qo(t' t) 1 Po(tl )

It can be shown that for no(t) "large enough®:

so(t,ét) ~ no(t)qo(t,ﬁt) + G(o,no(t)po(t,ét)qo(t,ét)) (B.8)

(B.6) and (B.8) yield using the independence assumption:
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- ~ - § §
n1(t + 6t) n1(t) nl(t)q1(t, t) + no(t)qo(t, t)
+ G[o,n1(t)pl(t.ﬁt)ql(t.ﬁt)
+ no(t)Po(t,Gt)qo(toGt)] (B.9)
Dividing equation (B.9) by n yields for n "large enough":
m(t + 6t) - m(t) = JE(t)qI(t,at) + (1 -'ﬁ(t))qo(t,ét) (B.10)

Furthermore, dividing equation (B.10) by 6t and considering limits as 6t goes

to zero yields:

m lim 1
t+0 6t q1

lim 1

dm _ e L
T A t+0 It

(t,8t) + (1 - m(t)) 5 qo(t,Gt) (B.11)

The limits in (B.11) can be evaluated as follows:

1im 4 (8000 Lin 1o roceny >
§t+0 St~ St»0 ot X X,

for t'e[t,t + 8t]im(t) = 1]

lim 1

= stap T Px(B) - a(x(t") - x_(t'))(t'-t)

+ v(t') - v(t) » x_for t'eft,t+dt]Im(t) = 1] (B.12)
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where equation (3.7) has been used. However as 0t*0, Ov(t) is of the order
of o/0t. Therefore, in the difference Sv(t) and a(x(t) - xa(t))ﬁt, the latter
term can be neglected, in which case (B.12) reads:

lim 1 lim 1

St+0 St q1(t,5t) = St+0 St Pr[x(t) tvit') - v(r) 2 X,

for t'eft,t+8t] Im(t) = 1]

lim 1

= 2 §t+0 OC [Pr[x(t) + Sv(t) > x+]|m(t) = 11 (B.13)

P P

where in (B.13) Desire Andre 's reflection principle [51] has been used.

(B.9) and the law of total probability yield:

lim 1 . lim1 7 e c :
seap BT Iq(E008) = 2 5 Lo 5 £ [F1(x+,t) - F1(x+-u,t)Jf5v(u)du

(B.14)

where F?(X,t) is the distribution function associated with ff(k,t) and fdv(u)

is the probability density of dv(t), i.e.:

2
u

2
1 206t
fi,(0) = ——e (B.15)

2n6t ©

Assuming fi(k,t) is twice differentiable, a Taylor series expansion of F?(x+-

u,t) in the neighborhood (left) of X, yields:

C
w af
lim 1 _ lim 1 c _ 4 1 2
str0 3T 49 (8r08) = 2 5L 0 TT £ (£, 000 - 5 = (x B0
1 azfi 3
te 5 (n(u),t)u ]fsv(u)du (B.16)

Ix



where x,-u < n(u) < x

+ +°

C _ -
£ £(x ,t)u £, (u)du = 0(8t)

lim 1 _
§t+0 6t

Using (B.15) it is possible to show that:

1/2
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(B.17)

The 1limit in (B.16) represents the rate of decrease of F?(x+,t) at time t.

Now, the limit in (B.17) is infinite. This means that if f?(x+,t) is nonzero

for a finite time §t, Fﬁ(x+,t) would decrease by an infinite amount which is

impossible (F?(x+,t) is a probability). This means:

(B.15), (B.16) and (B.18) yield:

8 C
1im 1Y g oy -
§t»0 ~ Ot S 2 x Kyt

Similar arguments yield the following equations:

c
fo(x_,t) 0 ¥t

q (ts8t) afC

lim 2 o
% (x_,t)

1
§t+0 St =3¢

(B.11), (B.19) and (B.21) yield:

dm @ o?
m _ — L _ g __©°
S = (G 5 xet) + O (G- 5

Finally, if we note that:

(B.18)

(B.19)

(B.20)

(B.21)

(B.22)
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£,(x,t) = f‘;(x,t)'rﬁ(t) (B.23)
-— c _—
£ (x,t) = £ (x,8) (1 - m(t)) (B.24)
Then (B.22) yields:
— 2 Of 2 Of
dm ] 1 g o
a T2 W Bt o oY (8-2%)

Equation (B.25) clearly indicates that by solving for the dynamics of the time

functions ;;— (x,,t) and ;;9 (x_,t) the evolution of the aggregate functional

state m(t) can be determined. This will be the object of Appendix B.2.
Finally, in light of equations (B.11), (B.19) and (B.21), the terms in

the right-hand side of (B.25) can be interpreted as being the average fraction
2 of

of devices that switch from "off" to "on" C%— '522 (x_,t)) minus the average
2 9df
fraction of devices that switch from "on" to "off" (- %— -3;9 (x+,t)] per

unit time at time t.

B.2 Ensemble Analysis: The Coupled Fokker-Planck Bquations (CFPE) Model

Here, a formal analysis of the dynamics of E, (m; (t)) is undertaken.

Equation (5.7) is repeated below for convenience:

m(t) = Ew(mi(t)) (B.26)

We have:

Ew(mi(t)) = 1.Pr(mi(t) = 1) + O.Pr(mi(t) = 0) (B.27)

but
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X

+
Pr(m,(t) = 1) = [ E£_(A,t)dA (B.28)
i o
(B.26)-(B.28) yield:
Xy
mt) = | £, (,t)dh = F (x ,t) (B.29)

-0

where F1(A,t) represents the distribution function associated with f1(A,t).
Equations (B.25) and (B.29) represent two alternative ways of comput-
ing m(t). At the end of this appendix their mutual consistency will be estab-
lished. |

As in the original derivation of the Fokker-Planck or forward Kolmogorov
equation for Markov diffusion processes by Kolmogorov [52] and reported in
[53], our proof starts from the Chapman-Kolmogorov equations [53]. For this

particular hybrid state system, the Chapman-Kolmogorov equations can be modi-

fied as follows:

1 4o
fij(A',t',A,t) = Eo _i £ k(A',t',z,r)fkj(z,r,x,t)dz
for i=0,1 , §=0,1 and any T £(t’',t) (B.30)

and where transition probability density functions:

fij(l',t',l,t)dl = Pr(A < x(t) € A + dX) n (m(t) = I

x(t') = A',m(t") = i] (B.31)

for i=0,1 , j = 0,1 have been introduced. Also, defining:
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f?(k) = £,(4,0) (B.32)
£2(A) = £ (A,0) (B.33)
o T Tt .
We can write:
1 4o o
£, (t) = kEO _i Es AT00, A, E (A1) ax! (B. 34)

for i=0,1.

The derivations to follow are divided in two parts, A and B. 1In part A,
we derive equation (5.9) only for f1(A,t) and on the interval (x_,x,], i.e. in
region b of Fig. 5-2. The partial differential equations satisfied by f1(A,t)
in region a, and by fO(A,t) (equation 5.10) in regions b and ¢ of Fig 5-2 can
be obtained using an exactly analogous procedure. 1In part B, we show that the
boundary conditions (5.11)-(5.16) hold.

A. Derivation of Equation (5.9) on the Interval (x_,x ]:

Let € be an arbitrarily small positive number. Also, let R(A) be an
arbitrarily non-negative continuous function such that: R(A) = 0
for A < x_ + € and A 5 X 4 and the function is three times differentiable and
vanishes together with its first three derivatives at x + ¢ and X,. In the
following, it is assumed that all the needed partial derivatives exist and are
continuous in the interval of interest. It is also assumed that sufficient
conditions (such as those dictated by Lebesgue's dominated convergence theorem

[54]1) are satisfied to allow interchange of orders of integration and differ-

entiation whenever applicable. For h > 0:



X 1 ' - 1 '
1im + f‘“(l st ,A,t+h) f,”(l SEV,A,E)
h>0 X +£ h

R(A)dA

X, .
= [ == £, (A", t',A,t+h)R(A)4A\
at 11
X_+€
Using (B.30), and setting i=j=1, we have:

40
£, A, t+h) = £tz ) £ (2,80, t+h) Az
-0

o0 .
+ _i Elo etz ) E (2,t,A t+h)dz

Correspondingly,

/ L £, 008" A, t)R(N) X
_ lim 1 T e
= =[f / £,z 0) £ (2, A, t+h) R(X) dzdA
X -0

- [ £, R(DAN]
X +€

400
/ Elo " vt 2, )£ L (2,8, ), t+h) R(X) dzA)
-0

Now, define:

89

(B.35)

(B.36)

(B.37)
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T?{t'= inf{ (t'-t)x(t') = A',m(t")=11x(t) = A,m(t) = 1} (B. 38)

: A . . . .
for any A,A', i.e. T is the first passage time random variable [55] from

14
1t
hybrid state [1] at time t to hybrid state [1,).

Then clearly for h infinitesimal:

g +o X_,X_+€
i J £oA "t ez, ) £ (2,8,),t+h) dzd) < pr[111t < h
X_+E ~o
< Pr[sup x(t') > x + €, m(t') =1
for t'e[t,t+h]l |l (m(t) = 1) n (x(t) = x_)]
< Prf(Rra(x_ - x_(t)) (t'~t)
+ v(t') - v(t) > €, for t'e(t,t+h)] (B. 39)

where equation (3.7) has been used. However, as argued in Appendix B.1,
as h+0, Sv(t) is of the order of ovh. Therefore, in the difference of dv(t)

and (R - a(x_ - xa(t)))h, the latter term can be neglected. (B.39) yields:

x +
[* [ £, etz t) £, (28,0, t4h) dzdh < Prlv(e’) - v(b)
X -0

> € for t'elt,t+h]] < 2 Pr{dv(t) > €] (B. 40)
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L4 4 4

where 1in the above, Desire Andre's reflection principle has been used.

Consequently:
lim 1 e
0 < ot [ ] Elo ' et 2/t E ) (2,8,),t+h)dz R(A)dA
lim 2
< h0 F-Pr[Gv(t) P e:]R.max (B.41)

where Rmax is the minimum of R(A) over the interval. Due to the almost sure
continuity of sample paths of Brownian motion, [51], the limit in (B.41) must

be zero. Now:

11 1 x+ 40
M [ [ £, (A\',t',z,t)E, (z,t,A,t+h)R(})dzd)
h+0 h 1 11
lim 1 2 x+
= — L} [}
b0 b _i ] {e f11(A Pt'ez,t) £, (2,t,4,t+h) R(A) dAdz
lim 1 77 “ ' '
= a0 E'_i ] {e £ 2T M) E (A t,2,t4h) R(2) dzd)
lim 1 = +°
= 0 F'_i £ (At At) _i £,, (At z,t+h) R(2) dzdA (B.42)
And:
lim 1 x+ +2
h.>0 F [x {e -‘{ f-l-l(A.'t'lzlt)f.l-l(zltlxlt"'h)R(A)dZdA
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X

+
J f11(x',t',x,t)R(x)dx]
x_+e
lim 1 ”
= E-[_i f11(x',t',x,t)[_£ f11(x,t,z,t+h)R(z)dz-R(x)]dx] (B.43)

Using a Taylor series expansion for R(z), we have:
1 2
R(Zz) = R(A) + (z-A)R'(A) + —2— (z-A) "R" (})
1 3
+ 5 (273 R'"'(n(A,z) ) (B.44)

where A < n(y,z) < z . Substituting (B.44) in (B.43), (B.37) and recalling

(B.41), we obtain:

3
J Frs f11(x',t',x,t)R(x)dx

w 4

] v l. - '
i £ A AL by _i £,1(Astsz,t4h) (z-A)dz R' (A)

- lim
h+0 _

1+ 1 2
+ E'_£ £,, (At 2,t4h) 5 (z-}) “az R"(})

+
1
*n

g — 8

£, (Art,z,t4h) %—(z-x)3dz R'"'' (n(A,2)) @A (B.45)

From equation (3.7):
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tllf('; % r}o £, (A/t,2,840) (2-1)@z = [-a(A-x_(£)) + Rb(8)] (B.46)
and
lim 1 +}° £.. (A, t,z,t+h) (z-1) 24z = o2 (B.47)
h*oh 2 “11
Also:
(B.48)

1im 1 *7 3
o0 T _i £,,(Ast,z,t+h) (z-2) "dz = 0

In (B.45), it can be shown that the integrand satisfies conditions that

permit the application of Lebesqgue's dominated convergence theorem [54]. 1In

this case, the 1limit operation in (B.45) can be moved past the integral

sign. Using (B.46)-(B.48) one obtains:

X, 3 4+
| 3p £ RN = [ £ (A4t

[(-a(r = x_()) + RB()) R'(X) + R"(A) & Ja (B.49)

Integration by parts (twice) of the right-hand side of (B.49) and recalling

properties of R(A) ylelds:

[ £, A0t

a 1 1
+ 5y [mall=x_(£)) + Rb(E)IE, (A',t',A,t)
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ot 32
- —= £ _(A',t',A,t) JR(MAX = 0 (B.50)
2 2

Since (B.50) is satisfied for any positive R(A) (subject to the constraints

mentioned earlier) and for an arbitarily small €, we conclude that for almost

any A on (x_rx,1:

9

—3? f11(X',t',X,t)

]
oY [—a(X—xa(t)) + Rb(t)]f11(X',t',X,t)

02 32
~— e f (A',E',A,t) =0 (B.51)
2 2 N
9A
Furthermore, starting from the Chapman-Kolmogorov eguation

for f01(k',t',k,t) (equation (B.30)) and using a similar approach one can show

that f01(k',t',x,t) satisfies:

0

'a‘—t' f01 (X' ,t. ,X,t)

a ’ ]
+ gy [Fal-x_(t)) + RB()I£, (A',t'A,t)

02 32
e S E _(A',t',At) =0 (B.52)
2 5,2 o1
Setting t' = 0 in (B.S51)-(B.52) and multiplying both egquations by f?()")

and fg(X') respectively, we obtain after addition:

]
0 [—3? fk1 (A'Iolklt)

[ el V)

k
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+ 3y [Fald-x_(t)) + Bb(t)If , (A",0,A,t)
2 2
g 3 L o 1 ] .
"7 2 £, (A 0,X,t) JE (A7) = 0 (B.53)

Integrating (B.53) from -= to +«, and using (B.33) we have after interchanging

orders of integration and partial differentiation:

of

1 9
30 (Art) + gy [-ald - x_(8)) + Rb(t)If, (A,t)
2 42
g 3
2 52

This completes the derivation of equation (5.9).

B. Boundary Conditions

We discuss only egquations (5.11), (5.12), (5.13), and (5.15). The
remaining boundary conditions follow by analogy. Equation (5.11) has already
been established in B.1 (equations (B.18) and (B.20)). Equation (5.12) fol-
lows from the continuity of f1(k,t) on (-“,x+] and the fact that it must be
integrable on that interval (the inteqral is a probability and is accordingly
finite). Equation (5.13) ‘expresses the continuity ofvf1(k,t) across boundary
X_. Aséumptions of continuity can always be made as long as they do not
generate contradictions. We now proceed to establish equation (5.15). It is
clear that equations (5.9) and (5.10) are mathematically reminiscent of a
diffusion process (in the presence of a gravitational field). 1In what fol-
lows, the analogy is used freely. In Fig. B-1, an infinitesimal strip of
width € on either side of x_ is considered. Let L1(t,e), L2(t,€) ¢ Ly(t),

L4(t) represent respectively:



2( ./6 L3 (t)
A ( ,E o
V4 >
X € |%x x_+e >, A
L. (t)
4
-
—p
b 4 X Y
- +

Figure B-1, Graphical Representation of the Flow of Probability within
a Rectangular Strip of Width 2¢ around x .

26
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- The rate at which probability diffuses from left to right past the

edge at x -€.

- The rate at which probability diffuses from right to left past the

edge at x_+€.

- The rate at which probability diffuses from £1(A,t) to fo(l,t) past

the edge X,.

- The rate at which probability diffuses from fo(l,t) to f1(l,t) past

the edge x_.

Finally A1(t,e) and Az(t,e) are the hatched areas represented in Fig. B-1.

Using equations (B.55), we have:

3 oF,
L1(t,E) = - T€A1(t,€) = - T (x_ - E,t)

= [-a(x_-€ - x_(t)) + Rb(t)]f, (x_-€,t)

2,

g
—2— 3_)\ f1a(x_ - €,t)
where use has been made of:
. . of
1 1
ar e E1a008) = 0T = () =0
Furthermore:
9, 3
W‘ (t,€) =3—t [F1 (X+,t) - F1 (x_ + €,t)]
02 9
= -[-a(x,-x_(t)) + Rb(t)If, (x ,t) + 5= 57 £, (x ,t)

(B.55)
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2,

g
+ [-a(x +€ - xa(t)) + Rb(t)]f1b(x++e,t) -3 37'f1b(x-+e't) (B.56)

Using (5.11) the first term on the right hand side of (B.55) can be dropped

from the expression. Furthermore, from (B.19) we recognize that:

2

] d
L3(t) = - 3 3% f1b(x+,t) (B.57)
Also:
BAz
FI (t,e) = -Lz(t.E) - L3(t) (B.58)
(B.56)-(B.58) yield:
= 02 9 £ +€,t +£€ t))+Rb(t) 1 £ +£ ,t B.59
L, (t,e) =5 5y £, (x_+e,t)-[-a(x_+e-x_(t))+Rb(t)1f, (x +€,t) (B.59)

Let I(t,€) be the rate of probability increase within the rectangular strip in

Fig. B-1, then from probability conservation:

I(t,e) = L,(t,&) + L,(t,e) + L,(t) (B.60)

Also,vrecalling (B.21):

[N

2
g 9
L4(t) = > 3% fob(x_,t) (B.61)

In (B.62), letting € go to zero and using the continuity of f1(k,t) at x_,

(B.55) and (B.59), we obtain:
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lim g” 3 g” 3
erg (E/8) T 0= =97 X Bafxot) * g gy Eipixoe®)
ot 3
+ 2— -3—)-: fob(x-'t) (B.62)
and hence (5.15). This completes the proof of the theorem. ®

Remark 1: The fact that the limit in (B.41) is zero has an important signifi-
cance. It means that for h infinitesimal, the Chapman-Kolmogorov equation in
(B.36) (written from t to t+h) reduces to the ordinary Chapman-Kolmogorov
equation for a one dimensgsional Markov process. This in turn, means that the
various transition probability densities defined in (B.31) behavé "locally”
like transition densities of some one dimensional Markov process. Therefore,
it is no surprise that each of them satisfies individually some Fokker-Planck
equation. In this light, boundary conditions (5.11) can be viewed as standard
for Markov diffusion processes encountering an absorbing boundary.

Remark 2: It is possible to show that (B.29) is consistent with (B.25). We

have:
m(t) = [ £.0,8a + [ £0,t)a
-0 X
i.e.
X X
dn / aj(k t)dr + f -a-f-l(x tyar (B.63)
dt . at ’ x at 14 .

Recalling (5.9), (5.11) and (5.13) one obtains:

g- 3
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using (5.15), (B.64) yields:

g 2 t) (B.65)
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APPENDIX C

COMPUTATION OF TRANSITION MATRIX IN (5.35)

We use a transform technique to compute the state transition matrix in

(5.35)} If Y represents the complex variable in the transformation, we have:

1 Y -1
$(A,s) =L 28 2r (C.1)
T2 ==
g g

where in (C.1), I.'1 {-} represents the inverse Laplace transform operator.

From (C.1):

s =1 { = } (C.2)

Y 8 - 2Yr - 2s 28 Y

52
which yields:
2
¢11()\,S) L-1 [ : YO - 2r
av (Y = 8, (s)) (Y - 8, (s))

-1 B, (s)A 91(5))‘

=07 (s)[8, (s)e - 8 (s)e ] (C.3)

where in (C.3), 9(s), 91(8), 92(5) have already been defined in (5.40)-(5.41)

-1[ 02

(¥ - 8,(8)) (Y - 8,(s))

91(s)l Sz(s)l

“Tis)[e - e ] (C.4)

)
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=1 25
o2y - 8,(8)) (¥ - 8,(s))

¢21 (A,8) = L

8 (8 By (A

28 e 1™ (s) (C.5)

-2 (e

i o |

(A,s) = L 3
o (Y - 8,(s)) (Y - B,(5))

¢22

-1 B,(s)A GZ(S)A
8 (s)[8,(s)e - 8 (s)e ] (C.6)
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SUMMARY

A new model based on the Fokker-Planck equation is proposed to
describe the electric behavior of large aggregates of electric space
heaters or air conditioners. An understanding of the dynamics of
such loads is essential for the construction of effective load man-
agement policies when load management by direct device control is
considered.

The synthesis of the model follows the general philosophy of
physically-based load modeling approaches, where the demand of indi-
vidual components at the user level is modeled first. Subsequently,
these component demands are aggregated to obtain the load at a point
in the system.

The point of departure for the construction of the model is a
recently proposed stochastic hybrid-state model for the demand of
individual devices. The originality of the proposed approach lies in
the method of aggregation which, like the methods of statistical
mechanics from which it is inspired, yields an aggregate model which
is exact in a limiting statistical sense.

The model is a system of coupled ordinary and partial differ-
ential equations (Fokker-Planck). A number of approximate analytical
properties of this system are derived. Thus a better understanding
of its dynamics is achieved. Subseqguently, a more accurate numerical
simulation algorithm is proposed and implemented. With this simula-

tion tool at hand, cold load pickup dynamics are obtained for various

outage durations and various load mixes.




viii -

From a practical standpoint, the results of this research
appear to be promising. At a more theoretical level, the thesis
presents a method (and no such method appears to exist in the litera-
ture) of writing Pokker-Planck equations for a particular hybrid-
state (discrete/continuous) Markovian process. This leads one to
speculate about the possibility of generalizing the results to a

larger class of hybrid-state Markov processes.




CHAPTER I

A REVIEW OF CLASSICAL LOAD MODELING METHODS

1.1 Introduction

Power system load modeling can be said to encompass any acti-
vity aimed at modeling the dynamic behavior of electric loads (viewed
as active and reactive power demands) either as a function of time

(demand models), or of power system voltage and frequency (response

models) .
The vast majority of the work in the electric load modeling
literature for both response and demand modeling is devoted to model

identification based approaches [14]. These approaches are based on

fitting parameters in a predetermined model structure to empirical
load data at the bulk (system or subsystem) level. Until recently,
no effort was aimed at relating explicitly model structures to the
physical composition of the 1load. Hence the selected structures
always appeared to be ad hoc.

Traditional load response models [1-3] have been motivated by
the need for simplicity. Thus some of the selected models have taken
the form of a constant resistance, inductance, capacitance, or a
combination of these [1,2]. The resulting models do not work well
when the power system undergoes large excursions outside its normal
steady state.

A highly successful area of model building has been the con-

struction of load demand models for prediction purposes both in the




short and the long term. Although the models suffer from the same
weakness as the response models (ad hoc nature), their greater suc-
cess is in part owed to the fact that they are selected from a class
of models such as stochastic state-space or ARIMA (Autoregressive
Integrated Moving Average) models known to be sufficiently rich to
fit a large number of physical processes. In section 1.2 we describe
the above model structures in some detail, and briefly survey the

results in the literature.

1.2 Traditional Load Demand Models

If we ignore the refinements due to the introduction of
weather—dependent modeling [4,5], the traditional load demand model-
ing approaches in the literature [5-9,13-18] can be roughly divided
into two kinds: those utilizing a stochastic state space model to
represent the evolu;ion of the load, and those utilizing time-series
or ARIMA models [11]. Usually, the choice of representation dictates
the techniques ;;bsequently involved in the identification of the
models and the on-line updating of their parameters, as well as the
form of the load predictor. 1In what follows, we describe the models,
and discuss the identification and estimation technigues encountered

in the load modeling literature.

Stochastic State-Space Models

If we ignore the possibility of introducing exogenous inputs

(weather variables or others), the model is of the form:

X = A x +

Eer T R v By 1.1



Xk.§£k+!k {(1.2)

where X is the state vector € Rn. Yy is the output vector e Rz
(representing measurements at various stations), ﬁk is in general a
time-varying [nxn] matrix of parameters, and H is an [rxn] constant
output matrix. w and Yy, are independent Gaussian vector processes,

also independent of X 0 and such that:

EIW,] = E[Y,] = 0
E[WW.] = Q 6
L AL PR

T
E[VlV.] -5‘6":., (1.3)

where gk and E‘k are respectively [nxn] and [rxr] positive definite
matrices, and Gk"', is the Kronecker delta.

It is also- assumed that the initial state vector is a Gaussian
random vector independent of Ek' lk' such that E[x(0)] = X,
and E[(x(0) - _:50) (x(0) - 3:_0)'1‘] = 2-0' The modeling approaches either
assume that all parameters (1.1)-(1.2) are entirely known from physi-
cal considerations [6], or that some or all of them are to be esti-
mated [5,7,9]. They either assume that the output measurement is
scalar [5,6], or a vector [7,9] (thus allowing for a more realistic
modeling of the actual load measurement procedure). The model param-
eters can be held constant [6], or allowed to drift slowly as in

[5,7,9]. Finally in [9], the parameters in the covariance matrices

in (1.3) are viewed as stochastic processes.



The chief advantage of representation (1.1)-(1.2) is that,
once the required parameters are identified, it allows the recursive
processing of the incoming measurements for state estimation and or
prediction. The method used is the Kalman filter [10]. Under the
assumptions discussed upon introduction of the model, the output of
the filter is optimal iﬁ the sense of being a minimum variance
unbiased estimate of the state.

If the parameters of the model do not vary, they can be iden-
tified off-line. However, it is desirable to allow the model to be
adaptive, i.e. to change its own parameters as the measurements on
which it was based become outdated. For this purpose, equation (1.1)

can be rewritten as:

X = £(P, ,

X+ Pyr X)) *

Ek (1.5)
where Pp represents the vector of parameters in'ék. Now these param=-

eters can be viewed as a stochastic process [5,8] such that:

+
Zee1 T I

-rlk (1.6)

where n, is a zero mean white Gaussian process with covariance

matrix g?(k). Equation (1.2) can then be rewritten as:

Y, = [E10

X
;—k‘ (1.7)
—k



(1.5)-(1.7) constitute an augmented state dynamic system that could
estimate the parameters and states of (1.1)-(1.2) simultaneously.
However, because of the cross terms between states, it is no longer
linear, and the extended Kalman filter flO] must be used. Because of
its poor convergence properties when the number of parameters is
larger then the number of states, and also because the dimension of
the filtering problem could go up to n(n+1) in the worst case, a two
stage (parameter/state) prediction algorithm is suggested in [7].
This same procedure is applied in [9], except that an additional two
stage estimator is incorporated to estimate the parameters of the
input noise covariance matrices (Qy» _Q:), which themselves are now
viewed as stochastic processes.

Input noise covariance matrices_gk in [6], and_gk, g: in [7]
are viewed as constants. The important problem of estimating these
matrices on line is considered in [6,7].

ARMA Models

ARMA models were first introduced by Box and Jenkins in [11]
where they were studied in depth as a means of fitting a model to
past history time series data.

The models of Box and Jenkins were subsequently generalized by
Kashyap and Rao [12] to the case of vector time series data, i.e.
multiple output systems, and the attending identification problems
were discussed. Generally speaking, in the load modeling literature,
state space approaches [5-9] are prevalent. However, some authors
have preferred time series load models [13-17]. Although most use

scalar time series [8,13-15,17], Mahalanabis [16] introduced load




models using vector time series. We discuss only scalar time series
models.

The basic model introduced by Box and Jenkins is of the form:

) )
X, = o.x, .+ o.u, . (1.8)
N TR

where {xk} is the scalar time series of interest, and {uk} is a
sequence of white Gaussian random variables, with zero mean and var-
iance oi, representing an unmeasurable input. {¢i} and {Si} are
constant parameters.

If no {¢i} are present in (1.8), the model is called a pure
moving average (MA) model. If the {Bj} (3 # 0) are absent, the model
is called a pure autoregressive (AR) model. As clearly seen, (1.8)
is simply a scalar stochastic difference equation.

If the backward shift operator is introduced (Buk = uk_1),

(1.8) can be rew.-.tten as:
¢(B)xk = S(B)uk (1.9)

where ¢(B) and 6(B) are appropriate polynomials in B. Note that one
can easily go from (1.9) to an equivalent state-space formulation
(1.1), where prediction via Kalman filtering can be used.

Model (1.8) can be refined in two ways [11] when the original
time series is a nonstationary process:

(a) Nonperiodic, nonstationarities can sometimes be eliminat-

ed if a high enough degree of differencing is applied to



(b)

the original time series. This is the detrending proce-
dure and should generally eliminate polynomial trends.
For that purpose, define the one step difference

operator V1 such that:

V1xk = xk - xk_1 (1.10)
If 4 is the degree of differencing, (1.9) can now be

rewritten:
¢(B)de = Q(B)u (1.11)
17k k °

(1.11) is called an autoregressive integrated moving
average (ARIMA) model.

After the elimination of nonperiodic nonstationarities,
the time series could still contain periodic nonstation-
arities. This is particularly true for load demand time
series which clearly exhibit daily and weekly periodic
nonstationarities. The periodic trends could be elimi-
nated using a high enough degree of mth step
differencing, where m is the periodicity of interest.

th

For that purpose, define the m step difference

operator Vm such that:

Vx =x -x (1.12)
)




th

If e is the degree of m step differencing, then (1.11)

becomes
)37k, = 6(B)u (1.13)
¢ 1'%k k ° f
However, at this stage, it could be found that the noise
process u, still has periodic correlations. If we now

view u, as the output of a linear filter such that:

lp(Bm)uk = G(Bm)vk (1.14)

where Vi is a white Gaussian noise sequence, w(Bm)
and ©(B ) are polynomials in B (=B"), then (1.13)-(1.14)

yield:

T e(BYY(B )V‘:V‘fx

m
n = 6(B)O(B )vk . (1.15)

k
Multiple periodicities can be modeled likewise.
When the general form (1.15) is used, the models are called

ARIMA multiplicative seasonal models [10]. Galiana et. al. [14],

Keyhani and El-Abiad [13] have used ARMA models. The model param-
eters are estimated using maximum likelihood techniques [14], or via
an estimate of the autocorrelation function of the process [13].
Keyhani et al. [13], further introduced an algorithm for the determi-
nation of the structure (orders) of their model. Singh et. al. [8],

used an AR model, and introduced smoothing techniques (in the sense



of estimation theory) in constructing the 1load predictor.
Mahalanabis et. al. [16], dealt with a vector AR model, and gener-
alized the structure determination algorithm in Keyhani et. al., to a
vector time series.

In [14], the parameters are constant and estimated off line.
In constrast [8,13,16] consider adaptive models. 1In [8] a two stage
(state/parameter) estimation procedure analogous to the one developed
in [7] is proposed. A simple Kalman filter is utilized in [13,16]
for on-line parameter estimation.

Finally, Vemuri et. al. [15] and Hagan and Klein [17] intro-
duce seasonal ARMA scalar models (1.15). Vemuri's model is not
adaptive. At this point it is of interest to note that prediction or
parameter updating (when present) in all of the above methods, except
[15], [17]1, [13], is accomplished via state-space techniques due to
their attractive recursive character. However, Hagan and Klein work
entirely in the framework of ARMA models. The parameters are first
identified off-line via maximum likelihood techniques. They are then
updated on-line using a result in on-line maximum likelihood estima-
tion developed by Gertler et. al. [18]. Finally, prediction |is
accomplished via the technigques developed by Box and Jenkins [11].

In summary, ARIMA models are attractive because of their abi-
lity to model accurately a range of time-series originating in a wide
variety of physical phenomena. In particular, multiple periodicities
can be easily incorporated via multiplicative seasonal models, in
contrast to the situation with stochastic state-space models. How-

ever, at this stage, the predictive and adaptive methods developed
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for state space models appear to be much more attractive, Many
authors [8,13-16] have tried to take advantage of both approaches by
formulating their original model in ARMA form, identifying the param-
eters and subsequently converting the model to its equivalent state
space representation for load prediction [8,13-15], and parameter

updating [8,13,16].

1.3 Towards Physically-Based Load Modeling

The literature study in section 1.2, although brief, is indi-
cative of the high degree to which identification based approaches to
electric load modeling, at least in the area of demand modeling, have
been refined. With the gradual introduction of new concepts in elec-
tric utilities practice however, questions have arisen that high-
lighted the 1limitations of such approaches. This point is now
illustrated in the case of load management.

Load Management can be defined as "the deliberate control or

influencing of the customer load in order to shift the time and
amount of use of electric power and energi‘ [19]. The effort is
directed toward producing a constant demand profile. This is because
the existence of peaks and valleys in the load demand curve results
in increased generation costs and diminished system reliability.
Three methods of load management may be defined: (1) direct
control of specific customer appliances; (2) voluntary load control
by the customer (i.e. the use of economic incentives and disincen-
tives offered through the electric rate structure to encourage volun-
tary changes in customer consumption patterns and appliance mix); and

(3) the use of thermal energy storage on the customer side of the

meter under either utility or customer control.
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Clearly, these three forms of load management require detailed
understanding of the physical composition of the load and of customer
behavior. Neither load physical composition nor customer behavior
are significantly reflected in the load models discussed in section
1.2, This deficiency has prompted research in the synthesis of so
called “physically-based™ load models [20,23-25,29-34].

In the present research, we address the problem of synthesiz-
ing physically-based load models in the evaluation of load management
policies of the first kind (direct control of user appliances).

In load management via direct device control (method 1), the
utility modifies the 1load shape by acting directly on the power
system. Accordingly, with the prior agreement of the users partici-
pating in the load management program, and at appropriate hours of
the day (period of peak demand), service is interrupted intermittent-
ly for a selected class of customer appliances. Favored types of
appliances for this method of load management have traditionally been
electric water heaters, electric space heaters and air condition-
ers, because all of these are associated with some form of energy
storage. The existence of stored energy makes a temporary interrup-
tion of power to the device hardly noticeable by the user. 1In an
uncontrolled power system however, there exists a natural diversity
(i.e. only a fraction of the total number of connected devices is in
the "on" state at any particular time). The application of direct
controls tends to disrupt this natural diversity. Thus, excessive

load management can create undesirable electric demand peaks upon
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restoration of service. Models are needed (and are presented here)
to evaluate this type of effect.

The rest of the thesis is organized as follows: in chapter
II, necessary background in the area of physically-based load model-
ing is presented. In chapter III, we draw on previous work in this
area [29] and the theory of Markovian processes [38,39] to obtain
models of the electric load component of large groups of controlled
electric space heaters or air conditioners as a function of the con-
trol strategy. In chapter IV, some approximate analytical properties
of the models are developed. Finally, in chapters V and VI, the

dynamic behavior of the models is investigated via numerical tech-

niques. Simulation results are presented.
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CHAPTER I1I

BACKGROUND IN PHYSICALLY-BASED LOAD MODELING

2.1 physically-Based Load Modeling

This research fits within tﬁe general area of physically-based
electric load modeling. Grouped under this name are all research
efforts utilizing a constructive approach (stafting from load demand
at the individual user 1level) for the synthesis of particular
components of electric 1loads. Broadly speaking, the literature on
physically-based load models deals either with general methodologies
or with particular load models.

General Methodologies [20,29-34]: Here, a general theoretical

framework for model synthesis is articulated with little focus on the
actual application. We have developed the following general load
model synthesis procedure which serves as a framework unifying the
various model synthesis methodologies in the literature:

{(a) Pirst, a selection criterion is formulated which allows

the identification of components of electric load exhi-
biting similar characteristics.

The similarity could for example, be in the electrical
characteristics of the 1loads (e.g., air conditioners,
water heaters), or in terms of the particular group of
customers utilizing the devices (e.g. residential, com-
mercial, etc.), or any combination of properties.

Components which satisfy the same selection criterion

will be called a group.
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Fig. 2-1. Schematic Representation of General
Load Model Synthesis Procedure
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A general model structure is determined for the electric

demand of any device within a group.

Based on step (b), data is collected for the identifica-

tion of models for elemental load demands within groups.

The elemental models are aggregated to obtain the overall

electric behavior first of a group, then if necessary of
an ensemble of groups.

The model 1is validated by demonstrating its accuracy

either by means of simulation-based method (i.e. compare
the output of the model to a detailed simulation of the
actual load), or by comparison with results from an

actual field experiment.

This general load model synthesis procedure is schematically repre-

sented in

differ in

Fig. 2-1. The various approaches in the literature to date
the following respects:

The selection criterion in (a) is more or less discrimina-
tory.

The models in (b) are simple [29], or highly detailed
[20,30-33] deterministic [20] or probabilistic [29-33].

The aggregation method is either simulation-based [201, or
capitalizes on the statistical properties of the aggregated

models [29-33].

Among general synthesis methodologies, the work of Chong and Debs

[29] is particularly relevant to this research and will be discussed

in detail

in section 2.2.
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Particular Load Models [20,23-25,33-35]: Here, either an

existing load synthesis methodology is applied to solve a particular
load modeling problem, or a load synthesis methodology is created for
a particular problem with no reference fo previous work. The nature
of the models depends strongly on the intended application. Impor-
tant application areas are planning [33-34], load management using an
inverted rate structure [35], and load management using directive
device control [20,23]. An important area of research where modeling
needs are closely related to load managemept method 1 is the cold
load pickup problem [26]. This is the problem of predicting load
behavior following a power outage. Devices associated with energy
storage play an important role in the load dynamics in this problen.

In the literature, electric load models for groups of devices
under load management range from the purely simulation-based [20,23]
to completely analytic models [24,25]. Simulation-based approaches
have the disadvantage of being costly, and do not lend themselves
easily to analysis. On the other hand, the models are more realistic
than purely analytic models because a greater modeling complexity is
allowed.

References [24,25] both present analytic models of aggregate
loads of electric space heaters. They have the common shortcoming of
ignoring noise processes due to customer behavior, a weakness which
is corrected in the modeling procedure of this dissertation.
Furthermore, it will be shown in Chapter IV that our»results incor-

porate [24] as a particular case.
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2.4 The Classification of Chong and Debs

This research builds upon a device model classification pro-
posed by Chong and Debs in [29]. In their work, two models are
associated with every electrical deviée: an electrical response
model and a functional model.

1. The Electrical Response Model: This corresponds to the
portion of the device associated with energy conserva-
tion. For example, the resistance associated with an
electric water heater. Among the inputs to this model are
voltage and fregquency.

2. The Functional Model: This is mainly useful in conjunc-
tion with devices that normally have a discrete number of
modes in which to operate. FPor example, thermostat con-
trolled electric space heaters oscillate between "on" and
"off" modes. Among inputs to this model are weather w(t)
and service demand v(t) (which summarizes the role of the
customers) .

Functional and response models are interrelated as shown in Pigure
2-2. As we proceed to analyze functional models further, it will
become apparent that this response/functional device model decomposi-
tion is tantamount to a model component decomposition into a deter-
ministic subsystem with fast dynamics and a probabilistic subsystem
with slow dynamics. The functional models of devices associated with
energy storage are dynamic. This means that their operating state
m(t) is not a memoryless function of service demand. For example,

there is no fixed relationship at each instant of time between the
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demand for hot water and the functional state ("on"/"off") of a ther-
mostat-controlled water heater.

Among dynamic functional models, Chong and Debs distinguish
two types, weakly-driven and strongly—dfiven, depending on the nature
of service demand v(t). A stochastic hybrid-state model (contin-
uous/discrete) is associated with either case (see Pig. 2-3). The
continuous state represents the energy storage component of the
model. The discrete state m(t) corresponds to the switching mecha-
nism. The two types of dynamic functional models are now discussed.

Weakly-Driven Functional Model. Here, the role of the custo-

mer (i.e. service demand) is indirect in the form of a noise pro-
cess. An example may be found in the cooling or heating system of a
building. To be specific, consider an electric space heating system
with a thermostat-controlled resistive heater. Heat is lost from the
building through the walls, floor, and roof. In addition, heat is
lost when somebody enters and leaves the building and is gained from
human activity. This type of effect can be modeled as noise. A
simplified hybrid-state model is proposed by Chong and Debs for the
group of devices which are weakly driven.

The continuous state x(t) (temperature) is governed by the

first order differential equation:
cax(t) = -a(x(t) - xa(t))dt + dv(t) + P(t)m(t)b(t)dt (2.1)

where

C: is the average thermal capacity of the building
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s is the average loss rate through floors, walls and
ceilings

v(t): is a Weiner process of zero mean and variance param-
eter v

x(t)s is the temperature inside the building

xa(t): is the ambient temperature

P(t): is the rate of heat supply from the resistive element

m(t): is the functional state (1 or 0)

b(t): is a binary variable representing the control applied
by the utility. It is 1 if the device is connected, 0
otherwise,

Division of (2.1) by C yields:
ax(t) = -a[x(t) - xa(t)]dt + dv'(t) + Rm(t)b(t)dt (2.2)

where the definition of a and R is obvious. v'(t) is a Wiener pro-
. -1/2

cess with variance parameter ¢ = vC .

The discrete state m(t) is governed by a thermostat with

temperature setting x_ and x_. Mathematically, for arbitrary small

time increment At:
m{t + At) = m(t) + n[x(t),m(t);x+,x_)

with n defined as
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< x <
0 x_ x+

ﬂ[x,m;x+,x_) - ~-m x > x+ (2.3)

1-m x < x_

Thus (as shown in Fig. 2-3), the functional model is composed of two
interconnected subsystems: a linear part with a continuous state
x(t) whose evolution depends on m(t), and a nonlinear part with dis-
crete state m(t) whose transition depends on x(t). Notice that if
the noise v(t) is absent, then the switching of m(t) between 0 and 1
is periodic. Wwhen noise is present, the cycling of m(t) is no longer
deterministic. This type of cycling is observed in electric heaters
and several other devices.

Strongly-Driven Functional Models. The model structure here

is essentially the same as for the weakly-driven case. However,
service demand is no longer a noise process. Rather, it is a con-
scious demand by the consumer and can be modeled as a jump process,
i.e. a random driving input which is piecewise constant. An example
of this type of functional model can be found in the electric water
heater. The general model for the devices which are strongly driven

is given by:
cx(t) = -a(x(t) - x, (£)) = v(t)(xg = %, (£)) + P(OIm(t)b(t) (2.4)

where the above variables are the water heater analogs of equation
(2.2), and x(t) is again the continuous state (temperature).
In equation (2.4):

v(t): is the hot water demand at time t (vol/sec)
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xi(t): is the inlet water temperature

X4t is the desired water outlet temperature.

For x;(t) constant, (2.4) is similar to (2.1), except that
v(t) is now piecewise constant with random switching times and random
amplitudes. The discrete state m(t) will switch between 1 and 0
according to equation (2.3). Thérmostat-controlled electric space
heaters or air conditioners have dynamic functional models of the
weakly-driven type (equations (2.2)-(2.3)).

In summary, Chong and Debs have developed the device re-
sponse/functional model decomposition and a general (hybrid-state)
representation for dynamic functional models. Within the framework
of the general load synthesis methodology (Fig. 2-1), this represents
the completion of steps (a) and (b).

The hybrid state model of Chong and Debs for weakly~-driven
devices (Equations (2.2)-(2.3)) constitutes the starting point of our
model building endeavor. We use this model as a general representa-
tion for functional models of electric space heaters or air condi-
tioners, and proceed to implement the remaining steps of the load
synthesis methodology in Fig. 2-1. In the next chapter the aggrega-~-
tion problem for this particular class of devices is formulated and
solved. Before undertaking the analysis.of the parameter estimation
problem (step (c) of the methodology) some theoretical results need
to be developed. As a result, questions of parameter estimation are

postponed until chapter 1IV.
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CHAPTER III
THE AGGREGATION PROBLEM: FORMULATION AND SOLUTION

3.1 Exact Formulation of the Aggregation Problem

Steb d of the general load synthesis methodology (Fig. 2-1) is
aggregation. It represents the most difficult step associated with
the methodology and the major part of ocur work will be concerned with
its solution. 1In the following, the aggregation problem for a group
of devices is defined.

Given a collection of devices represented by indices {i}:, the
associated aggregation problem is that of determining the dynamics of
total power demand for that group as a function of time, system
voltage and system frequency. Let Pi(v,f) represent a steady state
response model for the ith device. If as a first approximation
electrical and electromechanical transients for the devices are ne-

glected, one has:

n
P(v,f,t) = § P (v,f)m, (t) (3.1)
i i
i=1
where P(v,f,t) represents the total real power demand for the aggre-

gate. Furthermore, if we define:

(v.£) (3.2)

1 n
Peq(v,f) -— ) P,

i=1

— 1 n
m(t) = — 121 m, (t) (3.3)
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Then (3.1) can be approximately written:
P(v,f,t) = n peq(v,f)i(t) (3.4)

The following can be noted:

- Equation (3.4) is an approximation which improves as the
similarity of the aggregated response models increases.

- If it is desired to account for one type of dynamics (e.g.
electromechanical transients associated with induction
motors running compressors for cooling), Peq(v{f) can be
replaced by Peq(v,f,t) in (3.4) where Peq(v,f,t) represents
dynamics of an "equivalent™ machine.

- Although (3.4) can be modified to account for transients,
the calculation of m(t) need not be affected since any
response model dynamics (electrical or electromechanical)
are usually much faster than functional model dynamics
(thermal). Thus the functional model "sees®™ only the
steady-state of the response model.

Equation (3.4) elucidates the advantages of the Chong-Debs func-
tional/respone model decomposition [29]. This decomposition allows
the separation of the aggregation problem into two decoupled tasks:
response model aggregation (equation 3.2) and functional model aggre-
gation (equation 3.3). The former is a deterministic aggregation
problem and has been treated elsewhere [26-28]. Functional model

aggregation, schematically represented in Fig. 3-1, is a new stochas-
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tic aggregation problem and is our principal interest. The objective
is to determine the dynamics of Ekt) which will be called the aggre-

gate functional state. Physically,'ﬁ(t) represents the function of

devices in the "on"™ state at time t.

]
|+
Il e~38

m, (t)
;4

n —_
mz(t\ igl m, (t) m(t)
y =
’ -f- -

S|
\ B

Fig. 3-1. Schematic Representation of Functional

Model Aggregation.

The solution of the aggregation problem is considered only in
the weakly-driven case (air conditioning and electric space heat-
ing). 1Important difficulties occur at two levels with the strongly-
driven case: the precise modeling of service demand and the mathe-
matics associated with a jump process.

In the following section, the aggregation problem is solved

for the case of a homogeneous control group of weakly-driven

devices. A homogeneous control group is defined as a group of nearly
identical devices with nearly identical functional models and subject

to the same control within a load management program. A reasonable

example of this can be found in a large apartment complex.
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3.2 The Case of a Homogeneous Control Group

Consider the case of a large homogeneous control group of n
weakly-driven devices. Also, for the purpose of this analysis, sup-
pose the devices are electric space heaters. The following “elemen-
tal independenée assumption® (Chong and Debs [29]) is made throughout
this work: conditional on weather information, load demands of in-
dividual devices correspond to independent stochastic processes.
Based on this assumption and using Kolmogorov's strong law of large

numbers [37], it is possible to conclude that for n "large enough:®

m(t) = E (m (t)) V, = 1,...,n (3.6)
where Ew(-) is the expectation operator conditional on weather in-
formation (weather is treated as a known time varying input).
Equation (3.6) is fundamental to this work. First, it is a
process of going from a discrete random variable (m(t)) to a contin-
uous one (E (m;(t))). As such, it can be considered as a diffusion
approximation (by analogy té the process of going from a discrete
random walk to a continuous Brownian motion). Secondly, in the
stochastic processes context, we could view the homogeneoux_s control
group as an approximate, because finite, ensemble realization of the
stochastic process described by equation (2.1). The evolution of the
states from t=0 to t== for any individual electric space heater would
represent a particular sample path of the process. 1In this light,
equation (3.6) can be interpreted as the process of estimating a

statistical property of an ensemble (Ew(mi(t” via a finite sample
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average Gi(t)). In section 3.2.%1, this "physical®™ interpretation of
equation (3.6) is utilized to generate some preliminary results and
gain an intuitive understanding of the dynamics of Ew(mi(t)) by
examining instead the dynamics of' the aggregate functional
state'ﬁlt). Guided by these results, we consider in section 3.2.2 a
formal derivation of the dynamics of Ew(mi(t)). A system of coupled
partial differential equations of parabolic type (Fokker-Planck equa-
tions [38,39]) is obtained. This system of equations together with
equation (3.6) constitute the solution of the aggregation problem in
the homogeneous control group case.

3.2.1 Some Preliminary Results

The following "hybrid®™ probability densities will be needed in

the subsequent developments:

£, £)ah = Pr[ (A < x(£) < A + @A) im(t) = 1] (3.7)
£0(A,t)ah = Br[ (A < x(£) < A + d\)Im(t) = 0] (3.8)
£,0,0)a) = Pr[ (A < x(t) € X+ A\ 0 (m(t) = V] (3.9)
£ O t)a = Pr[ (A < x(t) € X + AA) n (m(t) = 0)] (3.10)

We propose to study the following problem.
Given m(t), f£,(A\,t), £, (A\,t) at time t, express if pos-
sible'ﬁ(t + 6t) in terms of the above mentioned quantities when 6t is

a small time increment.
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Let n,(t) be the total number of electric space heaters in the
"on"™ state at time t. Also, for the "on" population of space
heaters, let:

n1(t)
5, (t,8t) = )) m (t + 6t) (3.11)

i=1
Finélly let:
p1(t,6t) - probability that an individual space heater
remains in the "on" state at time t + &t, given
that it was in the "on™ state at time t.
q,(trﬁt) = 1 -p,(t,0.
S1(t,6t) corresponds to the summation of n, (t) identically distribut-
ed independent Bernoulli random variables with p1(t,6t) probability
of success and q1(t,6t) probability of failure. For n,(t) "large
enough,® the central limit theorem [37] yields:

-

81(t'5t) ~ n1(t)P1(t:5t) + G(O:n1(t)P1(tlﬁt)q1(t'5t)) (3.12)

where in (3.12) ~ indicates convergence in distribution and G(a,B)
denotes a Gaussian random variable with mean a and wvariance 8.
Similarly define:

nO(t)

S (t,6t) = §  (m (t + St) (3.13)
o} i=1 1

where n,(t) is the number of space haters in the "off" state at time

t. Also, let:
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Po(t,Gt) =  probability that an individual space heater
remains in the "off" state at time t + 8t, given
that it was in the "off" state at time t.

It can be shown that for n,(t) "large enough n®:
So(t,Gt) ~ no(t)po(t,dt) + G(O,no(t)po(t,Gt)qo(t,dt)) (3.14)
(3.12) and (3.14) yield using the independence assumption:
n1(t + 8t) - n1(t) ~ —n1(t)q1(t,6t) + no(t)qo(t,dt)
+ G[O,n1(t)pI(t,Gt)q1(t,6t)
+ no(t)po(t,dt)qo(t,ﬁt)] (3.15)
Dividing equation (3.15) by n yields for n "large enough":
m(t + 8t) - m(t) = —E(t)q1 (t,8t) + (1 —E(t))qo(t,st) (3.16)

Purthermore, dividing equation (3.16) by 8t and considering 1limits

as 0t goes to zero yields:

lim l_
t+0 Bt N

lim 1

dn‘— —
dat t+0 ot

= -m(t) s

(t,6t) + (1 - m(t)) 5 a_(t,8t) (3.17)

The limits in (3.17) can be evaluated as followé:
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q, (t,8t)
lim 1 Lim J—-Pr[sup x(t') > x

St+0 8t | 8t+0 ot +

for t'e[t,t + St](m(t) = 1]

lim 1

" st+0 St Pr{sup[x(t') - a(x(t') - x, (£')) (£'-t)

+v(t') - v(t)] > x_ for tle[t,t+st]im(t) = 1] (3.18)
where egquation (2.1) has been used. However as 6t+0, dv(t) is of the

order of oYdt. Therefore, in the difference év(t) and a(x(t) -

xa(t))ﬁt, the latter term can be neglected, in which case (3.18)

reads:
lim 1 lim 1 i
sts0 Bt 99 (Er88) = o 0 7o Prlsup(x(t) + v(t') - v(t)) > x,

for t'e[t,t+St]Im(t) = 1]

lim 1

= 2 5es0 Bt

[Prix(t) + Sv(t) > x 1Im(t) = 1] (3.19)

L4 L4 rd

where in (3.19) Desire Andre ‘s reflection principle [47] has been

used. (3.15) and the law of total probability yield:

lim 1
St+0 6t

lim 1

str0 5t T (E08) = 2

< C C
£ [FJ(x, /) - F (x -u,t) £, (u)du

(3.20)
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where Ff(k,t) is the distribution function associated with f:(l,t)

and va(u) is the probability density of 6v(t), i.e.:

u2

)
£, (0 = _—1 g 206t (3.21)
2nét o

Assuming fi(l,t) is twice differentiable, a Taylor expansion

of F{(x,-u,t) in the neighborhood (left) of x, yields:

lim 1 lim1 21 2
m im (o]
500 BE D (80 = 2 g g ] LB e thu - g 5 (xt0
1 azf: 3
+ € 5 (n(u),t)u ]fcv(u)du (3.22)
ox
where x_-u < n(u) < x,. Using (3.17) it is possible to show that:

lim 1
§t+0 6t

J ff(x+,t)u £, (0)du = o6t) 2+ w (3.23)

o

The limit in (3.22) represents the rate of decrese of F?(x+,t) at
time ¢t. Now, the 1limit in (3.23) 1is infinite. This means that
if fi(x+,t) is nonzero for a finite time 6t, F?(x+,t) would decrease
by an infinite amount which is impossible (F?(x+,t) is a probabili-

1 +'

(3.21), (3.22) and (3.24) yield:
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q1(t,6t) 12 of
S =" 39 35 (Xt (3.25)

c
lim 1
St+0 6t

Similar arguments yield the following equations:

£0(x_,t) =0 ¥t (3.26)
’ c
1im o (Er0Y) =152 9ty x ,t) (3.27)
§t+0 St 2 ax =' :

(3.16), (3.25) and (3.27) yleld:

— 2 3f° 2 af°

Jemw(E o8 x,0) + W (E- =2 (x_,t))  (3.28)

Finally, if we note that:

£,(x,t) = f‘:(x.t)i(t) (3.29)
£ (x,t) = fg(x,t)u - m(t)) (3.30)
Then (3.28) yields:
= o2 Of, 52 O,
at "2 Ix BB 3o (M (3.31)

Equation (3.31) clearly indicates that by solving for the dynamics of
of of

[¢] .
ET (x,,t) and % (x_,t) the evolution of the

aggregate functional state'ﬁit) can be determined. This will be the

the time functions

object of section 3.2.2.
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Finally, in light of equations (3.17), (3.25) and (3.27), the
terms in the right-hand side of (3.31) can be interpreted as being

the average fraction of devices that switch from “off" to

2 of

“on" [L =2 (x ,t)) minus the average fraction of devices that
2 9 - 2 f

switch from “on" to “off" (- -g—— 'a'x_o (x+,t)) per unit time at time

t.

3.2.2 Ensemble Analysis: The Coupled Fokker-Planck Bquations (CFPE)

Model
Here, a formal analysis of the dynamics of E,(m; (t)) is under-

taken. Equation (3.6) is repeated below for convenience:

m(t) = E_(m, (%)) (3.32)
We have:
E (m, (t)) = 1.Pr(m (t) = 1) + 0.Pr(m (t) = 0) (3.33)
but
x+
Prim (t) = 1) = / £,0,t)d) ) (3.34)
(3.32)-(3.34) yield:
m(t) = | £,0,8)d) = F (x ,t) (3.35)

where ‘r“,| (A,t) represents the distribution function associated
with f1 (A,t). Egquations (3.31) and (3.35) represent two alternative

ways of computing E(t). At the end of this section their mutual
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fla 1:1b
—
m(t) / /;
/V / /
A _ >
£ temperature axis
f
ob oc
h
2
»
x_ x+ A

Fig. 3-2. Illustration of Dynamical System. x and x,6 are the lower
and upper edges of thermostat at dead band respectively.
m(t) is the total area under the "on" density at any time.
The arrows represent the direction of temperature drift
(in the case of electric space heating).

(E,
A(tIE) o ( /6 L (t)

2/ "' 3

/// 1/ / /24 =
. Rabaa
X_‘E X_X_+€ x+ by
’
X_ x, )

Fig. 3-3. Graphical Representation of the Flow of Probability within
a Rectangular Strip of Width 2e around x_.
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consistency will be established. The vector stochastic process

x(t)
m(t)

Markov process. Two hybrid state probability densities f1(A,t)

s(t) ¢ [ ) can be regarded as a hybrid-stéte (discrete/continuocus)
and fo(k,t) as defined in section 3.2.1 can be associated with it.
We now establish the following result.
THEOREM 1:

The hybrid state probability densities f1(k,t), fo(A,t) sat-

isfy the following system of coupled Fokker-Planck equations:

af1 3
'S (A,t) = 3}'[(3(X - xa(t)) - b(t)R)f1(A,t)1
2 2
4] e
2 akz 1
in regions a, b of Fig 3-2 and:
3fo 3 o2 a2

in regions b, ¢ of Fig 3-2, subject to the following boundary condi-
tions.

Absorbing Boundaries:

f1b(x+,t) = fob(x_,t) =0 vt>0 (3.38)

Conditions at Infinity:

f1a(-°,t) = foc(+@,t) =0 vt > 0 (3.39)
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Continuity Conditions:

£a(X o) = £, (x_,t) ¥t >0 (3.40)
£ (X, et) = £ _(x,,t) ¥t>0 (3.41)

Probability Conservation:

d 2
- ax E1a(Xet) oy £ (X_st) + g £ (x_,E) Ve D> 0 (3.42)

9 f (x ,t) d

9

W foc®art) 73X fopXert) T X fypixyet) =0 Fe >0 (343
Proof:

As in the original derivation of the Fokker-Planck or forward
Kolmogorov equation for Markov diffusion processes by Kolmogorov [48]
and reported in [38], our proof starts from the Chapman-Kolmogorov
equations [38]. For this particular hybrid state system, the
Chapman-Kolmogorov equations can be modified as follows:

1

)
£t Ae) = ¥ J’fik(x',t',z,r)fkj(z,r,x,t)dz
kmQ —

for i=0,1 , j=0,1 and any T ¢ (t',t) (3.44)

and where transition probability density functions:
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£t A,00a0 = Pri(d < x(t) € A+ dN) n(m(t) = )|
x(t') = A',m(t') = {] (3.45)

for i=0,1 , j = 0,1 have been introduced. Also, defining:

f?(l) = £,(1,0) (3.46)
£2() = £ (1,0) (3.47)
o o'’ *
We can write:
1 4= °
£,00,t) = kZO -i £, (A0 ) (A)ar! (3.48)

for i=0,1.

The derivations to follow are divided in two parts, A and B.
In part A, we derive equation (3.36) only for f1(x,t) and on the
interval (x_,x,], i.e. in region b of Fig. 3-2. The partial differ-
ential equations satisfied by f1(x,t) in region a, and by fo(x,t)
(equation 3.37) in regions b and ¢ of Fig 3-2 can be obtained using
an exactly analogous procedure. In part B, we show that the boundary
conditions (3.38-3.43) hold.

A, Derivation of Equation (3.36) on the Interval (x ,x,]:

Let € be an arbitrarily small positive number. Also, let R{A)
be an arbitrarily non-negative continuous function such that: R(A) =

0 for A < x_+e¢ and A > L and the function is three times differ-
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entiable and vanishes together with its first three derivatives

at x_ + € and x In the following, it is assumed that all the

+l
needed partial derivatives exist and are continuous in the interval
of interest. It is also assumed that sufficient conditions (such as
those dictated by Lebesgue's dominated convergence theorem [49]) are

satisfied to allow interchange of orders of integration and differen-

tiation whenever applicable. For h > 0:

X
lim + f11()\',t',)\,t+h) - f11()\',t',)\,t)
10 = R(A)dx
x_+£
x+ a
= [ = £, (A',t'A,t+h)R(A)dA (3.49)
3t 11
x_+e

Using (3.43), and setting i=j=1, we have:

40
£ (At A,t+h) = [ £ (A',t',z,t)E . (2,t,),t+h)dz
1" . o 1"

Fv-)
+ £t Z ) £, (28,3, t4h)dz (3.50)
-0
Correspondingly,
x+a
J 3% 1 At RN A
X +

40
J £, ('t Z,t) £ (z,t,),t+h) R(X) dzdA
-l



X
+

- ] £ 0 AL HROA]
x_+e

X

lim 1 I

tron

f10(k',t',z,t)fo1(z,t,k,t+h)R(k)dzdk

X +€

Now, define:

T = dng{ (£'-t) s () = A, mlE)=1ix(E) = A,m(t) = 1}

39

(3.51)

(3.52)

A0, . R
for any A,A', i.e. T ;lt is the first passage random variable [40]

from hybrid state [;) to hybrid state ( ) at time t'.

1
Al

Then clearly for h infinitesimal:

% 4w X_,X_+€
] ]
] {e _i £ rt' 2 )£ (2,84, t4h) dzdd < Pe[T 7, < h]

< Pr[(sup x(t') > x_+te
for t'elt,t+h]lli(m(t) = 1) n(x(t) = x_)]
< Pr[sup(R—a(x_ - xa(t))(t'-t)

+v(t') - v(t)) > e, for t' e(t,t+h)]]

(3.53)
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where equation (2.1) has been used. However, and as argued in sec-
tion 3.2.1, ash h*0, 8v(t) is of the order of o/h. Therefore, in the

difference of 8v(t) and (R - a(x_ - Xa(t)))h, the latter term can be

neglected. (3.53) yields:

’f‘-l-
x

40
] £ oM rt' 2z, t)E ) (2,t,),t+n)d2ak < Prsup(v(t') - v(t))
+e -

> t for t'e(t,t+h)] < 2 Pr[dv(t) > €] (3.54)

- L ”»

where in the above, Desire Andre's reflection principle has been

used. Consequently:

400
] £oM et 2, T (2,T,4,t4h)dz R(A)AA
-

lim 2
< 0 E-Pr[dv(t) > €]k (3.55)

K is an upper bound for R(A) on [x_+e,x+]. Due to the almost sure

bontinuity of sample paths of Brownian motion, [47], the limit in

(3.55) must be zero. Now:

lim 1 }
ok o

400
] £, z,t) £, (z,t,),t+h) R(A) dzdA
-l

+

] £, 2,t) £, (2,t,),t+h)R(A) dAdz
-=  x +€

400
glim_1_ f
h+0 h



X,

/ £ ) E (b, z,t+h) R(2z) dza)
X -€

7
&F
= 1
b3

S0
£, At ff11(A,t,z,t+h)R(z)dsz

ik
|
b3

And:
X
+ 4
lim 1 .
heo T [x {e ..{ £ 802, 8) £, (2,t,) ,t+h) R(A) dza)
X
- ] £, z,t)R(2)dz]
x_+e
lim 1 (7 b
= o T [-‘{ f“()",t',}\,t)[-‘{ £,,(0,t,z,t+h) R(z)dz-R(}) ] a)]

Using a Taylor expansion for R(z), we have:

R(z) = R(A) + (2=A)R'()) + %‘(Z-A)ZR'(A)

+ % (z-2)° R'"'(n(r,2))

where X < n(y,z) <€ z . Substituting (3.58) in (3.57),

recalling (3.50), we obtain:

X
+

3
/ 3T F11 A" t" A £)R(N) AN
x_+€

41

(3.56)

(3.57)

(3.58)

(3.51) and
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lim * 1 o
= h+0 __i £, 00N, [;;_i £, (hst,2,840) (z-0)Az n' ()

Py
+%_£ £, (A rt,z,t+h) % (z-)) 2az R* (M)
1 *7 1 3
+5 ] £ 00tz,ten) £ (z-0)%az RV (O, 2)) [ar (3.59)

From eguation (2.1):

1m 1 7
h+0 F_i £, stz t4h) (z-X)dz = [-a(h-x, (t)) + Rb(t)] (3.60)

and
440
lim 1 2 2
h+0 h / £t z,t4h) (2-X) "az = o (3.61)
- -
Also:
440
lim 1 3
hoo b | Fyq(rtezsteh) (z-0)"dz = 0 (3.62)

In (3.59), it can be shown (proof 1, appendix B) that the
integrand satisfies conditions that permit the application of
Lebesqgue's dominated convergence theorem [49]. In this case, the
limit operation in (3.59) can be moved past the integral sign. Using

(3.60-3.62) one obtains:
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x, . o0
J 3p ANt nRMA = [ (£ (T,ET )
x_+E e

| 2
‘ (-a(k - x_(t)) + Rb(t)] R'(}) + R"(A) - ]a) (3.63)

Integration by parts (twice) of the right-hand side of (3.63) and

recalling properties of R(A) yields:

X

T o

f [__f (A',t',2,t)
e at 1

+3- [rax_(6) + RB(OIE, (A',t7 2,0

2 .2
S S f (A',t',l,t)]R(A)d)‘ = ( (3.64)
2 2N
ax
Since (3.64) is satisfied for any positive R(A) (subject to the con-

straints mentioned earlier) and for an arbitarily small e, we con-

clude that for almost any A on (x_,x ]:

3

— ] L

a |
+ o7 [Fal=x_(£)) + RO(B)If, (A%,t,4,t)

02 a2
- — ———— ' = [
> a)‘z f”(l',t rA,t) 0 (3.65)
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Furthermore, starting from the Chapman-Kolmogorov equation

for f01(k',t',k,t) (equation (3.44)) and using a similar approach one

can show that £01(A',t',k,t) satisfies:

9

3t fgr AT et!rAst)

3% [malA-x,_(t)) + Rb(t) 1€, (A',t'2A,t)

2 a2

- %- (A',t',A,t) = 0 (3.66)
3

a2 01
Setting t' = 0 in (3.65)-(3.66) and multiplying both equations

by f?(k') and fg(k') respectively, we obtain after addition:

2 [at Egq (A700/A,8)

_}" [-a(k-xa(t)) + Rb(t)]fk'l (A',0,2,t)

2
- = — £,A0 ) £ (") =0 (3.67)

Integrating (3.67) from == to +°, and using (3.47) we have after

interchanging orders of integration and partial differentiation:

of
3—1 (Art) + 35 [-a(h = x_(£)) + BB(E)IE, (A,t)

(A,t) =0 " (3.68)
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This completes the derivation of equation (3.36).

B. Boundary Conditions

We discuss only equations (3.38), (3.39), (3.40), and
(3.42). The remaining boundary conditions follow by analogy. Egua-
tion (3.38) has already been established in 3.2.1 (equations (3.24)
and (3.26)). Equation (3.39) follows from the continuity of fl(k,t)
on (~w,x+] and the fact that it must be integrable on that interval
(the integral is a probability and is accordingly finite). Equation
(3.40) expresses the continuity of fl(k,t) across boundary x_.
Assumptions of continuity can always be made as long as they do not
generate contradictions. We now proceed to establish equation
(3.42). It is clear that equations (3.36) and (3.37) are mathemati-
cally reminiscent of a diffusion process (in the presence of a
gravitational field). 1In what follows, the analogy is used freely.
In Fig 3-2, an infinitesimal strip of width € on either side of x_ is
considered. Let Ll(t,s), Lz(t,e) . L3(t), L‘(t) represent respec-
tively:

- The rate at which probability diffuses from left to right

past the edge at x_-€.

- The rate at which probability diffuses from right to left

past the edge at x_+t.

- The rate at which probability diffuses from fl(k,t)

to fo(k,t) past the edge x_.
- fThe rate at which probability diffuses from fo(k,t)

to fl(k,t) past the edge x_.
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Finally Ay(t,e) and A,(t,e) are the hatched areas represented in Fig.

3-2. Using equations (3.68), we have:

oF

] 1
L (t,e) = = 37 A (t,8) == (x_ = €,t)

= [-a(x_-s - xa(t)) + Rb(t)]f1a(x_-s,t)

o> 3
-5 i f1a(x_ - €,t) (3.69)

where use has been made of:

of
lim lim _1a
o E1aAe8) =5 T (B = 0

Furthermore:

oA

2 2
T (t,e) = 3{'[F1(x+rt) - F1(x+ + g, t)]

2
o] ]
= -[—a(x+-xa(t)) + Rb(t)]fIb(x+,t) + 7 3% fIb(x+'t)

2
a .
+ [-alx +e = x_(£)) + RO(E)IE, (x +e,8) - o= o= £, (x_+c,8)  (3.70)

Using (3.38) the first term on the right hand side of (3.69) can be

dropped from the expression. PFurthermore, from (3.25) we recognize

that:

g 9
Io3(t) =3 o f1b(x+.t) (3.71)
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Also:

BAZ .
It (t,e) = -Lz(t,e) - L3(t) (3.72)

(3.70)-(3.72) yield:

02

3
Lz(t,e) =2 3 £

2 b(x_+e,t)-[-a(x_+e-xa(t))+Rb(t)]f (x +€,t) (3.73)

1 b+

Let I(t,e) be the rate of probability increase within the rectangular

strip in Fig. 3-2, then from probability conservation:
I(t,c) = L1(t,€) + Lz(t,e) + L‘(t) (3.74)

Also, recalling (3.27):

2

g d
L‘(t) = fob(x_,t) (3.75)

In (3.76), letting € go to zero and using the continuity of f1(A,t)

at x_, (3.69) and (3.73), we obtain:

2 2
lim o] 9 o 9
esp L(ErE) = 0 = = o= ox £a (X st) + 57 33 Ep(x_et)
o® 3
* 7w fop*ort) (3-76)

Hence (3.42). This completes the proof of the theorem. °
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Remark 1: The fact that the limit in (3.55) is zero has an important
significance. It means that for h infinitesimal, the Chapman-
Kolmogorov equation in (3.50) (written from t to t+h) reduces to the
ordinary Chapman-Kolmogorov equation for a one dimensional Markov
process. This in turn, means that the various transition probability
densities defined in (3.45) behave "locally" like transition densi-
ties of some one dimensional Markov process. Therefore, it is no
surprise that they each satisfy individually some Fokker-Planck equa-
tion. In this light, boundary conditions (3.38) can be viewed as
standard for Markov diffusion processes encountering an absorbing
boundary.

Remark 2: It is possible to show that (3.35) is consistent with

(3.31). We have:

X X
: - +
m(t) = | £,00,8)a) + J £,0,0)a
-—r X
i.e.
= ] a——‘— (A, t)dx + f a_'l (A,t)ax (3.77)

Recalling (3.36), (3.38) and (3.40) one obtains:

2 ] 02 ] 02
> f1a(x_,t) Yy f1b(x_,t) + > 3 f1b(x+'t) (3.78)

218
Q

g
B —
2

(=%

Using (3.42), (3.78) yields:
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o 3 ? 3

a8

which is precisely equation (3.35).

3.3 The Case of a Non-Homogeneous Control éroug

The aggregation problem hss been considered only for the case
of a class of devices described by equation (2.1) and where all the
parameters involved were essentially identical. Such a class was
called a homogeneous control group. In reality however, some spread
in the parameters is to be egpected. In fact they can best be
thought of as random variables themselves. How can the effect of
this parametric variability be assessed?

Here, the analysis of section 3.2 is generalized to a group of
devices exhibiting a measure of parameter spread. It is nevertheless
assumed that the devices are still subjected to the same control
within a load management program. Such an aggregate of devices will
be called a homogeneous control group. A perturbation approach is
utilized. Let the potentially important highly variable parameters
be compiled into a vector E= (51,62,...EP)T. £ could contain param-
eters such as thermostat set points, building insulation parameters,
noise variance, weather (as a function of geographical location, not
time). In this more general framework, a more accurate statement of

(3.6) is:

m(t) =E[Elm (t)I5]] (3.80)
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If we denote:
m(t,E) = Elm, (t) 1§) (3.81)

Then the system of equations (3.35)-(3.42), i.e. the CFPE model can
be interpreted as giving E}tng) for a particular choice of §.

Now, assuming that m(t,f) is a smooth function of the param-
eters around their mean value vector 50, and for parameters narrowly

distributed around 50, a second order truncated Taylor series can be

written:
m(t,E) = m(t,E) + Z at (t.a)l = &)
=1
(§ § Lo g g g ]
+ 5 wrar (t.8) (E,~E; )(E.=E. )] (3.82)
1=1 =1 2 3613€j ! ‘5'5 i "i0’*’3 *jo

Furthermore, let:

E[(E-E)(E-E)]-[oj (3.83)
i"’---'p
j=1,...,p
(3.83) yields after taking expected values on both sides:
2_
m(t) = m(t:i ) + § E 2 32233— (t.8) o2, (3.84)

i=1 j=1 5_50
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The following remarks can be made:

- If covariance terms oij (or the associated second partial
derivatives in (3.82)) are sufficiently emall, then it is
reasonable to use the CFPE mddel (egquations 3.35-3.42) with
parameter vector Eo to compute ;]t).

- In case a first order approximation proves insufficient,
then (3.84) is a second order approximation which requires
the estimation of covariances oij as well as the associated
partial derivatives. In Chapter IV, some ideas for the
analytic estimation of these "sensitivity" coefficients
will be discussed. However, a numerical estimation is
always possible.

- As the parameter spread increases, higher order terms have
to be introduced in (3.84). This means in effect the
double penalty of having to estimate higher order moments
of the parameters joint distribution, and higher order
partial derivatives. At this point, it becomes more advan-
tageous to split the large homogeneous group into several
smaller groups with less parameter spread, and carry the
computations for each group separately.

This completes the discussion on the aggregation problem.
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CHAPTER IV
ANALYSIS OF THE CFPE MODEL

4.1 Introduction

The CFPE model is a system of two Fokker-Planck equations
(3.63) and (3.37) coupled through boundary conditions (3.42-3.43).
In the following, the origins and importance of the Fokker-Planck
equation in the literature on stochastic processes are briefly dis-
cussed.

The Fokker—Planck or forward Kolmogorov equation is a partial
differential equation of a type called parabolic. It evolved from a
study of a mathematical model of Brownian motion proposed by Einstein
in 1905. statistical physicists were interested in determining the
average characteristics of the behavior of a high order system (note
the similarity to the aggregation problem) without actually solving
the equations which determine the system.

In the years that followed Einstein's formulation of his
model, a series of works by Smoluchowski, Fokker, Planck, Ornstein,
were devoted to the study of his model and the derivation of the
Fokker—-Planck equations.

The developments in statistical physics stimulated work by
mathematicians in the general area of stochastic processes. The
connection between the Fokker-Planck eguation and the general Markov
diffusion processes (loosely speaking Markov processes with contin-

uous sample paths), was being gradually elucidated. In 1931,
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Kolmogorov [48] presented his forward (Fokker-Planck) and backward
equations for Markov diffusion processes, of which Brownian motion
was an important but nevertheless particular example.

The Fokker-Planck equation represented an indirect way of
studying the evolution of a class of stochastic processes without a
close analysis of the properties of their sample paths (or trajector-
ies). However, it created a first connection between the study of
stochastic processes and the general theory of differential equa-
tions. It was Wiener [50] who initiated the study of sample paths
for the particular case of Brownian motion. His work was extended
by L;vy [51]. Further developments in this field ultimately led to a
complete theory of stochastic differential equations (;to and McKean
[52], Dynkin [53]), essentially a device to reconstruct trajectories
of a stochastic process.

An important advance in the study of Kolmogorov's equations
was made in the years 1952-53 when Feller [54] applied the theory of
semi-groups to the investigation of the general boundary conditions
for these equations. Peller's results are reported by Bharucha-Reid
[38].

Due to the frequent occurence of Markov diffusion processes as
models of physical processes, the Fokker-Planck equation appeafs in
numerous applications (engineering, biology, ecology, physics,
etc.). An important engineering application is the analysis of
phase-lock loops [44] in electrical communication systems. Unfortu-
nately, the types of Pokker-Planck equations that appear there

(periodic coefficients) bear little relationship to the CFPE model,



The Fokker-Planck equation also plays a role in the solution
of an important problem in the literature on stochastic processes:
the first-passage time problem, i.e. the determination of the proba-
bility density for a random variable of the type defined earlier in
equation (3.52). 1In section 4.2.1, it is established that success in
determining the dynamics of the CFPE model analytically rests on the
ability to solve two first passage time problems.

First passage time problems occur in a variety of areas (stor-
age theory and the theory of dams [57], level crossing problems in
communications theory [44]). We are particularly concerned with
their occurence in the analysis of mathematical models of nervous
system activity, because as will be shown in section 4.2.2, some pas-
sage time problems are encountered which are formally identical to
what is needed for a solution of the CFPE model dynamics.

Inspired by the results in nervous system modeling research,
we formulate and analyze in section 4.3 a mathematically more tract-

able approximation of the CFPE model.

4.2 Some Relevant Results in Nervous System Modeling

4.2.1 Two First Passage Time Densities and Their Importance in the

54

Dynamice of the CFPE Model

We propose to study the following problem. Assuming that in
equation (2.1), the ambient temperature process is a constant, solve

for Ew(mi(t” in a homogeneous control group if it is given that:

£7(0) = §(A-x_) (4.1)



m(t)
discrete ﬁ
state
1
'.£
€« pe To ™ T T, TP

Fig. 4-1. A Typical Trajectory of Discrete State mi(t).

-
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o
fo(l) =0 (4.2)

In (4.1) 8(*) is the Dirac delta function.

The problem is approached from the standpoint of renewal pro-
cesses. Fig. 4-1 represents a typical trajectory of mi(t). From
(4.1), it is known that the device is "on" a time zero and the temp-
erature state is x_. Let Ti' ri be respectively the durations of
"on" time and “off" time for the ith cycle. In view of the switching
mechanisms described in equation (2.3), Ti and T{ can be considered

as first-passage time random variables from x_ to x, for a device

+
initially "on" and vice versa for a device initially "off", respec-
tively.

For a constant ambient temperature process xa(t) and con-
sidering the properties of white noise, it is clear that the se-

qguence {Ti}I:d” is a sequence of identically distributed independent

random variables. The same holds for {1!

i}I:-w' The following func-

tions are now defined:

fT(u): probability density function of T i=0,+1,%2,... (4.3)

i'

fT,(u): probability density function of T, 1i=0,%1,12,... (4.4)

fT(u) = fT* fT,(u) (4.5)
(1) - L
fT (u) fT* * fT(u) (4.6)
o

i times

56
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In the above * indicates the convolution operation. Also, define the

sequence of events:
A, = [T

> t]

Az = [(('r1 + T; < t)n(('r1 + 1; + 12) > t)]

i-1 i-
A = [(j§1 (ty + 13) < t)n (Tg + j§1 (Tj + 15 > t)]

Recalling (4.1)~(4.2) we have

Ew(mi(t)) = Pz[mi(t) = 1]

= Pr[ UA.,] .
jm1 *

However {Ai}:-1 is a disjoint sequence of events. Consequently:

E,(m;(t)) = 1Z1Pz (Ay)

Using the densities in (4.3)-(4.5) and independence, we have:

Pr(a,) = { £ (udu ,

t o=
Pr(ay) = [ [ £ (uf (v)du v
o) t-v

(4.7)

(4.8)

(4.9)
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I (1)
re(a) =[ | £ (W, (v)dudv ,
o t-v

(4.10)

(4.9)-(4.10) yield:

E, (m (t)) = / £ (viav + ] [fz f:_v fT(u)féi)(v)dudv] (4.11)
t

i=1
Equation (4.11) clearly indicates the dependence of Ew(mi(t)) on two
density functions fT(u) and fT(u), or recalling (4.5), fT(u)
and fT,(u). This means that success in determining analytically the
dynamics of Ew(mi(t)) depends on our ability to solve two first-
passage time problems: switching time from "on" to "off" given that
the device is initially "on"™ and at temperature x_, and switching
time from "off"™ to "on" given that the device is initially "off" and
at temperature x,.

4.2.2 First-Passage Time Problems in the Modeling of Neuronal

Activity

As elaborated in section 4.2.1, success in analyzing the
dynamics of the CFPE model rests on the ability to determine two
first-passage time densities fT(u) and fT.(u) ((4.3)-(4.4)). The
literature on nervous system modeling [41] presents numerous examples
of such problems. In the following, some of the stochastic models
encountered and the assoclated first-passage time problems are dis-
cussed. Relevant results are underlined. The focus is on the model-

ing of neuronal electric activity.
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Neurons have an "all or none" behavior which depends on their
electric potential hitting a critical value known as the action po-
tential, upon which a neuronal discharge occurs. What is important
here is the distribution of interarrival times of the spikes. Each
neuron receives signals from many other neurons through terminal
contacts referred to as sznagses.' If the number of synaptic inputs
to a neuron is large, if the inputs are relatively independent, and
if the electrochemical effect of each input is small relative to the
neuron's threshold, the electric potential process (similar to our
temperature process x(t)) can be viewed as being analogous to the
position of a particle undergoing a random walk, with the action
potential being analogous to the position of an absorbing barrier for
the particle. Gerstein and Mandelbrot [55] first suggested such a
random walk model, *thus stimulating research into stochastic models
for neuronal activity. The early random walk models had discrete
inputs and were -umbersome to analyze. Subsequently, approximations
were made that allowed the input to be a white noise process, thus
yielding diffusion models [56]. Among the diffusion models, two are
particularly relevant to this research.

The Perfect Integrator Model with Constant Threshold: Here, the

input is a Gaussian white noise process with mean m and variance o.

The dynamics of the neuron potential v(t) are given by:

dv(t) = mdt + o dw(t) (4.12)
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w(t) is a zero mean, unit variance, white noise process. If the
threshold (or action potential) is a constant k, and if the rest
level is X1 the probability density of spikes interarrival times is

a first passage time density across a constant level and has been

obtained in closed form [41]):

k - x -(k - x - mt)2
[ exp[ O
3) 1/2 202t

P(t) (4.13)

o(2nt

The Leaky Integrator Model with Constant Threshold: This model is

exactly analogous to the previous one, except that, in the absence of
input, v(t) decays exponentially to some rest value X, . The dynamics

of v(t) obey:
dv(t) = - %-(v(t) - xt)dt + mdt + o dw(t) (4.14)

Again here, for a threshold k and a reset potential Xy the probabi-
lity density of spikes interarrival times is a first-passage time
density across a constant barrier. Note that before hitting k, v(t)
evolves like an Ornstein-Uhlenbeck process [39]. Although the leaky
integrator model has been extensively investigated [42,43), the
problem of determining analytically the first passage time density in
this case was never solved. A perfect similarity can be noted
between the dynamics of v(t) the electric potential, and x(t) the
temperature process in the "on" state (equation 2.1, m(t) = 1), and

in the "off"™ state (equation 2.1, m(t) = 0). Edges x, and x_ are

+

analogous to the action potential k and the reset potential X,e
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Finally, for constant ambient temperature, X, is analogous to
xa(t). Thus, the solution of fT(u) and fT,(u) ((4.3)-(4.4)) is for-
mally equivalent to the determination of spikes interarrival densi-
ties in the case of the leaky integrato‘r model. In view of the known
analytic intractability of the latter model, it can be concluded that
the CFPE model will also be intractable. Approximations must be
made.

In the following section, a simplified version of the CFPE

model is formulated and analyzed.

4.3 Approximate Analysis of the CFPE Model -

The Contant Rates Approximation

Using the nomenclature developed in the preceding section, the
constant rates approximation is tantamount to going from a leaky
integrator model tc; a perfect integrator model. It is assumed that
most of the densities f1(k,t) and fo(x,t) are confined within the
dead band. This should generally be true in practical situations.
The dead band itself is a very narrow range of temperature (typical-
ly |-|°C). This means in equation (2.1), the charging rate (Rb(t)
- a(r - xa(t))) and the discharge rate (a(i - xa(t)) are practically
constant (for constant weather conditions, and for the duration of

the control b(t)). Designate these values by r and c respectively.

Under the assumption (3.36)-(3.37) reduce to:

of 2 2

1 ) o” 3
afo ) o d°
3¢ Aet) = c oy £ Ot) + - oo £ 0LE) (4.16)
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This approximation of the CFPE model becomes a system of space-
homogeneous, linear time-invariant Fokker-Planck equations coupled
through boundary conditions (3.42)-(3.43). In the next two sections
4.3.1 and 4.3.2, we develop results pertaining to (4.15)-(4.16).

4.3.1 Results in the Transform Domain

A Direct Approach. Let us define the following functions:

o2 8f1

g,(t) = - o= 337 (x_,t) (4.17)
o2 afo

g, (t) = 35— 35— (x_,t) (4.18)

Recalling (3.25, 3.27), g1(t) and go(t) can be be interpreted as
rates of probability absorption from "on" to "off" through boundary
X, and from "off" to "on" through boundary x_ respectively, at time
t.

Also, for a given function f£(t) denote by f*(s) the unilateral
Laplace transform of f(t) when it exists. Laplace transformation of

(4.15)-(4.16) and (3.38)-(3.43) yields the following two groups of

equations:
2 .2
* o ] * c ] *
P1 sf1(k,s) f1(k) -r EYY f1(k,s) + 2 axz f1(k,s) (4.19)
in regions a, b and ¢ of Fig. 3-1 and:
* 20
f1(x+.s) =0 (4.20)
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*
m  £1(h,8) =0 (4.21)
a_¢" a_ ¢* ‘ 2_* .
- =% 1a(x_.s) + =3 1b(x_.s) -;5 go(s) (4.22)
) £ 0,8 - £20) =c2 £ 0,8 N £ 0,8 ..23
2~ 5o 1108 o € fo'tr 2 5,2 o' (4.23)

in regions b and c of Fig 3-1 and:

£ (x_,8) = 0 (4.24)
lim _*
Aotw Eg(res) =0 (4.25)

* 2 *
ob(x+.s) = --;E g1(s) (4.26)

]
(x ,S) _a_lf

f:(k,s) Fant! f;(k,s) gre completély decoupled except through
boundary conditions (4.22) and (4.26). Therefore, if g:(s) and g;(s)
are considered to be known functions of s, systems P; and P, can be
solved separately.

System Py is now considered. The second order linear differ-
ential equation in A (4.19), with constant coefficients can be

written in state form as:

* *
£, (A,s) 0 1 £, (A,8)

: 1 1 2 (0, .0

N Lf*()‘ 5) ) 25 2r 3_'f*()‘ ) -? [1] £,(0) (4.27)
ax Tt 2 2| lax B2y

g g
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Using the state transition matrix [10] for the above system, it is

possible to write the solutions in regions a and b of Fig. 3-1 in
: *

terms of the value of the state at A = x_, i.e. in terms of f1(x_,s)

3 * * 3 * .
and T f1a(x_,s) or f1(x_,s) and f1b(x_,s) respectively:

oA
*
. . 3f,
£,008) = ¢, (Ax_,8) £, (x_,8) + ¢,,(A-x_,8) 35— (x_,8)
2 A o]
-5 ] ¢,,0-x,8)E (x)ax (4.28)
(o] x_
* *
af1 of

5 (Aes) = ¢21(X-X_.8)f:(X_.s) + ¢y (A=x_,8) 3;2 {x_,8)

¢, (A=x,8) £7(x) dx (4.29)

% >

-2
2
o

Where it can be shown (proof 2, Appendix B) that:

1

0
$(A,s) = [¢ij (A,8)] = exp 28 2 (4.30)
2 2
(o] (o]
and
1 8, (8)A 8, (s)A
0,,(2s8) =8 (s)[0, (s)e - 6,(s)e ] (4.31)
-1 91(s)x ez(s)l
¢,,(As8) = 8 (s)[e -e ] » (4.32)

28 91(3)1 ez(s)x

¢21 (A'S) = -0—2 [e - e ] ’ (4.33)
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-1 91(3)A Gz(s)l
0., (Ae8) =87 (8)[6, (8)e - 8,(s)e ] . (4.34)
With
1
8(s) = 32- (r? + 2s0%)72,
o
6. (s) = I+ 28 (4.35)
1 2 2
o
o, (s) == - 2UE) | (4.36)
2 2 2
o
Now consider boundary condition (4.21). It requires that
as A + -= f:(k,s) remain bounded. However, the expression (4.28)
for f:(k,s) contains an unstable exponential since for Rel[s] > 0
0.,.(8)A
as A » ~», @ 2 + 4o, The unstable content of f:(A,s) can be
written:
-8,.(8)x -0,.(8)x
2 - -1 * -1 2 -9 *
I(A) = [e 8,(8)8" (s)f, (x_,8) - & (s)e % £1a(%_r8)
A -8_(8)x 6,(8)A
+ 20 o7 lme 2 £ ax]e 2 (4.37)
o x

*
In order that f1(A,s) remain bounded, it is necessary that:

*
-6, (s)x_ -9 (s)x_ of
(0,(s)e 2 JE,(x_,8) - e 2 —3;‘—3 (x_,8)
—c0 -6.(8)x
+% [ e 2 £5(x)ax = 0 (4.38)
[+ x

Boundary condition (4.20) yields:



Bz(s)A 81(B)A

* *
£,(x,,8) =0 =£ (x_,8)[8,(s)e - 8,(s)e ]e (s)

81(5)A e (s)A 3f1b
+6 (s)]e -e ] —5 (%,r8)

+ 81(5)(x+-x) 82(5)(x+-x)

Where A = x, - x_ (width of the dead band).

Recalling (4.22) and using (4.38)-(4.39) we obtain:

+o B_(8) (x -x)

f:(x_.S) = 20%"! (s)[(g (s) - [ e 2 £° ;(x)dx) (1-e

x—
-8,.(s)A x 8, (s) (x -x) 6_(s) (x -x)
—e | [ ¥ (e ! Yl e? * )f?(x)dx] , (4.40)
X
*
af1a -1 * -8 (s)A
(x_,8) = 2(6%8(s)) 7 [6,(s)g_ (s) (1 - e )
x -6 o (8) (x=x_ )
+[ e £ dx (8,(s) - 6, (s)e” )%
-6,(s)d x, 8_(s)(x ~x) 8_(s) (x -x)
- 81(s)e ! f+ (e ! e 2 * )f?(x)dx] v
X
af, 0, (8) (x=x_)
1b * X bt s x-x_
—2 (x_,5) = 2(5%0(s)) 7 (g () + {: e 2 £ (x) dx)
-8B (s)A

(32(5) - 31(s)e )

x
8 (s)[e . -e £2 (x)dx (4.39)
1 ? 4
X

-6 (s)A
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-0,.(8)A x 0, (s) (x -x) 0.(8) (x -x)
—opme ' [fel Tt - et Y e%man] .
X
- (4.42)
* *
of of

E *
From knowledge of boundary conditions f1(x_,s), -3%3 (x_,s), _5%2

(x_,8) and equation (4.28) it is possible to write an expression
*
for f1(k,s) everywhere.

In region a of Fig. 3-2, using (4.28,4.40-4.41), we have:

_ A 0_.(8) (A=-x) 0(s) (A=x )
f:(x,s) = 2(026(3)) 1[ f e 2 f?(x)dx(1 - e +
0,(8) (A-x_)
+ g (sre ! (1 - 2194
x 0. (8) (A-x) 6(s) (x-x )
s [t (1-e + )£S (x) ax] (4.43)
A

Similarly, in region b of Fig. 3-2, using (4.28, 4.40, 4.42) we have:

- 0(s) (A-x_) 0,(s) (A-—x_)
f:(x,s) = 2(026(s)) 1[1 -e * )[g;(s)e 2
A 0, (s8) (A-x) x 0, (8) (A-x)
+] e? £5(x)ax + Fel £](x)ax]  (4.44)
—o0 A
Recalling (4.17) we have:
2 of
g:(s) -- —3%9 (x,,8) (4.45)

Differentiation of (4.44) with respect to A yields:
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of
ED

*
_ 0(s8) (A—x ) 8,(s) (A-x_)
1 a,s) = 2(0%0(s))”! (1 - e + }%I [a.(s)e 2

A 9_(s) (A-x)
+[e? £2 (x) ax]
6(s) (A-x) 6, (8) (A-x_)

ez(s)(k-x)
e [go(s)e +

2 e : f: (x) dx]

02

+

b >

9(s)(A-x+)

- 2(0%0 s [1- e ]f?(x)

x 0.(s) (A-x) _ 0(s) (x—x.)
+/* 8,(s)e ! 2(0%0(s)) 1(1 -e * )f?(x)dx
A
(4.46)

At A = X, {4,46), (4.45) and (4.20) yield:

8,(s)d x_ 6_(s)(x -x)
* * + +
9,(8) =g (s)e 2 + [ e 2 f?(x)dx (4.47)
° -l

®
Assuming go(s) is known, equations (4.43)-(4.44) and (4.47) represent
the solution of Py in the transform domain.

We now turn to the problem of deriving corresponding results

for system P,, i.e. for the "off" density. Lengthy computations can

be avoided if it is recognized that by using a change of variable:
Yy = x+ +x_ - A
* *
and replacing r by ¢ and go(s) by 91(3) in equations (4.19)-(4.22),

system Py can be transformed into a system formally identical to Pj.

To verify this, note that:
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* * *®?
£.(A,8) =f (-y +x, —x , 8) =£f_(y,8) (4.48)
1 1 + - 1 :
* *®
3% £q(Ae8) = - Y (-y +x_+x_, 5) = - 5y (y,s) (4.49)
L
2 a%f, 22"
— £, (A,8) = (x, +x -y, 8) = (y,8) (4.50)
2 1 2 + - 2
) 3y 3y

Substituting (4.48)-(4.50) into (4.19), and replacing r by ¢ yields:

"

. 0! o, o> 32 e
sf. (y,8) - £, (y) = ¢ (y,s) + — —— £ (y,8) (4.51)
1 1 ay 2 ayz 1
Futhermore (4.20)-(4.21) yield:
®
£, (x_,8) =0 (4.52)
lim _*'
g4 £, (y,8) = 0 (4.53)

* *
Finally, using (4.49) and replacing go(s) by gl(s) in (4.22) yields:

3 ®t b} *® -2 %
(7 f1c(x+.8) T f1b(x+.8) = '—291(5) (4.54)
g

Clearly (4.51)-(4.54) is a system of equations formally identical to

(4.23)-(4.26)., This means that in general:

* "t *
fo(k,s) = f1 (A,8) = f1(x+ +x_ - A,s) (4.55)
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i.e., the solution of system P2 can be derived from the solution of

*
system P1 by replacing A by (x+ +x_ - A), r by c and go(s) by g:(s).

Using the above remark, the following results are obtained:

In region b of Fig 3-2,

Y, (8) (x -}) oy _(8) (x=1)
£.008 = 2077 [(gfme 2 T 4] o2 £ (x) ax)
A [o]
Y(8) (x_-A)
1-e
x_ Y, (8) (x=2) Yo (8) (x_-x)
+[ e (1 -e )fo(x)dx] (4.56)
A
In region ¢ of Fig. 3-2,
_ + ¥, (8) (x=1) Y (8) (x_-))
£ (0,8 = 2002y [ [ e? £ (x)ax(1 - e
(o] A [o]
Y,(s) (x,=2) -Y(s)A
+g‘:($)e1 Y-
Ay, (8) (x=x_) =Y(8) (x_-x)
+[ e (1 -e ]fo(x)dx (4.57)
X
Finally:
- * Y,(8)8 4= y,(8) (x-x )
9,(8) = g,(s)e +[ e £ (x)dx (4.58)
X

where in(4.56)-(4.58):

1
Y(s) = 2—2 (c? + 280272,

(o]



c_,yis)
‘Y1 (s) = 02 + 2 [

=S _X(8)

Equation (4.47) and (4.58) yield:

8,(s)8 ¥, (8) (x—x_)

*
x—
x+ eez(s)(x+-x) .
+f Fi8) £](x)ax ,
00
. x, eYZ(S)A e92(5)(x+—x) .
g (s) = {m 0 £, (x)ax
o TS
+ [ 0 £ (x)dx
x—
where in (4.61)-(4.62)
(92(5) + 12(5))A

F(s) =1 - e

Recalling equations (3.31), (4.17)-(4.18) we have:

T

* *
(8) = g_(s8) = g (s)
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(4.59)

(4.60)

(4.61)

(4.62

(4.63)
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Fig. 4-2. Brownian Motion with Drift . across an Absorbing
Barrier. g_(A ,t) is the rate of probability
absorption across the barrier.

Absorbing
barrier

Ead - X A

gl(u)du

Fig. 4-3. Graphical Illustration of the Process of Probability
Escape and Probability Injection in the CFPE ilodel.
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(4.61)-(4.63) yield:

* o _ A () (xx_)
(s) = [ (e ) .2 £2 (x) ax
dt x F(s) . o
Y,(s)a -
- T* 1-e? ) 20 X)fo(x)dx (4.64)
F(s) 1 ¢

-l

Equation (4.64) gives an expression for the Laplace transform

of %%- (t), i.e. the rate of change of the aggregate functional

state E(t) for the homogeneous control group. Equations (4.43)-
(4.44), (4.56)-(4.57), (4.61)-(4.62), (4.64) together represent the
complete solution of the CFPE model in the transform domain. In
section 4.3.1 the inversion problem of the Laplace transform in egqua-
tion (4.64) will be considered.

A Superposition Approach. The results in the preceding sec-

tion can be obtained in a natural way if superposition arguments are
used. First however, some impulse response-like (or Green functions
[58]) need to be determined.

In the following, a relationship is derived between the first-
passage time density for a Brownian motion x(t) with positive drift p
and variance 02 across a barrier a, given x(o) = Ao. The derivations
are based on Cox [39].

On the interval (-~,a) (see Fig. 4-2), the conditional proba-
bility density Pa(k,t,lo) of x(t) satisfies the Fokker-Planck egqua-

tion [38]:
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3, 3, 52 azpa
It (A,t,Ao) = U T (A,t,ko) +-5— aAZ (A,t,Ao) (4.65)

with initial conditions:

lim
£+0 Pa(A,t,Ao) S(r - Ao) (4.66)
and absorbing boundary condition:
Pa(a,t,ko) = (4.67)

Let ga(Ao,t) represent the corresponding first-passage time density

across a, we have:

t
Pr[-= < x(t) < alx(o) = A =1 - £ g, (A )t

a
= [ B, (A,t,A ) A (4.68)

-00
Differentiating (4.68) with respect to t and assuming the
orders of integration and differentiation in the right-hand side of

(4.68) can be interchanged yields:

a apP

a
g (A rt) = L - 35 (et )ax (4.69)

(4.65), (4.67) and (4.69) yield:

02 aPa
ga(AO't) B - 2_ W (a,tpxo) (4.70)
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Equation (4.70) expresses the fact that at any time t, the first
passage-time density is equal to the rate of probability absorption
into barrier a.

The system (4.65)-(4.67), (4.69) 1is solved in [39] (see

Appendix C for derivations). The results are as follows:

(a - Ao) [ (a - Ao - ut)z]
g_(A ,t) = ————=77 exp|- (4.71)
a‘o o(2nt3)”2 20%t

2
(a - Ao = ut)

1
CP_(Aptd ) = - 17 [exP[_
a © <:¢(21rt)/2 202t

2
2u(a-)\°) (A -Ao- 2(a-k°) - ut)

- exp| - 1] (4.72)
02 202t

For our particular problem the following densities are needed:

; (x, =) [ (x+-)\-rt)2]
: g,(A,t) = ——— exp|- (4.73)
l ! 0(21rt3)/2 202t
1 2
A =-x) [ (A - x_ - ct) ]
g (A,t) = exp| - (4.74)
© c(21rt3) 72 Zczt

1 (x+ - - rt:)2
fy ! °"  g(art)”2 ' 20t

2
2r(x, - Ao) (A - Ay = 2(x, - Ao) - rt)

- exp| . - R 1] (4.75)
1 ()‘o -A - ct)2
P Ot ) = m [exp[- -2,
2c(A -x) (A=A = 2(x -x)-ct:)2
- exp[——— - —2 o 1 (4.76)

(o] 20t



76

Using superposition arguments, it can be shown that:

A t
g, (t) = [ f‘;(x)91 (A,t)at + [ g_(1)g, (x_,t-T)d (4.77)
- (o]

The above quantities are represented in Fig. 4-3. 1In the following,
a heuristic proof of equation (4.77) is given. Por this particular
problem, and in view of the mathematical analogy with heat diffusion,
we shall think of probability as a "substance® diffusing across
various boundaries. Two rates of probability diffusion are of inter-
est: g,(t) and g (t). These rates were introduced in equations
(4.71)-(4.18). g,(t) is the total rate of probability diffusion at
time t from "on" to “off" across the boundary at x,: go(t) is the
total rate of probability diffusion at time t from %“off" to on"
across x_. Now (4.73) gives an expression for the probability dif-
fusion rate at time t and across x,, due to an impulsive initial
density of magnitude 1 and at temperature A. This means (using
linearity) that an impulsive initial "on"™ density of magni-
tude f?(k)dk at A contributes at time t an infinitesimal increment in

the diffusion rate across x, of sgize f?(k)gl(x,t)dk. The complete

+
contribution of f?(k) can be obtained by adding up all elementary
contributions. This yields the first integral in the right-hand side
of equation (4.77). Futhermore, if go(t) is the total rate of proba-
bility diffusion from "off"™ to "on" across x_, then by "probability

conservation,” this probability must be injected back into the "on"

probability density of x_ (see Fig. 4-3). Let go(r)dr be the amount
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of probability injected during the time interval [Tt,T + dt], then its

effect on the rate of probability diffusion across x, at time t is

+
identical to the effect of an impulse in the probability density at
x_ and at time t-1, i.e. 90(1)91(x_,t-t)d1. On the time interval
[0,t], the total contribution of the "injections™ to g,(t) is
obtained by adding up the effects of all elementary contributions.
This explains the second integral (convolution) on the right-hand

side of equation (4.77). Clearly, throughout the above discussion,

time invariance of (4.15)-(4.16) is assumed. This is equivalent to

assuming a constant ambient temperature xa(t).

A similar analysis yields for g,(t):

+0 t
(o]
g, (t) =£ £2(A)g (A,t)dr + ‘f) g, (T)g, (x, ,t-T) AT (4.78)

Finally, £, (A,t) and fo(x,t) evolve according to:

x t

£,00,t) = I f‘:(x)p1 (Ast,x)ax + [ P (A,t-T,x_)g_(T)dT  (4.79)
-0 o
o t

£ (A, -’j‘ £ (x)P_(A,t,x)dx + i P (A,t=T,x )g (T)dT  (4.80)

Note that (4.77)-(4.80) represent an alternative integral equation
representation of (3.36)-(3.43). It can be solved by first solving
the coupled integral equations (4.77)-(4.78) for gq(t) and go(t) and

subsequently substituting these functions into (4.79)-(4.80).
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In the following we show that (4.64) can be retrieved using

(4.77)-(4.78). Recall from (3.31) that the Laplace transform of %%

is given by:

*

* *
at (s) = go(S) - 91(8)

Laplace transformation of (4.77)-(4.78) yields:

* x+ * * *
9,0 = [ £5(0g,(A,8)a) + g_(8)g, (x_,8)

* b oA ® A * *
g,(8) = i £, (Mg (A,5)dA + g (s)g_(x,,8)

(4.81)-(4.83) yield:

* *
* + g (A,s)(1 - g,(x_,8))
&oe) = 22— 1 £2 (1) )
x_ 1 -g9,(x,,8)g,(x_,8)
Yue (1 - g (x,,8)
+o0 g Iy} - g X »8
- et — Joa
X, 1 - go(x+,s)g1(X_:S)

The following are Laplace transform pairs [39]:

-r + /r2 + 2562))

2
g

g1(A°,t) o————9 exp[_(x+-lo)[

-c + v/cz + 2562 ))

2
g

go(Ao,t) o———-9 exp[-(lo - x_)[

(4.81)

(4.82)

(4.83)

(4.84)

(4.85)

(4.86)
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Using (4.85)-(4.86) and recalling the definitions (4.35)-(4.36),
(4.59)-(4.60), we obtain:

« Y, (8) (A=x_)
go(k.s) = e ‘ (4.87)

- Y,(8)A
g, (x,s8) = e ’ (4.88)

8. (8) (x,=})
g:(k.s) -e? o, (4.89)

- 92(5)A
91(x_rs) =e . (4.90)

Substituting (4.87)-(4.90) back into (4.84), equation (4.64) is re-
trieved.

In closing this section, it is verified that equation (4.64)

and equation (4.11) both obtained using independent approachés are

| consistent equations. The following derivations are heuristic. A
mathematically more rigorous discussion is included in the next sec-
tion were the inversion problem of the transform in (4.64) is
considered as well as the problem of determining the steady-state (if
any) of f1(A,t) and fo(A,t).

Formal differentiation of (4.11) yields:

a dm
(E_(m, (£)) =% (t)

at

Yo (1)
= -f (1) + Y [-J £ (t-VIE " (v)av
i=1 o

T (1)
+ é £ (0E" (t)du] (4.91)
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However, if we note that:

J £ (wau =1 (4.92)
o
Then (4.91) yields:
am .. . v (1) ()
3¢ 8 £ () + 1E1[f1 Y EL(E) +E (t)] (4.93)

Laplace transformation of (4.93) yields:

— [
dm * * * i
a (8) = -f (8) + [1 - fT(s)][iZ1 (£,(5)) ] (4.94)
(4.94) can be rewritten:
—+ £5(s) - £ (5)
s - s
dm ‘ T
at (s) = (4.95)

1 -£
- T(B)

where use has been made of the series expansion:

1

*
for IfT(s)I < 1. Pinally, recalling that fr(t)' fr'(t) are probabi-
lity densities of "on" and "off"™ durations respectively, i.e. first

passage time random variables, we have:

fr(t) = 91(X.t) (4.97)
Atx_
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fT.(t) = gO(X,t) (4.98)
X-x+

Equations (4.5), (4.97)-(4.98) vyield:

* * Bz(s)A
fr(s) = g1(x_,s) = e (4.99)

* * * (8,(8) + v,(s))8
£p(8) = g, (x_,S)qo(x+.8) =e (4.100)

Then:
6.(s)A Y. (s)A
e? (e 2 -1

(6,(8) + v,(5))a
1 -e

(s) =

an
a;— (4.101)

The above can be obtained from (4.64) by substituting the initial

densities f?(k) and fg(x) for which (4.101) was obtained, i.e.:

£500) = 81 - x) (4.102)
£0() = 0 (4.103)

This proves the mutual consistency of the two results.

4.3.2 Results in the Time Domain

Steady-State Densities. 1In this section, the steady-state (if

it exists) for system (4.15)-(4.16) is determined by applying the
final value theorem [45] to the Laplace transforms in equations

(4.43), (4.44), (4.61), (4.62). The following results are obtained:
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ss lim *
f1a(k) " g+ B f1a(k's)
- _21 (X-_A) ﬁ
* .
"% (iiﬁ s g_(s))e ° [1-¢ ], (4.104)
88 lim *
EipA) = gag 8 £yp(2s8)
1 lim *
T s+0 & fob“"s) ’ (4.105)
8s lim * ‘
fop ) = g+0 S fop(Ae8)
-2 ox))
1 (lim _ * o
=~ (gag 89, ®)[1 - ¢ 1. (4.106)
B EE'“"'x+) B E%E
ss 1 rlim * o 4]
£ (M) = E'(s+o s g,(s) e (1 - e )« (4.107)

where in (4.104)-(4.107), a superscript ss stands for steady-state,

and:
1lim * lim s < o
s+0 % 91(8) = i =(8,(s) + Y, (s))B [£ o () o
1-e -
X
+ [T S ax] (4.108)
However:
T o X+ o
J fo(x)ax + [ £(x)ax = 1 (4.109)

X -l
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and using L'Hopital's rule:

lim 8
s+0 =(6,(8) + v,(s))
1-e
lim 1
" ev0 T -(6,(8) * v (808 (4.110)
be = (8,(8) + 7, (8))
But, recalling (4.35) and (4.61), we have:
2 2
d 1 20 20
Iz (6, (8) + v, (8)) =— [ + 1w

o /rz + 2502 /cz + 2502

(4.108), (4.110)-(4.111) yield:

lim
s+0

*
s g1(s) = (4.112)

A,A
r [

One can similarly show that:

lim
s+0

®
s go(s) = (4.113)

A,A
r [

Substituting (4.112)-(4.113) back into (4.104)-(4.107) yields:

) 2rx_ ) 2rx+ 22
ss c - 02 o2 o2
f1a(A) = KT;:ET le - e ] e (4.114)
2r
ss c -‘;E by = N
£6N) = Tierey [1-e ] (4.115)
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1] r g
£ ) = Tireer [1-e ] (4.116)
2cx+ 2cx_ _ 2c)
ss r o2 o2 o2
foc(l) = ZT;I;T [e - e ] e ) (4.117)

Finally,'ﬁgs, the steady-state of Ekt) is given by:

X X
- = B8 + _88
m__ = {m £.o(0ax + i £, (M (4.118)

Substituting (4.114)-(4.115) into (4.118) we obtain after simple

computations:

R~ Tec (4.119)
Remark 1: The steady-state densities (4.114)-(4.117) are very
important because they represent the natural state of the uncontrol-
led system.

Remark 2: At this point, it is possible to verify whether, at least
in a steady-state, the constant rates approximation of section 4.3 is
valid or not. One should remember that the approximation rests on
the assumption that under normal conditions most of the temperature
probability densities 1lie within the dead band. A guantitative
measure of the validity of this assumption is the fraction of the

probability density outside the dead band.
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For the on density, the fraction is:

x _ 2rh
7 £22 ) a o?c - o2 -2
. 12 e A 2
- - [1 - e ] (4.120)
X+ ss £ _ 2
7 £ ma r +c
. . ]
where ¢ = %, and T = % (average duration of "on" state). For the

"off" density the corresponding measure is:

e 88

[ £ max 2

Xy ‘1! o

= =5 [1-e ] (4.121)
[ £7ma

X

where T' s-% (average duration of “off" state). (4.120)-(4.121) will
be used in chapter VI of the thesis where results of a numerical
simulation of the CFPE model are reported. In both equations, it
appears that "diffusion lengths" Eji and Ejir are the important quan-~
tities.

Remark 3: Note the surprising result in (4.119) which indicates that

the steady state fraction of devices in the "on" state is independent

of the noise variance. On the other hand, the result is intuitive

because:
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VAL 4

AT + AT TV 4+ T

c
B *T + o (4.122)

(4.122) essentially states that at sﬁeady-state, the fraction of
devices in the "on" state is the ratio of average "on" time divided

by average cycle duration.

Infinite Series Solution for the Egqual Rates Case. Here, the

inversion problem of the Laplace transform in (4.96) is considered.

From (4.96):

én _ fn £2MI1_(A,t)ax - T* £2(0) 1, (A,t)aA (4.123)
a | o o'’ ‘e 1 °
where:
Y,(s) (A-x_) 8.,(s)A

2 - 2

I () =L S = (s£1+ ee(s))A'l } (4.124)
2 2
1-e
» eez(s)(x*,-k)(1 ) evz(s)A)

I,(Ast) =L | ;8 ¥ 8, (11E } (4.125)

1-e

and in (4.124)-(4.125) L-1{-} represents the inverse Laplace trans-
form operator. The problem is to determine the functions Io(l,t)
and 11(l,t), i.e. to find the inverses of the Laplace transforms in
the right-hand sides of (4.124)-(4.125). The inversion is first
carried out for the special case where the average heat gain rate r
and the average heat loss rate c have a common value p. In this

case, recalling (4.35) and (4.61):
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Yz(s) = 62(5) = P(s) (4.126)

where p(s) denots the common function 6f 8. Some preliminary lemmas
must be established before our main result can be developed.
LEMMA 1:

1
For Re[s] > 0, the principal determination of (s+1VQ is such
1/2

that Re[(s+1) 1 >1.
Proof:
j0

Let s+1 = Re where in general: 0 < 8 < 2r , In this case,

since Re[s] > O:

o<e<1'2—or %"—<e<2n‘ (4.127)

We now work with the function:
Yo o4 3972
(s + 1)/2= R2e (4.128)

The above function is analytic over the range of 6. From (4.126):

0 L 3n 0
0<§'<4 or 4_<3<“
So:
Re[ (s + 1)1/2] = R1/2 cos %-> 0 (4.129)

Now since Re[s] > 0:

Re[s + 1] > 0 (4.130)
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Sos
Rcos 6> 1, (4.131)
and:

R>1., (4.132)

(4.131)-(4.132) yield:
R{(1 + cos8) > 2 ,
or

R cos2 ->1. (4.133)

(4.129) and (4.133) yield the required result.
LEMMA 2:

Let I;(A,s) converge in a right-half plane such
that Re{s} » ao. Let 01 be any positive (nonzero) real number.

Finally let a be max (ao,a1). Then, for Re{s} » a we have the series

expansion
® P(8) (A-x) P(s) (A+A-x_) :
I0,s) = 1 e T -e 1e218P(8) (4 134y
i=0
Proof:

Since Re{s} > max(ao,a1), and o is a strictly positive num-

ber, then Re {s} > 0. Now:

) ) S
p(s) = - X ‘/PZ * 25 = (p +p Y1+ 20%) (4.135)
o g

(4.139), the fact that Re {s}> 0 and Lemma 1 yield:
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Re{P(s)} < 0
This means:

e2iAP(s)

| | <0 fori>» 1. (4.136)

(4.134) follows fromm (4.124) and (4.136) using the identity:

T—%_; =14+ x + x2 4+ ... for Ix| < 1 (4.137)
The following theorem on the term by term inversion of a Laplace
transform in the form of an infinite series is quoted without proof.
THEOREM 2: [45]
A function f*(s) may be described as an infinite series of
Laplace transforms in Re[s] » Xy i.e.:
a0

* *
£(s) = ] £ (s)
i=0

For this, all integrals

e Bt £, (t)at = f:(s) (i=0,1,...)

oO'“— 8

must exist in a common half-plane Re[s] > X Two additional stipu-

lations are also required:
(i) The integrals

e 8t £ (B 1At = ¢ () (1=0,1,...)

o“— 8
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shall exist in the half plane Re[s] > x,.

(ii) The series z ¢. (x ) shall converge.
« j=g 1 ©

Then z fi(t) converged absolutely to a function f(t) for
i=0
almost all t » 0 and we have the transform pair:

I £,(t) @--eue ] f;(s)
i=0 i=(Q

CLAIM:

In the equal rates case, Io(l,t) can be expanded as:

I (Ast) = 120 g, (A + 2i8,t) - g (A + (2i+1)4,¢) (4.138)

where the function go(l,t) has already been defined in (4.80).
Proof: Using lemma 2, it is shown that theorem 2 can be applied for

the term by term inversion of (4.138). 1In this case set:

. P(s) (2iA + X - x) P(s) (A = x_ + A(2i+1))
fi(s) = e - e (4.139)

Also, recalling (4.80) and (4.90)-(4.92):

£.(6) =g (A #+ 2i4,8) - g (A + (2i+1)4,¢) (4.140)

Note that we have the transform pair:

fi(t) o-———-0 f:(s) for Re[s] » 0 (4.141)
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This is because the terms of the right hand side of (4.144) can be
interpreted as probability of first passage time random variables and

therefore:

-] -]
J g (A + 2iA,t)at = [ g, (A + (2i41)4,t)ax
o] o]
<1<w (4.142)

Now set x, =a where a has been defined in lemma 2. Condition (i) of

theorem 2 is satisfied because:

400
[ 1e™%¢ (r1at < [ I£,(e)lat for Rels] > a
[o]

-]
<J lg (A + 2ia,t) lat + I lg (A + (2i+1)4,t) lat
(¢} (¢}

< 2 (4.143)

Finally, condition (11) of theorem 2 is satisfied since:

I oy = I [ e e v)iae
i=0 n=0 o

e'“t[lgo(x + 218,8) [+1g (A + (2i+1)4,t) 1]at

S
1
o—8

n=0



92

® P(a) (A + 2iA - x ) L P(a) (A + (2i+1)A - x)
< z e + z e
i=0 i=0
(4.144)

But o is a positive number. Using lemma 1 and (4.136) we obtain:

P(a)(A = x )
™ - P A
I 6,0 <= (1Z°m4
i=0 i 1 - e2P(a)
{ = (4.145)

Consequently, the term by term inversion of (4.138) can be carried

out, and the claim is proved. One could similary show that:

I, () = ) (g, (A + 2ia,t) - g, (A + (2i41)4,¢)) (4.146)
i=0

Remark 1: There is a simple physical reason which makes the equal
rates case particularly easy to deal with. Normally, if r ¥ c, the

switching pattern is as follows:

;// N

Fig. 4-4. Switching Pattern in the General Case.

If r=c, the process in Fig. 4-4 can be replaced by a contin-

uously upwards process:
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x_+ 28

b7

Fig. 4-5. Eguivalent Dynamical Pattern for r=c.

The convolutions in (4.10) simplify because the probability
density for a cycle duration becomes a first passage time problem
with a barrier twice as remote as for the "on" cycle density. For
two cycles, it is four times as remote, etc.

Remark 2: Although (4.137) and (4.145) represent a very particular
case of the dynamics of (4.14)-(4.15), the traveling wave nature of
the CFPE model is clearly exhibited. Once a probability impulse
starts traveling, it gives rise to two types of contributions in the
form of two infinite series: a positive “forward traveling®™ contri-
bution and a negative "backward traveling"™ or "return" contribution.

Remark 3: (4.138) and (4.146) can be written in terms of normalized

variables. We have:

A+ 2iA - x . 2
g, (A + 2i8,t) = 3T exp[- 2+ 213 ct) |
o(2nt”)’2 20°t
X+ 20 - x_ : n-x_ - t/?')z]
= ————1—— exp|- — (4.147)
o(21rt:3})/2 202t
where the — indicates division by & and 1'has been defined in
(4.126). Similarly:
- = - = — 2
(x+ - 2) (x+ - A - t/1)
g9, (A + 2i8,t) = ——1; exp| - — ] (4.148)
o(2nt”)’2 20t
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Remark 4: Theorem 2 guarantees that the summations in (4.138) and
{(4.146) are absolutely convergent. In chapter six, results of a
numerical evaluation of m(t) based on équation (4.146) are summarized
in the form of a figure (Fig. 4-6). The question of determining the
effect of noise variance parameter ¢ on the dynamics of m(t) is given
particular consideration.

Further Approximations for the Distinct Rates Case. Here,

some further approximations are proposed in an attempt to generalize
the results in (4.138) and (4.146) to the distinct rates case.

Consider the inversion of the Laplace transform in (4.124).
Using lemma 1, p. 87, and recalling (4.92)-(4.95) we have the infi-
nite series expansion:

* * *
I (A,8) = 120 g, (A + i8,8)g, (x, - i4,s)

* *
- go(A + iA,s)g1(x+ - (i+1)A,s) (4.149)

In the time domain the products in the right-hand side of (4.149)
correspond to convolution operations of first-passage time densi-
ties. Now recalling remark 1, p. 92, we know that in the egual rates
case, the products can be combined together to yield the transform of
a new first passage time density. No such result seems to hold for
the distinct rates case. However, if the products in (4.153) are
approximated in some sense with the transform of some first passage

time density, then term by term inversion can be carried out, thus
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yielding results analogous to (4.148) and (4.150). This means in

effect setting:

* * _1 ‘ 2 2 V.
g, (as8)g, (b,8) = —— ¢ explu (uab + 280),) 2 (4.150)
o
ab
for appropriate uab and oab' Mab and oab can be obtained by imposing
that the mean and variance of the approximating density be exactly
equal to the mean and variance of the density resulting from the
convolution in the left hand side of (4.150). The approximation

becomes perfect in the equal rates case. In this case, elementary

calculations (proof 3, Appendix A) show that:

1 - 1 (1 - (L, e 2
I,008) = ——s — - exp|- T
(2nt>)/2 =0 o (1,i,0) 20, (1,4,)
_ .2
1 (1 - uo(i:i+1 ,A)t)
- exp[- . —~ (4.151)
o, (1,4+1,X) 20 (1,4+1,%)
where in (4.151):
2, .= -2  B(R+l) + 3
Oo(i,j,k) = g ° (4.152)

(8 (+1) + 31°

fOl’.‘ i'j = 1,2,..-.

3 - .
uo(i'j'-)‘—) = _..1: L B OH) + 5 (4.153)

T B(O+) + 3

with:



)

o]
[ ]
dlldl

A similar result can be derived for II(A,t) with:

- 3
21,30 =2 AL LB
((X+i) + 38)

(4.154)

and:

u,(i.j.i") -l 1 (4.155)

T (A+i) + 3B

for i, = 1,2,...

Note: Intuitively ‘we expect the approximation to get better and
better as 8 + 1. The approximation displays the travelling wave
properties previously encountered in (4.138) and (4.146). Due to the
absence of a theoretical bound on the error, the only means of evalu-
ating the approximation is numerical. Finally, the expressions
for Io(k,t) and II(A,t) can be used to compute analytically the "sen-
sitivity® coefficients in (3.82).

4.3.3 Estimation of Parameters in the Approximate Model

Recalling step c of the general load synthesis methodology
(Fig. 2-1, p. 14), it is necessary to define and obtain the minimal
amount of data for the estimation of the parameters of the group
models in step b. A reasonable solution to this difficult problem is
vital for the implementation of the methodology. Also step c can
account for an important fraction of the cost of the approach propos-

ed in this thesis. For this reason, one should strive to make the
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required measurements as easy as possible, and keep their total num-
ber low.

In this section a simple approach is proposed for estimating
the significant parameters in the approximate model, i.e. normalized
heat gain rate r, heat loss c, and noise variance ¢ for an individual
dwelling. The gathering of such data for a significant sample of
houses eventually allows the division of the sector into homogeneous
groups as defined in section 3.1. It is only then that the methods
of chapter 111 can be applied. Here, we recall the definition of the

parameters of interest:

T = %-- [average value of r1(x,t)] (4.156)
E'--% + [average value of ro(x,t)] {4.157)
;.% (4.158)
where in (4.156)-(4.157):»
r1(x,t) = R-a(A - xa(t)) (4.159)
ro(X,t) = a(x - xa(t)) (4.160)

Recall that A is the width of the thermostat dead band.

X
Ta = [T £ () (A,t)dh = R-a(E, (A,t) - x_(t)) (4.161)

C -]
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40
ch -i fo(x,t)ro(x,t)dx = a(Eo(x,t) - x (t) (4.162)

where l-':1 (A,t) and Eo(k,t) are expected mean temperatures in the “on"
and "off" states respectively at time t. Let T = [tl'tzl be the time
interval over which the load model is to be used. Throughout chapter
1V, the quantities in (4.161)-(4.162) have been considered
constant. This means in effect the following:
(i) The noise variance ¢ and the ambient temperature xa(t)
cannot vary significantly over T.
(ii) The expectations in (4.161)-(4.162) can be considered
constant over T.
In order to make (ii) possible, it will be assumed that the system
starts in its steady-state and is not significantly removed from it
during T. These assumptions are made in addition to the dead band
confinement asssumption discussed in section 4.3. Clearly, the
totality of the assumptions limits the applicability of the lineariz-
ed model. However, if (i) and (ii) are verified, an algebraic
estimation of ¢, r, ¢ is possible from a record of the “on"/“off"
cycling of the thermostat during the time interval of interest. To
show this, first define the following:
I sample mean of "on"™ durations
I': sample mean of "off" durations
9. sample variance of "on" durations
_g_:,: sample variance of “"off" durations.

As pointed out earlier, the probability densities of the "on" and
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"off" durations are first passage time densities given by g.l(x_,t)
and go(x+,t) respectively.

The theoretical means of these passage times are given by T

=2
and ¢ ! respectively. The theoretical variances are given by%
—2 r
and %3- respectively.
c
Therefore, we have the estimates:
Tl (4.163)
r I_ .
o 1 .
c = rx (4.164)
- 02 02
— ]
2.1 =, (4.165)
2 3 '3 :
T T

Clearly, the answers obtained will be a function of weather
and time of the day. Thus table of coefficients as a function of
weather and time would have to be set up for use under any condi-
tions. Finally, it is believed that this same method can be extended
for the estimation of the parameters in the more general (and in fact
more widely applicable) space inhomogeneous model of equation 2.1.

4.3.4 Relationship to Previous Work

In [26], Ihara and Schweppe have developed on somewhat more
heuristic grounds a very simple model which in essence however,
closely resembles the approximate CFPE model in equations (4.14)-
(4.15). The model is a traveling wave-type with a forward and back-
ward wave traveling at different speeds (see Fig. 4-6). Although

developed independently, the Ihara-Schweppe model can be shown to be
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fl(A,t)
r
—>
A
x X .
- fo(k,t) + temperature axis
c
«——
-
X X .
- + temperature axis

Fig. 4-6. Graphical Representation of the Ihara-Schweppe
Model. Arrows indicate the direction of temperature
drift.
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related to our model. This is because it is a limiting case of the

CFPE model under conditions that are now described. Consider equa-

tion (4.64) where the transform of dm is expressed

dat

of 92(3), Az(s), i.e. r, ¢ and o. Under the conditions:

o<<r,
and:

g << ¢c ,

in terms

(4.166)

(4.167)

i.e. when the effect of the noise in (2.1) is practically negli-

gible. We have approximately:

2
r 2s0 1/2
6,(s) = ;3-(1 - (0 +=472)

r
r 1 02
~S-0+5285))
g r
-~ -i
r L

Similarly, using (4.167) it can be shown that:

Equations (4.65), (4.168)-(4.169) yield approximately:

—_— s
dm 1-e c - o
3 () J e £2 (x)dx

(4.168)

(4.169)
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x -1’ - = (x,-x)
-l e Y Swax (4.170)
~00 1 e-—s(‘t+1:')
Now define:
s X=X_  _
* e (x—x_) -5 + T
T (x's) = e - e ’ (‘.171)
o .
X -X
s + -
. - T (x,x) -s( T+ T )
T1 (x,8) = e -e v (4.172)
Then:
(x=x_) _ X=X _
T (x,t) = 8(t - ) - 8(t -1 - [ }) (4.173)
(x, -x) _ (x, -x)

where in (4.173)-(4.174) $8(*) represents the Dirac delta function.

Using theorem 2, it is possible to show that:

-1 T;(x.S) o _
M (x,t) = L | —————] = ] T [x,t-i(T + T")] (4.175)
° -s(1 + 1') i=0
1 -e
and
*
-1 '1‘1 {x,8) ® .
M, (x,t) = L ————] = ] T, x,t-1(T +T') (4.176)
1 - e 8T + 1) i=0

Substituting (4.175)-(4.176) back into (4.170) yields:
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* +0 x
dm o + o]
3 (8) -’{ M_(x,t)£ (x)dx - LMI(x,t)EI(x)dx (4.177)
+

This is essentially the result in [26].
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CHAPTER V
NUMERICAL SIMULATION OF THE CFPE MODEL

In chapter 1V, a number of analytical resﬁlts have been
developed for an approximate ve}sion of the CFPE model (4.14)-
(4.15). These results provide great insight into the dynamics of the
CFPE model and could allow the study of important questions such as
the issue of stability. Unfortunately they do not apply to the more
general time-varying case, or for large excursions of the system
outside its normal steady state as in the case for a power outage of
long duration. Therefore, in general, one has to resort to numerical
simulation.

In this chapter, a numerical algorithm for the simulation of
(3.36)-(3.43) is developed. The algorithm appears to be a reasonable
compromise between ease oOf programming and computational efficiency
for a given accuracy. The purpose of the numerical simulator is to
allow a study of the dependence of the dynamics of a homogeneous or
general control group on various parameters, as well as to test the
®"reasonableness™ of the CFPE model as a description of aggregate load
dynamics. In section 5.1, we describe results concerning some numer-
ical difference methods for the approximation of a particular class
of parabolic partial differential equations anayzed in [46]. The
class is general enough however, to incorporate the egquations of the
CFPE model as a particular case. In section 5.2, a so-called

"completely implicit difference scheme®™ for the simulation of the
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dynamics of the CFPE model is developed. The computer implementation
of this scheme is carried out in chapter VI, where numerical results

are reported.

5.1 A Brief Description of Some Difference Methods

for the Numerical Solution of a Class of

Parabolic Partial Differential Equations

Let u(x,t) be a function of two variables x and t, satisfying

a general second order P.D.E. (Partial Diffeggntial Equation).
A(x,t)uxx + ZB(x,t)uxt + C(x,t)utt + D(x,t,u,ux,ut) = 0 (5.1)

where A(x,t), B(x,t), C(x,t) are arbitrary functions. Subscripts
indicate partial differential with respect to the corresponding var-

iables. Thus, for example:

- azu(x,t)

Ut 9x ot (5.2)
Let the discriminant of (5.1) be defined as:
A(x,t) = Bz (x’t) - A(x,t) C(x,t) (5.3)

Definition [59): (5.1) is said to be a parabolic P.D.E. if:

A(x,t) = 0 (5.4)
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In general, second order P.D.E.'s of the form (5.1) can also exhibit
hyperbolic (A(x,t) > 0) or elliptic (A(x,t) < 0) behavior.
Clearly, equations (3.32) of the CFPE model are parabolic. 1In

{461, difference methods for the solution of P.D.E.'s of the form:

u, - a(x,t)uxx - 2b(x,t)ux + c(x,t)u - d(x,t) =0 (5.5)
are considered. (5.5) incorporates (3.32) as a particular case.
Suppose it is desired to approximate the solution of (5.5)

over a semi-infinite rectangular strip R of the form:
R:[0 < x < L; t > 0] (5.6)

Difference methods attempt to approximate u(x,t) over the points of a

grid:
Rh,k:[xj = jh 7 j=°,1,-og'J+1 H tng nk, n-0'1'ogcl (5.7)

where h = L/(J+1). At each point (xj,tn) of the net, a quantity
v(xj,tn) is sought to approximate the solution u(xj,tn) of (5.5).
(5.5) is replaced by a difference equation which is obtained using a
specific difference approximation formula for the derivatives involv-
ed.

The following notation is used [46]:
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- _n - n
v(xj,tn) E vj v u(xj,tn) = uj (5.8)

for all quantities or functions defined at the points of Rh K In
r

addition, the following interpolation formula is used to define the

quantity at intermediate values of t:

n+a n+1

Vit +o) = vy avy” (1-a)v" (5.9)

(W

for some fixed a: 0<ac<1., Finally, partial derivatives are

approximated as follows:

1 n+a n+a
u txgety +a) g (Vi - vyly)

1 n+a n+a n+a
Uy (Xgrty + @) z (vj+1 - 2w+ vj_1) ' (5.10)
1 n+1 n

and t=tn + uk in (5.1) and using (5.10) yields [46]:

Setting x=xj
v?+1 - v - pa?+a (v?+a - T, v?+a)
3 J 3 i+ 3 j-1
- pa;+a (ng: - 2v;+u + ;t:)
hpb;+a(ng? - gf?) +k ;*“ v?*“ = kd;+a (5.11)
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Where in (5.11), the mesh ratio p = k/hz, and j=1,...,J+1. Substi-
tuting (5.9) into (5.11) together with initial condition and boundary
values information yields a system of linear equations of the form:
n+1 n+1 n+1 n
v, +a,.v. +a.. : .
aijv] a23v] a3Jvn+1 = sj (5.12)

for Jj=1,...,J+1, which can be solved recursively. The solution
requires no calculations if a=0, thus yielding the so-called explicit
scheme. For a # 0, the scheme is called implicit and some labor is
involved in solving the equations. Finally for a=1, the scheme is

called completely implicit.

Two performance criteria can be used to compare the various
schemes:

Accuracy: 1i.e., what is the least upper bound to the error in

terms of step sizes in the simulation?

Computational Complexity: 1i.e., what is the total number of

operations involved in the algorithm?
However, no scheme is useful unless it is stable, i.e. the error
should not build up from one computation to the next. The following
results are proved in [46]:

- The explicit scheme is stable for:

2
K < h (5.13)

2a(x,t) + hz(x:t)

Thus a fine spatial net requires a "finer” time net and the

number of steps to reach at time t is of the order of
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t/hz. Finally the error at each step is of the order of

n2.

- The completely implicit difference scheme imposes no re-
striction on p but requires somewhat more labor to solve
the equations. The total computations required to reach a
time t can be made qonsiderably less than in the explicit

case by choosing k sufficiently large. The error bound,

however, is now of the form

lerror| < O(hz) + 0O(k) (5.14)

and thus, in the interest of accuracy k must not be too

large.
-~ The Crank-Nicholson (o = %ﬁ difference scheme is stable
for:
2
k < 2h (5.15)

2a(x,t) + hzc(x,t)

The net spacings are related as in the explicit difference scheme but
the time step can be twice as large. Since the solutions of the
implicit equations do not require twice the amount of computations
used to solve the explicit equations, a saving may be made in the
total work required to reach a time t. 1In addition, the error bound

is now of the order

lexror| < O(hz) + O(kz) (5.16)
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which is an improvement over the completely implicit scheme. 1In the
light of the above remarks, a completely implicit difference scheme

was preferred.

5.2 An Implicit Difference Scheme for the

Numerical Simulation of the CFPE Model

Reformulation of the CFPE Model in Terms of the Probability Distribu-

tions

The CFPE model is repeated here for convenience.

Dynamics
o, R o2 a2
3t Aot =37 [r,00f,0,0] + - [;;—2- £,00,t)] (5.17)
;;9- (A,t) -'%7 [ro(A,t)fo(A,t)] + %2— [%i—z— £,04t)] (5.18)
Boundary Conditi&ﬁs
£(x,,t) = £ (x_st) =0 (5.19)
£ (==t) = £ _(+=,8) = 0 (5.20)
£ 08 = £ (x_,t) (5.21)
£p(X, 0t = £__(x ,t) (5.22)
Fu (x_,t) - 1 (x_,t) = - o (x_,t) (5.23)

A A A
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of of of

oc ob 1
CYY (x+.t) alarve (x+,t) =3 (x+,t) (5.24)

Since distribution functions are generally smoother than density
functions, the above dynamics are rewritten in terms of the following

functions:

X

F, (x,t) = J £,(2,t)dA (5.25)
X

F_ (x,t) -Jo £ (A, t)dx (5.26)

For x € x_, integration of (5.17) with respect to A from -~ to x

yields:
oF
1 lim
Fo () = r GBE () - 0T e (LB E ()
2 af of
1 i 1
+ (32 et - A 0ut)) (5.27)

Assuming the limits in (5.27) are zero, we have:

2
0
F1t(x,t) = r1(x,t)F1x(x,t) + 2 F1xx(x,t) (5.28)

For x_ € x € X, » integration of (5.17) with respect to A from x_ to x

yields:
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oF, oF,
"é'r (x,t) - 'a—t‘- (x_'t) = 1'1 (xlt)f1 (x,t) - 1'1 (x_lt) f] (x_lt)
2 Jf of
o 1 1b
+ o 57 xot) - (x_,t)] (5.29)
However at x_ (5.28) yields:
3F 2 of
L x b)) = ro(x LJOE.(x L)+ —2 L) (5.30)
at -! 171 | Rl 2 t -! ’

Substituting (5.30) into (5.29) and recalling (5.23) yields:

o? o?

F1t(x't) = r.l(x,t)le(x,t) + Ticx(x't) + -2—F° x(x_,t) (5.31)

X
Equations (5.28) and (5.31) represent the "on"™ part of the dynamics
of the CFPE model ‘'in regions a and b of Fig 3-2 respectively, in
terms of Fi(x,t).

-

Using a = uilar procedure, it can be shown that for x > x ¢

2

[+

and for x_ <€ x < X, .

2 2
] <]
Fot(x,t) = ro(x,t)Fox(x,t) + Z—Foxx(x,t) + 2 lex(x'l-'t) (5.33)

Approximating the CFPE Model

The following notation is used:




k: time step ,
h: temperature step ,

n
F1i = F.l(x1 + (i-1) ,nk) .

n
F,, = F (x_ + (i-Dh,nk) .
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(5.34)

Note, that in the above, since it is not possible to let x go to +»

or = in the simulation, artificial boundaries must be introduced to

limit the size of x. These boundaries however, should be placed "far

enough®™ sBo as not to introduce any significant error in the prob-

lem. We chose to use reflecting boundaries. It was assumed that x,

and x, are the minimum and maximum temperatures respectivly where a

device can be found with any significant probability.

Dynamics

For an implicit scheme we have:

n+1 1 n+1 +1
Fixi ® 2n [Fj(i+1) - j(i-1)] ’

n+1 1 n+1 n+1 n+1

jxxi T 2 (¥ ey = 251 * Fyaonyd @
n+1 1 n+1 n
Fjes =% [Fyy - Fyal v

for j=0,1. Using (5.35)-(5.37), (5.28) and (5.32) can be

ed by

(5.35)

(5.36)

(5.37)

approximat-



n+1
n+1
Fn(i 1 [ 2 - u] + Fgp (20 + 1]
n+1
n+1 [ ]1k - Fn

J(i+1) ji

For j=0,1, i to be specified later, n > 0 and:

Furthermore, F1xx(x+,t) can be approximated using:

1 2
F1(x+-h,t) ~ F1(x+,t) + F1x(x+,t)h + —'F1xx(x+,t)h

2

(5.40) and (5.19) yield:

. 2
F1xx(x+'t) = hz S1(t) ’

where

Similarly, one can write:

1 2
Fo(x_"'hvt) id Fo(x_vt) + Fox(x-'t)h + 5 Foxx(x_vt)h

2

(5.43) and (5.19) yields:
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(5.38)

(5.39)

(5.40)

(5.41)

(5.42)

(5.43)
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P t) = 2- S (t) {(5.44)
oxx(x-' h2 o *

where:

S,(t) = F(x_+h,t) = F_(x_,t) (5.45)

Substituting (5.42) and (5.45) into equations (5.31) and (5.33) re-

spectively yields:

2 2
[+] (4]
Pjt(x,t) - ;E'Sj(t) = Pj(x,t)ij(x,t) + E—'ijx(x,t) (5.46)

for j=0,1. Using (5.35)-(5.37), (5.46) is approximated as

rn+1k rn+1k
n+1 5 +1 ne1 ¢ F4i
Fipen [0+ =) + 00+ 20+ F [ - 5]
=+ 2 s 5.47
ji N j ( )

for j=0,1, i to be specified later and n » 0.

Boundary Conditions

It remains to approximate boundary conditions (5.19)-(5.22),
as well as the artificial reflecting boundaries introduced at X=X
for the "on" density and at x=x, for the "off" density.

A. Reflecting Boundaries

a. F =0 ¥noa>0 (5.48)

=0 ¥n2>0 (5.49)
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B, Absorbing Boundaries

a. At X,r we have from(5.31):

2 2

g ol .
F1t(x+'t) = r1(x+,t)F1x(x,t) + 2 F1xx(x+,t) + 2 Foxx(x_,t)(S.SO)

Using (5.19), (5.35)-(5.37) and recalling (5.44), we obtain:

n+1 n+1 n+1
(-2u)r1(J1_” + (1 + 2p) P, " r';J1 + 2 s (5.51)
where x, = xg + (Jy = Vh.
b. At x_, we have from (5.33)
o2 02
Foelx_ot) = ro(x_,t)Fox(x_,t) + o Fogx (Xort) + 5 F1xx(x_,t) (5.52)

Using (5.19), (5.35)-(5.37) and recalling (5.41), we obtain:

n+1 n+1 n+1
(1 + 20F" - 2u B> = rg1+ 2u s} (5.53)

C. Probability Conservation

a. At x_ we have:

1 2

and:

1 2
Fi(x_+h,t) = F (x_,t) + F, (x_,t)h + 3 F,__ (x_,t)h (5.55)
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Adding (5.54) and (5.55) we obtain:

1 2
Fy(x_-h,t) + P (x_+h,t) = 2F, (x_,t) + 3 F, _ (x_,t)h

1 2

(5.23), (5.44) and (5.56) yield:

: : 1
Fixxa®=rt) = [Fyx_-h,t) = 2F (x_,t) + F (x_+h,t) + S_(t)] =5 (5.57)

h

Furthermore, subtracting (5.54) from (5.55) yields:

2
h

Fy{x_+h,t) = F (x_-h,t) = 2nF, (x_,t) + 35— [P, (x_,t) = F,__ (x_,t)]

(5.58) and (5.44) yield:
1

P X_rt) = [F (x_+h,t) - P (x_-h,t) + s8] > (5.59)

At x=x_, (5.28) yields:
o2
F1t(x_,t) = r1(x_,t)F1x(x_,t) +-§— F1xxa(x_,t) (5.60)

From (5.57), (5.59) and (5.60) and recalling (5.35)-(5.37) we have:




n+1
n+1 1Llk n+1 n+1
1w~ [+ — + Fu.1 1+ 2] + F1(L1+1)['"
r?zlk
= F?L * 52+1 [w+ __E%_]

where
x = x1.+ (L1 - HYh .
b. At x,, a similar derivation yields:

n+1

r0L k
n+1 [0 n+1 n+1
Fow -1yl +—35) * For 11+ 2ul + Folp o)
o o o
rn+1k
= ' - (_EES_ - A]5n+1
OLO 2h 1

where:

x,=x_+ (L, = Nh .

D. Summary of the Equations

Combining (5.38), (5.47)-(5.49), (5.51), (5.53),

we obtain:

n+1 n+1
=

AF o] ¥n > 0
and
A "t o ptt! ¥n > 0

where in (5.63)-(5.64):

[-u -
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n+1
r1L1k

Ty

{5.61)

n+1l
r0L k

&)
2h ]

(5.62)

(5.61)-(5.62)

(5.63)

(5.64)
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b1(2) c1(2) 0 eee 0 :
a1(3) b,(c) c1(3) 0 ses 0 |
|
0 a,(l) b1(4) c1(4) 0 eee 0 |
. |
. 0 . ) . . '
3 . A . . '
. . . . . |
. . - . > . |
: Y . C C1 (J1-1) :
0 0 0 0 a,(J34)  by(3y) |}
n+1
Fi2
Fn+1
13
n+1 .
B o)
Fn+1
1J1
n
d1 (2)
da3(3)
n . {(5.65)
2= |
n
d1(J1)
bo(1) c°(1) 0 cae 0 :
a°(2) b°(2) c°(2) 0 e 0 :
0 a°(3) b°(3) c°(3) 0 vee 0 :
0 - ¢ . '
. . . * . . '
[} ) ) * I
. . . l
0 * 0 * . 0 |
. ' . ]
L] ¢ . co(Jo-Z) :
0 0 0 0 al(J1) bo(JO-l) |
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n+1
Fo1
o
Fn+1 - : (5.66)
o Fn+1
o(J°—1)
and
+
t:iIK
a,(J1) - 2u
oo
b1 (i) = -] +'_i"h_'_ for i = 2'900'\]1_1
b1(J1) = 1+ 2u
r?I‘k
c1(1) = -y - “2h for i = 2,...,J1-1 (5.67)
n n
d1 (i) = FIi ’ for i = 2'.0.'111-1
rn+‘|k
n r n+1 1L1
d; (L) = F11.1 +8, (=)
) =P, o+ 20 8™, for i=L.41,...,3 (5.68)
1 1i o ! I ¢
n+1
roi k

ao(i) = -] +'—"‘2T " for i = 2'000'\]0-1

bo(i) = 1+ 2u, for i = 1,...,J°-1
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c°(1) = -2y
+
rgi1k
co(i) =My for 1 = 2,...,J°-1 (5.69)
n_, n n+1
do(1) Foi + 2u s,l s for i 1,...,Lo 1
rgzl k
n (o] n+1
do(Lo) = FgLo - { 2h - u)sl
i) = ¥ for i = L +1 J -1 (5.70)
o i) oi ! or ot lreeeddy .
Also:
n+1 n+1 n+1
59 "Fra-ny "R, (5.71)
1 1
n+1 n+1 n+1
So = F2 - F, . (5.72)

Note that all the entries inll_)_1 and_lgo are known at time n except

+
for s? 1 and sg+1. We shall set:
n+1 n
S = S, (5.73)
1 1
and
+
g"*! . g0, (5.74)
() ()

This yields two decoupled tridiagonal systems (5.65)-(5.66) which can

be solved separately at each time step.

The algorithm (5.63)-(5.64),
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(5.73)-(5.74) was implemented on the Georgia Tech Cyber. Numerical

results are reported in chapter VI.
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CHAPTER VI
SIMULATION RESULTS

In this chapter, results of a numerical study 6f the dynamic
properties of homogeneous, nonhomogeneous and completely general
control groups are reported. The results are summarized in a series
'of figures on pp. 128-133. These figures represent the expected
dynamics of fractional (or per unit) power demand in a group of
devicés following a temporary interruption of power supply (cold load
pickup). All simulations are based on the discretized version of the
CFPE model in equations (5.63)-(5.64). In selecting the data for the
runs, effort was made to retain possible "on"/"off"™ switching time
constants (? and T'). However, the data is entirely fictitious and
was mainly designed for the purpose of illustrating the dynamics of
the CFPE model. Three groups of figures can be distinguished corre-
sponding to properties of homogeneous, nonhomogeneous and general
control groups respectively. Data for each of the runs are given
below. Pinally, in Fig. 6-6, we report results of a numerical study

of the properties of the infinite series in (4.146).

6.1 Simulation of Homogeneous Control Groups

The sensitivity of the post outage dynamics of an homogeneous
control group to changes in noise variance, average heating rate, and
outage duration was studied by starting from base case values and

observing the effect of a change in one parameter at a time.
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In the notation of equation (2.1), base case data was as fol-

lows:

A =1.1deg C ,

x,(t)
1)

-15'

= .01774 (deg C mn)~ ! ,

ol

= .4 (mn)-1 ’

|

T = .3 (mn)-1/2 . (6.1)

The data in (6.1) yields approximately:

. T =7T'=5mn, (6.2)

i.e. the average duration of the "on" time is approximately equal to
that of the “"off" time and they are both in the neighborhood of five
minutes.

Figures 6-1 and 6-2 demonstrate the effect of a change in
noise variance for four different values of outage duration. Figures
6-3 and 6-4 demonstrate the effect of changes in the average heating

rate and outage duration respectively.
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6.2 Simulation of Nonhomogeneous Control Groups

Here, the effect of some parameter variance within the control
group was assessed by simulating (5.63)~-(5.64) for the mean data as
well as two "neighboring”™ sets of data, and using this information to
evaluate the sensitivity coefficients in (3.84) numerically. Subse-
quently (3.64) was used to generate post-outage dynamics in the
nonhomogenenous control group for various levels of parameter var-
iance. Only the effect of one parameter, namely thermostat set point
x_, was considered. The average data was identical to (6.1) except

/2

for 0 = .2 (mn) ~ The results are summarized in Pigure 6-5.

6.3 Simulation of General Control Grouzg

In this set of runs, the dynamics of a general control group
were simulated by assuming that, at the outset, it has been broken up
into its constitutive homogeneous control groups and, subsequently
obtaining aggregate dynamics by superposition of the individual
dynanics for eachihomogeneous subgroup.

The general control group that was studied was assumed to be
made up of sixteen homogeneous groups. Data for the homogeneous

groups was as follows:

A.1.1degC'

xa(t) x_
ry = 15 , 'z- = 35 ,

= .01774 (deg C mn)'1 ,

|
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T = o, @n) V2, (6.3)

for i = 1,.,..,4, and j = 1,...,4, where in (6.3):

.35 .
Rz [r,] = |4 and Vv = {0,] = |*3 (6.4)
- i .5 4 . - j .5 *
.6 .8

The nominal size of the heating element was assumed to be identical
for all devices. Several parameter distributions were studied. Each
parameter distribution was characterized by a set of weights, Wige

such that:

. _ ,
pef( =)0 (0 = oj)] = vy (6.5)
for i = 1,.¢.,4,2nd j = 1,...,4, where in (6.5):
W= [wij] is a given 4 x 4 matrix of weights.
The following values of W were used:
1 1 1 1
1 1 1 1 1
L T3 R T (6.6)
1 1 1 1
1 3 3 1
1 3 9 9 3
"% |3 9 9 3 (6.7)
1 3 3 1



127

9 3 3 1
1 9 3 3 1
B3 %% (9 3 3 1 (6.8)
9 3 3 1
Finally, global dynamics were obtained using:
— f i —
m(t) = w,. m,_.(t) (6.9)
=1 §=q 13 13

where in (6.9) iiij(t) denotes the aggregate functional state with

parameters r; and oj. The results are summarized in Figure 6-6.

6.4 Numerical Evaluation of Theoretical Impulse Response

Here the dynamics of the aggregate function state m(t) were
evaluated for an initial distribution f?(A) = G(A-x_), by numerical

integration of the following theoretical expression:

— 10
dm - ‘ . - .
ar = I .t iZO [g, (x_ + 2ia,t) - g (x_+ 2(i+1)4,t)] (6.10)

The above equation is based on (4.146).
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Fig. 6-3. Dependence of Cold Load Pickup Dynamics on the Heating
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Fig. 6-4. Dependence of Cold Load Pickup Dynamics on Outage Duration.
Outage durations are 2, 5, 10, 20, 30 and 50 mns respectively.
All other parameters are as in base case.
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6.5 A Pew Observations on the Results

The following groups of remarks can be made:

(a) PFrom Figures 6-1 and 6-2 it appears that:

The noise variance parameter ¢ is crucial in shaping
the dynamical response of homogeneous control
groups. Therefore, ignoring this parameter complete-
ly, as is the case for the Ihara/Schweppe model, can
result in serious error.

As the noise variance parameter increases there is a
simultaneous decrease in post-outage dynamical fluctu-
ations. The system reaches its steady-state faster.
0 acts like a damping factor. This is to be expected
since an increase in system noise provokes an increase
in the diversity of the system. This increase in
diversity in turn tends to oppose the decrease 1in
diversity caused by the power outage, thus yielding a
more sStable system.

Unlike 1its approximéte version (4.14)-(4.15) which
predicts that the éteady—state connected fraction of
devices is independent of 0, the CFPE model simulator
indicates a dependence of the steady-state on noise
variance. However, the dependence is apparent only
for large values of 0. This is consistent with the
constant rate approximation validity criterion devel-
oped in equations (4.125)-(4.126) as we now show. 1In

the simulations of figures 6-1 and 6-2, T = 5 mn.



(b)

(c)

(d)

(e)
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Hence for ¢ = 1.0, the performance criterion in
(4.125) yields .82. This means that for ¢ = 1.0, 82%
of the steady state "on" density lies outside the
thermostat dead band, ﬁhus invalidating the constant
rates approximation,
From figures 6-3 through 6-4, we have respectively the
predictable results that as the average heating rate
increases, the steady state fraction of devices in the

.onl

state decreases (mainly because a device spends on
the average less time in the "on"™ state) and as the out-
age duration increases the fraction of devices in the
"on" state after the recovery increases, as well as the
duration of the restoration period.

From Fig. 6-5, it appears that post-outage dynamic fluc-
tuations for a nonhomogeneous control group decrease as
the parameter variance within the group increases. As
argued in (a), this effect can be understood by remarking
that an increase in parameter variance results in an
increase in the diversity of the systen.

From Fig. 6-6, it appears that the parameter distribution
within a general control group can alter significantly
the restoration dynamics following a power outage.
Uniform and centered triangular parameter distributions
yield smooth dynamics for our example.

The theoretical results in Fig. 6-7 are consistent with

the simulation results in Figures 6-1 and 6-2, namely:
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- As the noise variance parameter ¢ increases, the
dynamics become smoother.

- T acts essentially like a damping factor.

This suggests that the conséant rates approximate model
(4.14)-(4.15) retains some of the essential dynamic fea-
tures of the exact CFPE model (3.36)-(3.43). One
important difference however, is that for the approximate
model, there is no dependence of the steady-state con-

nected fraction of devices on noise variance.

6.6 Future Work

One important final step remains to be taken before bringing
the general load synthesis procedure of Figure 2-1 to completion:
step e, or model validation. This implies a preliminary parameter
estimation phase for a practical system, followed by the application
of the results of this thesis to generate a model for the prediction
of cold load pickup dynamics for the system. The predicted dynamics
would then be compared to actual dynamics measured under the same
conditions. Only after the completion of this task can the practical
success or failure of our approach be unequivocally assessed.

It is likely that, in case of failure, the root of the problem
be a possibly oversimplified group model (equation 2.1). In the
light of the preceding remark, a first extension of this work would
be to investigate how well the results obtained generalize to the
case of a more complex (more states?) group model. It is not unex-
pected that for the more general case, one would have to deal with

first passage times over hyperplane problenms. Secondly, only the
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case of what was refered to earlier as "weakly-driven™ functional
models was studied here. An obvious extension of this work would be
the solution of the aggregation problem for the "strongly-driven"
case, the practical benefit being the ability to model the loads due
to groups of electric water heaters. Finally, on the theoretical
level, the fundamental result of the thesis is expressed in equations
(3.36)-(3.43). These equations characterize the evolution of

*hybrid® probability densities f1(A,t), fo(A,t) associated with the

x{t)
m(t))'

Markov processes have probability densities which satisfy the Fokker-

hybrid-state vector Markov process ( Whereas continuous-state
Planck equation under fairly weak conditions, no formally correspon-
dant result is known for the case of hybrid-state Markov processes.
It is our conjecture that it is possible to write a system of equa-
tions similar to (3.36)-(3.43) i.e. a combination of Fokker-Planck
equations associated with boundary conditions expressing a "conserva-
tion of probability®™ principle for a broad class of hybrid-state
Markov processes still to be characterized. We feel this conjecture

is well worth investigating.

6.7 Conclusion
It is our opinion, that the major contribution of this thesis,
other than helping to bring about the solution of a very practical
problem, has been to demonstrate that for modeling groups of 1loads
for which assumptions of "elemental independence®™ (section 3.2) hold,
methods inspired from the still very dynamic field of statistical
mechanics can be applied with some success. At an earlier date, and

in the area of neural networks, parallel conclusions were reached by
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J. D. Cowan in his article "A Statistical Mechanics of Nervous Acti-
vity® [60]. It is hoped that the few results presented here will
encourage further research in this direction which, although more
perilous and expensive (in terms of daia requirements) than the now
classical time series parameter identification approaches to 1load
modeling, could yield in the long run physically more meaningful and

therefore more versatile analytical electric load models.
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APPENDIX A.
MISCELLAREOUS PROOFS

In this appendix three proofs are presented. In proof 1, it
is shown that the interchange of limits and integration order can be
carried out in (3.59). In proof 2, the state transition matrix in
(4.30) is calculated. Finally, in proof 3, equations (4.151) through
(4.155) are established.

PROOF 1: |

From (3.60) we have:

lim 1 |
he0 E‘L f”(x,t,z,uh) (z-A)Ax = -a(X-x_(t)) + Rb(t) (A.1)
Let us set:
m(iA,t) = -a(A-xa(t)) + Rb(t) (A.2)

(A.1) implies that for some € > 0, there exists §(e) > 0 such that

for |h| < 8(e):

8

%‘ f11(k,t,z,t+h)(z—k)dz -m(A,t)| <€ (A.3)

From (A.3) we have:

":T [ £, 040z, t4h) (z-1)dz] < € + m(A,t) (A.4)
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for all h such that |h|l < 6(g¢). PFurthermore, since R'(A) is contin-
uous on the compact interval [x_ + e,x+] and zero elsewhere, it must
be bounded for all A. Let k be an upper bound. Similarly, the con-
tinuous function of A, [m(A,t)| on the compact interval [x_+ e,x+]
must be bounded. Let M(t) be an upper bound. Using (A.4) and the

preceding remarks:
1 4o
IR*(ME (At A,t) = [ £, (A, t,z,t+h) (z-))dzl
=0 for X ¢ [x_+ e,x+]

< k(e + M(t)) f11(l',t',l,t) (A.5)

for A ¢ [x_ + e,x+] and for |h| < §(¢€).

But:

oK
+

f11(l',t',l,t) k(e + M(t))dX < k(e + M(t))
+£

{ @ (A.6)

(A.5) and (A.6) show that for |h| < 8(e) the integrand of:

1i " '
h+](‘Jl L £,1(Ast,z,t+h) (z-2)dz R () ]ar (A7)

- -
I [£,, 00t 2,0 o
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is dominated by the function defined by the right-hand side of (A.5),
independent of h and that furthermore, this functionis absolutely
integrable. By virtue of Lebesque's dominated convergence theorenm,
we can carry the limit operation past the integral sign. A similar
proof holds for the remaining terms of (3.63). This completes proof
1. ) ®
PROOF 2:

We use a transform technique to compute the state transition
matrix in (4.30). If Y represents the complex variable in the trans-

formation, we have:

-1 Y -1
2 2
¢} ¢}

where in (A.8), L-1 {-} represents the inverse Laplace transform

operator. From (A.8):

Y-2r
2 2
-1 (¢} (o]
gjk,s) = L (A.9)
2
Y ¢ - 2Yyr - 28 |2s
=3 A
g

which yields:

2
¢11(A's) - L—1 [ - Ac” - 2r
o (y - 61(5))(7 - 62(8))

-1 Gz(s)Y 61(9)A
=08 (s)[0,(s)e - 8, (s)e ] (A.10)
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where in (A.10), 6(s), 61(5), 62(3) have already been defined in

(4.35)-(4.36)

-1 02
¢12(>‘ls) - L 2
o (y - 8,(s)) (Y - 6,(s))
0,(8)Y  6,(8)Y
o Nmfe!  -e? ] (A.11)
- 2
o (Y - 8,(8)) (v - 8,(s))
8, (8)A 8_(8)A
--2—: [e 1 - e 2 ] (A.12)
[
-1 02
¢22(>‘is) = L [ 2 l
o (y - 6,(s))(y - 6,(s))
-1 6.(s)A ez(s)k
=0 (s)[6,(s)e - 6,(s)e ] (A.13)
This completes proof 2. o

PROOF 3:

Equation (4.153) is rewritten for convenience:

2 2 \1/2
[_uab + (uab + 2s°ab) ]]
2

ab

* *
g, (as8)g, (b,8) =~ exp[- (A.14)

c

In accordance with the developments in section (4.3.2), we

impose the condition that the first and second moments (or equiva-
lently the mean and variance) of the probability density function

which transforms into the left-hand side of (A.14) be exactly retain-
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ed by the approximating density function. This means in effect the

following:

2 2 \1/2
[-uab + ("ab + 250ab] ]

]

9 * * 9
- 33 l9,(ar8)g, (bss)] = - = exp|- 5
ab s=0

s=0 8 (o]

(A.15)

2 2 y1/2
32 . . 22 [-vap + (g + 2805,) 7]
= lg_(ass)g,(b,8)]| = = exp[- 5 ]
s s=0 ads Oab s=0

(A.16)

(=u + (uz + 2502)

o2

1/2)

2 exp[-
3s P

s=0

(-3 62+ 256
s=0 s=0

_ 2 2,.1/2
- exp[L,u + (u ; 2s0”) __J]
(o)

- (A.17)
U

2

—_— exp[
asz o]

_ L:E + (uz + 280
2

2)1/21]

s=0

I-u + (uz + 2502)1/?1]

2
(o]

= -(u? + 2502)_1/2-%; [exp|-

s=0

-3/2 {p + (uz + 2802)1/?l]

o2

202 exp|- (A.18)

-1 0?4 2804
2
s=0
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(A.17) and (A.18) yield:

2 _ 2 2.1/2 2
3T exp[- (- + (u° + 280°) 1] - 1 + 9 (A.19)
3 2 2 2 3
s o " "
Furthermore:
) * * . ) *
38 [go(a.S)g1(b.s)1 = g (a,s) 3—5-91(b.s)|
s={ s=0
* 3 %
+ g, (b,s) ey go(a.S)‘ (A.20)
s=0
Recalling (4.85)-(4.86) and using (A.17) we obtain:
] * * a b
Y [go(a.s)g1 (b,s)] -T2 (A.21)
s=0
Also:
32 % * * 32 *
— [g_(a,s)g, (b,s)] = g (a,s) — g (b.s)‘
2 o 1 o 2 1
9s ds s=0

.} * 9 *
+ 2 35 9o (as8) 35 91 (b,s) ‘

s=0
* 32 *
+ g, (b,s) — (A.s)‘ (A.22)
o
ds s=0
and using (4.85)-(4.86) and (A.17)-(A.21) we have:
2 2 2.2 2 2.2
] * * a g a 2ab b G b
—3 [go(a.s)g1(b.5)] =t v ;7 > (A.23)

ds r r c
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(A.15), (A.17) and (A.21) yield:

a,b. 1 (A.24)
r o] uab .
or:
L (A.25)

"ab-ac+bt

(A.16), (A.19) and (A.23) yield:

2 022 2ap b2 b2o2
2t Tt Y2t
r r o]
a . by2 Uib
=(F+ )" +5— (A-26)
Hab
And:
2 .2
2 3 2 ra b
% " Vap ¢ 55+ ) (®.27)

(A.25) and (A.27) yield:

2 2
a b
6 = o2 .('i_.‘ﬁl (A.28)
ab (g_ + 2)3
r c

Equations (4.151) through (4.155) are easily obtained from

(A.25) and (A.28) by substituting appropriate values for a and b.

This completes the proof. °
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APPENDIX B

DERIVATION OF FIRST PASSAGE TIME DENSITY FOR

BROWNIAN MOTION WITH DRIFT

This appendix is based on Cox [39]. Equation (4.65) is re-

written here for convenience:

2P, @, 42 azpa
"a-E" ()\rtr)‘o) = -u _3—)‘_ (‘)"t')‘o) + 'i‘- ‘;‘;2—‘ (Xrtr)‘o) (B.1)
Subject to the conditions:
lim
Pa(a,t,ko) = 0 (B.3)

If condition (B.3) is ignored for the moment, it can be easily veri-

fied that:

(=2 - uty?

1 exp| -

P(X,t,xo) = - 2
oY 2nt 207t

(B.4)
satisfies (B.1) and (B.2).

Using the method of images, it is possible to simulate a zero
boundary condition at a by placing an impulsive source at (Ao - 2a),
i.e. symmetrically located with respect to the absorbing boundary at
a, and of magnitude A to be determined. This is graphically repre-

sented in Fig. B-1.
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§ (=2 ) absorbing AS (i-2a+)
o boundary olr=<a o)
1
! A
1
|
i
!
H
0 )‘o a 2a—>\o temperature

axis

Fig. B-1, The absorbing boundary can be simulated by means of an
additional source of appropriate magnitude and symmetri-

cally located.

The resulting density would be the superposition of the densities due

to each source separately, i.e.:

] (X-Xo-ut) 2 (X-2a+ko-—ut)2
Pa(X,t,Xo) = — [exp[- > + Rexp|- 5
o’ 2t 20°t 20°t

(B.5)

Boundary condition (B.3) yields:

2 2
(a - Ao - ut) (ko - a - ut)

exp[
202t 202t

A= exp[-

e — 9 (B.6)

(B.5) and (B.6) yield:
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2
(A=2_-ut) 2u(a - 1)
Pa()"t')‘o) - [exp[- -——-9-5— - exp[ 2 2
o/2nt 207t o
(- 22+ -ut)>
- 3 1] (B.7)
20t

(4.71) follows from (4.70) and (B.7).

This completes the derivation. e
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