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## SUMMARY

This dissertation is concerned with the estimation of a process signal over a finite two-dimensional plane from data sampled at discrete points along a prescribed scan path in the plane. One coordinate of the plane is referred to as the spatial coordinate, while the other coordinate is referred to as the temporal coordinate. The scan path is such that the spatial coordinate is a single-valued function of the temporal coordinate. The process under consideration belongs to a class of nonstationary processes in which the signal is the sum of a Gaussian stationary component of unknown statistics and a nonrandom component that is a function of the spatial coordinate only. The estimates are linear combinations of the measured signals with the weighting factors being chosen to minimize the expected value of the square of the estimation error.

Efficient two-dimensional estimation techniques require a knowledge of the autocorrelation function of the process, which is not assumed to be known a priori in this case. Due to the nature of the scan path, the autocorrelation function can be estimated only in a restricted sector of the two-dimensional plane. Since this restriction poses a difficult problem in two-dimensional estimation, simpler one-dimensional estimation techniques have been popular in the past. A major contribution of this work lies in solving this problem. The extrapolation and refinement of the risum.e.
autocorrelation function is achieved by fitting an appropriate form of the autocorrelation function to the estimated autocorreLation function in the restricted sector. In some cases the form is known for a particular class of stochastic processes. In other cases the form has to be approximated by an exponential-cosine form.

The approach used is to first estimate the autocorrelation function in the restricted sector from the scan path data. To the estimated autocorrelation function is fitted the appropriate form by the weighted least-squares technique. The fitted autocorrelation function is then used in the estimation of the signal. A comparison of the resulting expected value of the square of the estimation error is made with the one obtained by using the real autocorrelation function. Also, a comparison is made with other existing methods. Asensitivity analysis is performed to determine the allowable flexibility in the parameters of the functional form.

The results are demonstrated by using two simulated processes and a real sheet paper process. The two-dimensional stochastic processes having an exponential-cosine autocorrelation function are sinulated by passing discrete white noise through a synthesizing filter. The advantage of working with simulated processes is that the real autocorrelation function is known a priori. The developed method is also applied to the scan data from a sheet paper process and the results are used in comparing the developed method with existing ones.

## CHAPTER I

## INTRODUCTION

The research reported in this thesis began as an attempt to improve the on-line estimation of the basis weight of Kraft paper. The author and his advisor visited the Westivaco paper mill operation in Charleston, South Carolina, as guests of Dr. D. B. Brewster, then Director of Process Control. In a conference, Dr. D. B. Brewster indicated the poor control of the basis weight obtained by using estimation techniques in the temporal coordinate of the sheet paper and suggested the existence of correlation in the temporal and spatial coordinates of the sheet.

After reviewing existing literature in multidimensional estimation, algorithms for basis meight estimation and identification of random process statistics, it was decided that a significant contribution to the state of the art could be made through examination of this problem. A general mathematical problem, applicable to most sheet processes, was thus formulated from the basis weight problem.

## Statement of the Problem

Consicier a class of two-dimensional nonstationary random processes $q(x, t)$ in which the signal is the sum of a Gaussian stationary component $s(x, t)$ and a nonrandom component $p(x)$. The statistics of the stationary part and the form of the nonrandom component are not given a priori. From the data sampled at regular
intervals in the past up to time $t_{p}$ along a prescribed scan path, it is desired to determine a discrete point estimate $\hat{q}\left(x_{p}+\beta, t_{p}+\eta\right)$ such that the expected value of the squared error

$$
\begin{equation*}
\varepsilon=E\left\{(\hat{q}-q)^{2}\right\} \tag{1.1}
\end{equation*}
$$

is minimized. The upper and lower bounds on ( $x_{p}+p$ ) and $\left(t_{p}+\eta\right)$ are such as to allow for smoothing and prediction in a reasonable subset of the total space. In addition, the random process $s(x, t)$ is ergodic, and the limiting conditions given in Table 1 hold. The form of the scan path is

$$
\begin{equation*}
x=F(t) \tag{1.2}
\end{equation*}
$$

where $x$ is a real, single-valued function of $t$ and the sampling period on the scan path is chosen so as to eliminate aliasing.

Since the nonrandom component can be recovered by exponential smoothing in the $t$ coordinate, the problem essentially reduces to estimation of the stationary part. Optimal linear estimators require the knowledge of the autocorrelation function of the random process. In the process described above, only an estimate of the autocorrelation function is available in the restricted regions related to the scan path. Hence, the major portion of this work is devoted to extrapolation and refinement of the estimated autocorrelation function.

## Reviem of Literature

Past attempts to estimate the basis weight of sheet paper

Table 1. Limiting Conditions on the Autocovariance
$\Delta x$
0
0
0
0
improvement of this algoritho, assuming no correlation in the spatial and temporal coordinates, is the estimation of the temporal coordinate using one-dimensional linear optimum estimation theory. References (2) and (3) are in this line of thinking, excepting they tend to be more oriented towards fitting a state model to the process in the temporal coordinate. Tuning the parameters in the $s$ tate model requires input-output information. Unfortunately, only very few inputs contributing to the output signal can be monitored and, hence, the remaining inputs go undetected. These undetected inputs can cause considerable deviation of the actual output signal from the state model predicted output signal. Reference (2) is primarily concerned with the assessment of the spatial basis weight profile and this assesment is used for the purpose of deciding whether or not the paper will run satisfactorily during operations on or subsequent to the paper machine (coating and reeling). It has very little to contribute to the problem being considered in this thesis since the method is empirical and no definite design criterion is used. The method is mentioned here only to illustrate the variety of work done in the field.

All the methods discussed so far do not consider the existence of correlation between the spatial and temporal coordinates. Dr. D. B. Brewster's experience indicated that correlation does exist. The same conclusion can be drawn by considexing the sheet paper as a two-dimensional random process. Even though the existence of this correlation was known to the investigators in the
past, the way to extract the correlation over the whole twodimensional plane from the scan path data was not known. This presents an obstacle in the use of optimal multidimensional estimation theory.

Optinal multidimensional estimation theory requires the multidimensional autocorrelation function to be given a priori. References on this topic are Peterson and Middleton (5), Blum (6) and Repjar (7). Reference (5) deals with optimal estimation of multidimensional stationary random processes, whose autocorrelation function is given a priori. With a slight modification described in Chapter IV, their method can be made to handle the nonstationarity under consideration in this thesis. Reference (6) is concerned with a class of one-dimensional nonstationary processes similar to the one described in the problem statement. With appropriate modifications, it can be extended to handle the two-dimensional case as shown in Chapter IV. It also requires prior knowledge of the autocorrelation function. However, not all multidimensional estimation methods require the autocorrelation function, as shown by Reference (7). It deals with two-dimensional estimation which is not optimal and at the same time does not require any knowledge of the autocorrelation function. Its application is restricted to pattern recognition since it requires sampled data on the whole two-dimensional plane and cannot be used with data on a restricted sampling lattice.

The problem of obtaining the two-dimensional autocorrelation function from a restricted sampling lattice has rot besu treated
in literature. The commonly known works in the estimation of the one-dimensional autocorrelation function are by Parzen (8), Blackman and Tukey (9), Balchen and Blandhol (10), and Uskov and Orlou (11). References (10) and (11) are primarily concerned with the error involved in the estimation of the autocorrelation function and designing the experimental parameters so as to reduce this error. References (8) and (9) develop many different ways for smoothing an estimate of the autocorrelation function by passing it through various lag windows. The single most important clue to the extrapolation and refinement of the estimated autocorrelation function came from Bendat (12), who is his book showed a number of one-dimensional physical processes that obey the exponential-cosine form of the autocorrelation function. He suggests it as a means of refining the estimated autocorrelation function. This concept has been developed in the thesis and used not only in the refinement but also in the extrapolation of the estimated autocorrelation function.

Two methods very relevant to the above concept and used as solution tools in this thesis are the Blackman and Tukey's power spectrum analyzer and Fletcher and Powell's function minimization technique. Blackman and Tukey (9) describes an indirect technique of obtaining the power spectrum from finite length discrete-time data. The term "indirect" refers to computing the power spectrum from the autocorrelation function instead of directly from the discrete-time data as considered by Welch (13). The significant advantage of this method is its computational ease. The autocor-
relation function is first obtained from the discrete-time data. Then employing the standard definition of power spectrum as the Fourier transform of the autocorrelation function, the raw power spectrum is obtained at discrete points in the frequency plane. This estinate of the power spectrum is then refined by convolving the raw estimates with different sets of weights to obtain either the Hamming or Hanning power spectrum. The power spectrum analyzer has been used in this thesis to identify the frequencies present in the autocorrelation function.

In Fletcher and Powell's paper (14) a powerful iterative descent method for finding a local minimum of a function of several variables is described. A number of theorems are proved to show that the method always converges and that it converges rapidly. The authors mention in their paper that the method has been used successfully to solve a system of one hundred non-linear simultaneous equations. The method falls under the classification of conjugate gradient techniques and requires the analytical form of the gradients. This class of techniques has the property of quadratic convergence in that the minimum of the quadratic objective function is found within some finite number of iterations. The set of directions chosen to ensure that the optimum of the quadratic function is found in a finite number of iterations are known as conjugate directions. Fletcher and Powell have shown a way of choosing these conjugate directions and the distances to move in these directions.

They assume that the function obeys the standard quadratic
form in n-dimensions. The analytical solution of the minimum is given by the Newton Raphson method, if the Hessian matrix is available. In their method the inverse of the Hessian matrix is approximated initially by a unit matrix so that the first direction is down the line of steepest descent. This approximation is subsequently improved until at the minimum, it converges to the true inverse of the Hessian matrix. The improvement is achieved by noting that the current gradient vector is orthogonal to the past incremental vector. For obtaining the minimum along a line they suggest a procedure which uses cubic interpolation and is based on that given by Davidon (15).

The computer subroutine for function minimization using the Fletcher and Powell algorithm is available frow IBM Corporation. Dr. D. B. Fyffe of Georgia Tech's Industrial Engineering Department, made this subroutine available to the author for use in this thesis and it is included in the Appendix.

## Properties of a Two-dimensional Stochastic Process

A stationary process of order two is defined as a stochastic process $s(x, t)$ whose first and second order density functions are not affected by a shift in the $x$ and $t$ origins, i.e. the first order density function

$$
\begin{equation*}
f(s ; x, t)=f(s ; x+\xi, t+\lambda) \tag{1.3}
\end{equation*}
$$

and the second order density function

$$
\begin{equation*}
f\left(s_{1}, s_{2} ; x_{1}, x_{2}, t_{1}, t_{2}\right)=f\left(s_{1}, s_{2} ; x_{1}+\xi, x_{2}+\xi, t_{1}+\lambda, t_{2}+\lambda\right) \tag{1.4}
\end{equation*}
$$

This, in turn, means that

$$
\begin{equation*}
f(s ; x, t)=\text { Constant } \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
f\left(s_{1}, s_{2} ; x_{1}, x_{2}, t_{1}, t_{2}\right)=f\left(s_{1}, s_{2} ; \Delta x, \Delta t\right) \tag{1.6}
\end{equation*}
$$

where

$$
\Delta x=x_{1}-x_{2} \text { and } \Delta t=t_{1}-t_{2}
$$

In terms of the statistics of the process, the mean is a constant and the autocorrelation function

$$
\begin{align*}
R_{s s} & \left(x_{1}, x_{2}, t_{1}, t_{2}\right)=E\left\{s\left(x_{1}, t_{1}\right) s\left(x_{2}, t_{2}\right)\right\}  \tag{1.7}\\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} s_{1} s_{2} f\left(s_{1}, s_{2} ; x_{1}, x_{2}, t_{1}, t_{2}\right) d s_{1} d s_{2} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} s_{1} s_{2} f\left(s_{1}, s_{2} ; \Delta x, \Delta t\right) d s_{1} d s_{2} \\
& =E\{s(x, t) s(x+\Delta x, t+\Delta t)\} \\
& =R_{s s}(\Delta x, \Delta t)
\end{align*}
$$

A process $s(x, t)$ is wide-sense $s t a t i o n a r y$ if its expected value is a constant and its autocorrelation function obeys Equation (1.7). It does not, however, imply stationarity of order two. If $\Delta x$ and $\Delta t$ are assumed positive in Equation (1.7), then from the definition of autocorrelation function it follows that

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=R_{s s}(-\Delta x,-\Delta t) \tag{1.8}
\end{equation*}
$$

and equivalently

$$
\begin{equation*}
R_{s s}(-\Delta x, \Delta t)=R_{s s}(\Delta x,-\Delta t) \tag{1.9}
\end{equation*}
$$

In special cases where

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=R_{s s}(-\Delta x, \Delta t) \tag{1.10}
\end{equation*}
$$

a smaller sampling lattice will suffice to make a crude estimate of the autocorrelation function. Therefore, it is always recommended that a real process be tested to see if this feature exists.

The power spectrum $S_{S s}\left(\omega_{x}, w_{t}\right)$ is the double Fourier transform of the autocorrelation function, i.e.,

$$
\begin{equation*}
S_{s s}\left(\omega_{x}, \omega_{t}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{s s}(\Delta x, \Delta t) e^{-j \omega_{x} \Delta x-j \omega_{t} \Delta t} d \Delta x d \Delta t \tag{1.11}
\end{equation*}
$$

When Equation (1.IO) holds, the power spectrun $S_{s s}\left(\omega_{x}, \omega_{t}\right)$ is real. The reason being that the autocorrelation function is even about $\Delta x$ and $\Delta t$, and this causes the odd terms, which includes all the imaginary terms, to vanish upon integration from $-\infty$ to $+\infty$. This power spectrum has the property of always being positive. The indirect proof of this statement is given in reference (16) for a one-dimensional process. It can be extended to the two-dimensional case by sjomly replacing the one-dimensional quantities by their two-dimensional counterparts. When Equation (1. 1for does not, hold, the power spectrum becomes a complex value (readand


Power spectrum is very useful when performing a linear filter synthesis. This is because it does not involve the difficult to solve convolution formulas associated with using autocorrelation functions in the synthesis. The important result to remember is

$$
\begin{equation*}
s_{z z}\left(\omega_{x}, \omega_{t}\right)=s_{s s}\left(\omega_{x}, \omega_{t}\right) /\left.G\left(j \omega_{x}, j \omega_{t}\right)\right|^{2} \tag{1.12}
\end{equation*}
$$

where $s_{22}\left(\omega_{x}, \omega_{t}\right)$ and $s_{s s}\left(\omega_{x}, \omega_{t}\right)$ are the power spectrum of the output and input signals and $G\left(j \omega_{x}, j \omega_{t}\right)$ is the transfer function of the linear filter.

A normal process $s(x, t)$ is one in which the random variables

$$
s\left(x_{1}, t_{1}\right), s\left(x_{2}, t_{2}\right), s\left(x_{3}, t_{3}\right), \ldots, s\left(x_{n}, t_{n}\right)
$$

are jointly normal for any $n$ and the $n^{\text {th }}$-order density function is completely determined in terms of its expected value and autocorrelation function (16). Now if the process is normal, widesense stationary and has zero mean, the first order density function becomes

$$
\begin{align*}
f(s ; x, t) & =\frac{1}{\sqrt{2 \pi R(0,0)}} e^{-s^{2} / 2 R(0,0)}  \tag{1.13}\\
& =f(s ; x+\xi, t+\lambda)
\end{align*}
$$

and

$$
\begin{align*}
f\left(s_{1}, s_{2} ; x_{1}, x_{2}, t_{1}, t_{2}\right) & =\frac{1}{2 \pi \sqrt{R^{2}(0,0)-R^{2}(\Delta x, \Delta t)}} e^{-\frac{R(0,0) s_{1}^{2}-2 R(\Delta x, \Delta t)+R(c, 0) s_{2}^{2}}{2\left[R^{2}(0,0)-R^{2}(\Delta x, \Delta t) ?\right.}} \\
& =f\left(s_{1}, s_{2} ; \Delta x, \Delta t\right)
\end{align*}
$$

These two equations ere equivalent to fquations (1.3) and (1.6),
and, therefore, the process is stationary of order two. The same results hold when the process mean is not zero. However from the above definition of a normal process, the statistics are uniquely determined in terms of the expected value and autocorrelation. Hence the process is stationary of order $n$ where $n$ tends to infinity, or strictly stationary.

The normal property is useful since it ensures that a linear estimator is the best estimator (16). It can however be relaxed in a practical situation with the penalty that the linear estimator is not necessarily the best estimator.

Ergodicity is perhaps one of the most desirable properties in any stationary random process. It enables the determination of the mean and autocorrelation function without having to calculate the ensemble averages. Ergodic theory states (16) that"s(t) is ergodic in the most general form if (with probability one) all its statistics can be determined from a single function $s(t, \zeta)$ of the process." According to Grenander and Rosenblatt (17) "If $s(t)$ is a normal process one can show that a necessary and sufficient condition for it to be ergodic is that the spectrum be continuous." Since many real processes are approximately normal and have a continuous power spectrum, they are ergodic. Hence the mean and autocorrelation function can be estimated from

$$
\begin{equation*}
E\{s\}=\lim _{\substack{n \rightarrow \infty \\ m \rightarrow \infty}} \frac{1}{m n} \int_{0}^{m} \int_{0}^{n} s(x, t) \text { dyt } \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=\lim _{\substack{n \rightarrow \infty \\ n \rightarrow \infty}} \frac{1}{m n} \int_{0}^{m} \int_{0}^{n} s(x, t) s(x+\Delta x, t+\Delta t) d x d t \tag{1,16}
\end{equation*}
$$

If only discrete values of the signal are available at spacings of $X$ and $T$ in the $x$ and $t$ directions, then the mean and autocorrelation function are estimated by

$$
\begin{equation*}
E\{s\}=\operatorname{Lim}_{\substack{n \rightarrow \infty \\ m \rightarrow \infty}} \frac{l}{m n} \sum_{j=0}^{m} \sum_{i=0}^{n} s(i x, j T) \tag{1.17}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{s s}(k X, r T)=\operatorname{Lim}_{\substack{n \rightarrow \infty \\ m \rightarrow \infty}} \frac{1}{m} \sum_{j=0}^{m} \sum_{\substack{m=0}}^{n} s(i X, j T) s(i X+k X, j T+r r) \tag{1.18}
\end{equation*}
$$

In filter synthesis, a process known as white noise is frequently used. Two types of white noises have been considered in this thesis; namely, discrete Gaussian white noise and dense Gausian white noise. Discrete Gassian white noise $n(i X, j T)$ is defined as a process made up of a two-dimensional array of uncorrelated random variables belonging to a Gaussian distribution. Its autocorrelation function is given by

$$
\begin{equation*}
R_{n n}(i x, j T)=\sigma^{2} \text { for } i=j=0 \tag{1.19}
\end{equation*}
$$

where $\delta^{2}$ is the variance of the random variables and $X$ and $T$ are the array spacings in the $x$ and $t$ directions.

Dense Gaussian white noise $z(x, t)$ is defined as a process made up of Gaussian uncorrelated random variables densely packed over the two-dimensional plane. Its autocorrelation function is given by

$$
\begin{equation*}
R_{z z}(\Delta x, \Delta t)=0^{2} \delta(\Delta x, \Delta t) \tag{1.20}
\end{equation*}
$$

Consequently, the power spectrum is flat with a value of $\sigma^{2}$.

## Approach to the Problem

A major portion of this thesis is concerned with the estimation of the stationary component of the nonstationary process as mentioned in the Statement of the Problem.

The stationary part was modeled as Gaussian and ergodic since these properties are very practical assurptions with respect to sheet processes. The central limit theorem (16) states that under fairly general conditions the sum of $n$ independent random variables tends to the Gaussian distribution as $n$ tends to infinity. The criterion to minimize the expected value of the square of the estimation error under the above assumptions leads to a consistent and efficient estimator (18). This criterion was chosen as coupared to other consistent and efficient estimators since it does not require the probability density function of the process and is mathematically easy to solve.

For the Gaussian stationary process, the linear estimator is the best estimator when the above criterion is used (16). Optimal linear estimators require the autocorrelation function of the
process to be specified a priori. Since estimation of the total autocorrelation function is not possible from the scan path data, the functional form of the autocorrelation function is used to advantage. If this form is known a priori, then the parameters in the form are estimated by either the maximum likelihood or the least-squares method. If the form is not known, the approach taken is to fit an exponential-cosine form to the autocorrelation function estimated from the scan path data. The choice of the exponential-cosine form stems from the observations of onedimensional random processes by Bendat (12). According to his observations, most real random process with continuous power spec-

trum have anfexponential-cosine autocorrelation function. The least-squares method will be used to estimate the parameters in the functional form because it is mathematically easy to use. The effectiveness of the proposed method is determined by comparing the mean square estimation error of the proposed method versus the error obtained by using the theoretical autocorrelation function. A simulated process will be used for this purpose. Comparison with other existing methods will also be made to see if significant improvements in the estimation of the signal are obtainable by using the proposed method. A real sheet paper process will be used for this purpose.

## Outline of the Thesis

In this chapter the problem has been defined, relevant literature has been reviewed and the proposed method of attack has been stated. In Chapter II, two stationary random processes with known
autocorrelation functions will be simulated. The first process will be used as an analysis problem in this thesis. The second process will be used only in Chapter II to show that the frequency decomposition technique works when more than one set of frequencies are present in the spatial and temporal coordinates. In Chapter III, a technique to estimate, refine and extrapolate the autocorrelation function from the scan path data will be devised. In Chapter IV, optimal estimation will be performed using the fitted autocorrelation function, the theoretical autocorrelation function and the one-dimensional autocorrelation function. Also a sensitivity analysis will be performed for the parameters introduced in Chapter III. In Chapter $V$, the techniques developed in the previous chapters will be applied to a paper mill process and the advantages of the developed scheme highlighted. Chapter VI will present the conclusions and recommendations of this thesis.

## CHAPTER II

FILTER SYNTHESIS FOR GENERATING A TWO-DIMENSIONAL RANDOM PROCESS FROM DISCRETE WHITE NOISE

In this chapter a technique for synthesizing two-dimensional filters is devised. It is desired to design a filter which when excited by discrete Gaussian white noise, generates a random process with the chosen exponential-cosine autocorrelation function. The approach used is analogous to synthesizing a continuous one-dimensional filter with several modifications. These modifications are necessary because the two-dimensional continuous approach requires dense white noise as input to the filter. To use discrete white noise instead of dense white noise, the convoIution integral in the continuous case is separated into smaller integrals. It is difficult to proceed beyond this point without approximating the filter impulse response as constants in the small intervals of integration. After making this approximation and moving the constants outside the integration signs, the remaining integrals are shown to be discrete Gaussian white noise. Also, in the two-dimensional case the filter synthesis procedure is hampered by the nonseparable property of the power spectrum. This problem is resolved by introducing a multiplicity of independent discrete white noise passed through separate filters and summed.

## Background Information

In the generation of one-dimensional randow processes, dense white noise is passed through an appropriate filter yielding a process with the desired autocorrelation function. The resulting power spectrum is given by

$$
\begin{equation*}
s_{s s}(\omega)=|G(j \omega)|^{2} \times 1 \tag{2.1}
\end{equation*}
$$

where $S_{s s}(\omega)$ is the power spectrum of the desired process and $G(j \omega)$ is the transfer function of the filter. It is known, however, that if $S_{s s}(\omega)$ is given, then $G(j \omega)$ is not uniquely determined, but is given by

$$
\begin{equation*}
G(j \omega)=\sqrt{S_{s s}(\omega)} e^{j \phi(\omega)} \tag{2.2}
\end{equation*}
$$

where $\Phi(\omega)$ is arbitrary (19). The inverse of $G(j \omega)$ is causal, if the $S_{s s}(\omega)$ satisfies the Paley-Wiener condition (19). In the generation of a two-dimensional random process, the problems are further compounded by the complicated form of the desired power spectrum.

Before proceeding to the synthesis problem, a fundamental concept is reviewed. Consider the process shown in Figure 1. Independently generated dense white noises $z_{1}, z_{2}, \ldots, z_{n}$ are passed through separate filters. If the output signal $s(t)$ is given by

$$
\begin{equation*}
s(t)=s_{1}(t)+s_{2}(t)+s_{3}(t) \ldots s_{n}(t) \tag{2.3}
\end{equation*}
$$



Figure 1. Scheme for Generating a Random Process.
then it follows that the output autocorrelation function $R_{s s}(\Delta t)$ is given by

$$
\begin{equation*}
R_{s_{s}}(\Delta t)=R_{s_{1} s_{1}}(\Delta t)+R_{s_{2} s_{2}}(\Delta t)+R_{s_{3} s_{3}}(\Delta t) \ldots+R_{s_{n^{n}} s_{n}}(\Delta t) \tag{2.4}
\end{equation*}
$$

and the output spectrum $S_{s s}(\omega)$ is given by

$$
\begin{equation*}
s_{s_{s}}(\omega)=s_{s_{1} s_{1}}(\omega)+s_{s_{2} s_{2}}(\omega)+s_{s_{3} s_{3}}(\omega) \ldots+s_{s_{n} s_{n}}(\omega) \tag{2.5}
\end{equation*}
$$

## Synthesis Procedure

Consider a class of processes described by the autocorrelation function

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=\sum_{i} D_{i} e^{-A_{i}|\Delta x|-B_{i}|\Delta t|} \cos w_{x i} \Delta x \cos w_{t i} \Delta t \tag{2,6}
\end{equation*}
$$

It is desired to simulate this process rather than the more common

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=\sum_{i} D_{i} e^{-\sqrt{A_{i} \Delta x^{2}+B_{i} \Delta t^{2}}} \cos \omega_{x i} \Delta x \cos \omega_{t i} \Delta t \tag{2,7}
\end{equation*}
$$

because of the difficulty in handing integrals of the type

$$
\iint e^{-\sqrt{A_{i} \Delta x^{2}+B_{i} \Delta t^{2}}} e^{-j \omega_{x} \Delta x-j \omega_{t} \Delta t} d \Delta x d \Delta t
$$

These forms will be discussed in the next chapter, but for the present note that $A_{i}, B_{i}$, and $D_{i}$ are constants, and $\omega_{x i}$ and $\omega_{t i}$
represent frequencies in the $x$ and $t$ directions. Its power spectrum is given by

$$
\left.\begin{array}{rl}
s_{s s}\left(\omega_{x}, \omega_{t}\right)= & \sum_{i} 4 D_{i} A_{i} B_{i} \tag{2.8}
\end{array}\left[\frac{\omega_{x}^{2}+\omega_{x i}^{2}+A_{i}^{2}}{\left(A_{i}^{2}+\omega_{x i}^{2}-\omega_{x}^{2}\right)^{2}+4 A_{i}^{2} \omega_{x}^{2}}\right] .\right] ~\left[\frac{\omega_{t}^{2}+\omega_{t i}^{2}+B_{i}^{2}}{\left(B_{i}^{2}+\omega_{t i}^{2}-\omega_{t}^{2}\right)^{2}+4 B_{i}^{2} \omega_{t}^{2}}\right] .
$$

which can be rewritten as

$$
\begin{align*}
& s_{s s}\left(\omega_{x}, \omega_{t}\right)=\sum_{i} 4 D_{i} A_{i} B_{i} \frac{\left(j \omega_{x}+\sqrt{A_{i}^{2}+\omega_{x i}^{2}}\right)\left(-j \omega_{x}+\sqrt{A_{i}^{2}+\omega_{x i}^{2}}\right)}{\left[\left(A_{i}+j \omega_{x}\right)^{2}+\omega_{x i}^{2}\right]\left[\left(A_{i}-j \omega_{x}\right)^{2}+\omega_{x i}^{2}\right]}  \tag{2.9}\\
& \frac{\left(j \omega_{t}+\sqrt{B_{i}^{2}+\omega_{t i}^{2}}\right)\left(-j \omega_{t}+\sqrt{B_{i}^{2}+\omega_{t i}^{2}}\right)}{\left[\left(B_{i}+j \omega_{t}\right)^{2}+\omega_{t i}^{2}\right]\left[\left(B_{i}-j \omega_{t}\right)^{2}+\omega_{t i}^{2}\right]}
\end{align*}
$$

$S_{s s}\left(\omega_{x}, \omega_{t}\right)$ in Equation (2.9) is not separable in the form $G\left(j \omega_{x}, j \omega_{t}\right) G\left(-j \omega_{x},-j \omega_{t}\right)$ because of the summation sign. However, if each term under the sumation sign is the result of a separate filter excited by independent white noise and then summed, the nonseparable problem of Equation (2.9) does not arise. The power spectrum can be written as

$$
\begin{equation*}
s_{s s}\left(\omega_{x}, \omega_{t}\right)=\sum_{i} G_{i}\left(j \omega_{x}, j \omega_{t}\right) G_{i}\left(-j \omega_{x} ;-j \omega_{t}\right) \tag{2.10}
\end{equation*}
$$

in which the various $G_{i}\left(j \omega_{x}, j \omega_{t}\right)$ represent the transfer functions of the different filters excited by independent white noise. Hence, the transfer function of a particular filter is given by

$$
\begin{equation*}
G_{i}\left(j \omega_{x}, j \omega_{t}\right)=\sqrt{4 A_{i} B_{i} D_{i}} \frac{\left(j \omega_{x}+\sqrt{A_{i}^{2}+\omega_{x i}^{2}}\right)\left(j \omega_{t}+\sqrt{B_{i}^{2}+\omega_{t i}^{2}}\right)}{\left[\left(A_{i}+j \omega_{x}\right)^{2}+\omega_{x i}^{2}\right]\left[\left(B_{i}+j \omega_{t}\right)^{2}+\omega_{t i}^{2}\right]} \tag{2.11}
\end{equation*}
$$

and the causal impulse response is given by


$$
\left[e^{-B_{i} \Delta t} \cos \omega_{t i} \Delta t+\frac{\left(\sqrt{B_{i}^{2}+\omega_{t i}^{2}}-B_{i}\right)}{\omega_{t i}} e^{-B_{i} \Delta t} \sin \omega_{t i} \Delta t\right]
$$

Independent dense white noises are convolved with the different impulse responses and then summed to generate the desired random process. The convolution equation from lineax continuous filtering theory is given by

$$
\begin{equation*}
s(x, t)=\int_{0}^{\infty} \int_{0}^{\infty} W(x, \tau) z(x-x, t-\tau) d x d \tau \tag{2.13}
\end{equation*}
$$

where $z(x, t)$ is the dense Gaussian white noise and $W(x, t)$ is the impulse response of the continuous filter given by Equation (2.12). Equation (2.13) can be separated in the form

$$
\begin{align*}
s(x, t)= & \int_{0}^{T} \int_{0}^{x} W(x, \tau) z(x-x, t-\tau) d x d \tau+\int_{T}^{2 T} \int_{0}^{x}() d x d \tau  \tag{2,14}\\
& +\int_{0}^{T} \int_{x}^{2 X}() d x d \tau+\int_{T}^{2 T} \int_{x}^{2 X}() d x d \tau+\ldots
\end{align*}
$$

Since the computer generated white noise is discrete, Equation (2.14) cannot be used without modifications. The impulse responses under the integral signs in Equation (2.14) are approximated by constants as shown in Figure 2. The value of the constant is chosen to be the value of the impulse response at the coordinates specified by the centrold of the area bounded by the limits of the integral.

Hence, Equation (2.14) results in

$$
\begin{align*}
s(x, t)= & W\left(\frac{X}{2}, \frac{T}{2}\right) \int_{0}^{T} \int_{0}^{x} 2(x-x, t-\tau) d x d \tau+W\left(\frac{X}{2}, \frac{3 T}{2}\right) \int_{T}^{2 T} \int_{0}^{x}  \tag{2.15}\\
& 2(x-x, t-\tau) d x d \tau \\
& +W\left(\frac{3 X}{2}, \frac{T}{2}\right) \int_{0}^{T} \int_{x}^{2 X} z(x-x, t-\tau) d x d \tau+W\left(\frac{3 x}{2}, \frac{3 T}{2} \int_{T}^{2 T} \int_{x}^{2 X}\right.
\end{align*}
$$

The double integrals in Equation (2.15) are uncorrelated random variables and are denoted by $n_{x, t}(i, j)$. Since the white noise $z(x, t)$ is Gaussian, its integral which represents a sumation of Gaussian distributed random variables, is also Gaussian. The expected value of $n_{x, t}(i, j)$ is

$$
\begin{align*}
E\left\{n_{x, t}(i, j)\right\} & =E\left\{\int_{j T}^{(j+1) T} \int_{i x}^{(i+1) X} z(x-x, t-\tau) d x d \tau\right\}  \tag{2.16}\\
& =\operatorname{XTE}\{z\}
\end{align*}
$$



Figure 2. Digitalization of the Analog Filter.
and the variance is

$$
\begin{equation*}
\sigma_{n}^{2}=E\left\{\left[\iint z(x-\ddot{x}, t-\tau) d x d \tau\right]^{2}\right\} \tag{2,17}
\end{equation*}
$$

Since $2(x, t)$ is white noise, therefore, Equation (2.17) becomes

$$
\begin{align*}
\sigma_{n}^{2} & =\int_{j T}^{(j+1) T} \int_{i X}^{(i+1) x} \sigma_{z}^{2} d x d \tau  \tag{2.18}\\
& =X T \sigma_{z}^{2}
\end{align*}
$$

If $z(x, t)$ has zero mean and unit variance as selected for the two simulations in this chapter, then from Equations (2.17) and (2.18) $E\left\{n_{x, t}(i, j)\right\}$ becomes zero and $\sigma_{n}{ }^{2}$ becomes XT.

In both the simulated processes, $X$ and $T$ are unity and hence, $\sigma_{n}^{2}$ becomes unity. The discrete white noise sequence generated on the computer with mean zero and unit variance can now be used in place of the double integrals in Equation (2.15) which becomes

$$
\begin{equation*}
s(x, t)=\sum_{j=0}^{\infty} \sum_{i=0}^{\infty} w\left(i+\frac{1}{2}, j+\frac{1}{2}\right) n_{x, t}(i, j) \tag{2.19}
\end{equation*}
$$

If once the random sequence $n_{x, t}(i, j)$ is chosen for a particular $x$ and $t$, then the random sequence for other $x$ and $t$ is correlated to the first sequence. However, moving $x$ and $t$ by unity from the $x$ and $t$ that established the first random sequence, one is able to reuse the same sequence. In order to express this mathematically, define

$$
\begin{equation*}
n^{*}(i, j)=\int_{j T}^{(j+1) T} \int_{i X}^{(i+1) X} z(x, t) d x d t \tag{2.20}
\end{equation*}
$$

then Equation (2.19) reduces to

$$
\begin{equation*}
s\left(x^{*}, t^{*}\right)=\sum_{j=0}^{\infty} \sum_{i=0}^{\infty} w\left(i+\frac{1}{2}, i+\frac{1}{2}\right) n^{*}\left(x^{*}-i, t^{*}-j\right) \tag{2.21}
\end{equation*}
$$

where $x^{*}$ and $t$ *epresent discrete integer values of $x$ and $t$, and $i$ and $j$ are integers.

Two types of errors can arise when using this technique of digitalization. The first error is the approximation of

$$
\int_{j}^{j+1} \int_{i}^{i+1} w(x, t) d x d t
$$

by a constant $w\left(i+\frac{1}{2}, j+\frac{1}{2}\right)$ which does not even represent the mean value of the weighting function in the interval. The reason for choosing $W\left(i+\frac{1}{2}, j+\frac{l}{2}\right)$ is to avoid the excessive computation which arises if the mean value is to be found for each interval. The second source of error is the truncation of the summation of Equation (2.21). In most practical cases, truncation is essential due to limited computer memory and computer time. The effect of the two types of errors on the variance of the output signal will be studied in the next paragraph.

Let $\sigma_{s}^{2}$ and $o_{n}^{2}$ represent the variances of the output and input signals. Express Equation (2.21) by

$$
\begin{equation*}
s\left(x^{*}, t^{*}\right)=\sum_{j} \sum_{i} a_{i j} n\left(x_{i}, t_{j}\right) \tag{2.22}
\end{equation*}
$$

Taking the expected value of the signal squared, results in

$$
\begin{align*}
E\left\{s^{2}\left(x^{*}, t^{*}\right)\right\} & =E\left\{\left[\sum_{i} \sum_{j} a_{i j} n\left(x_{i}, t_{j}\right)\right]^{2}\right\}  \tag{2.23}\\
& =\sum_{i} \sum_{j} E\left\{a_{i j}^{2} n^{2}\left(x_{i}, t_{j}\right)\right\rangle \\
& =\sum_{i} \sum_{j} a_{i j}^{2} \sigma_{n}^{2}=o_{n}^{2} \sum_{i} \sum_{j} a_{i j}^{2}
\end{align*}
$$

since $n(x, t)$ is white noise. Now if $o_{n}^{2}=1$ then from Equation (2.23) it follows that

$$
\begin{equation*}
\sum_{i} \sum_{j} a_{i j}^{2}=\sigma_{s}^{2} \tag{2.24}
\end{equation*}
$$

The truncation error causes

$$
\begin{equation*}
\sum_{i} \sum_{j} a_{i j}^{2}<\sigma_{s}^{2} \tag{2.25}
\end{equation*}
$$

and the approximation of the analog filter of Equation (2,12) by a histogram form causes

$$
\begin{equation*}
\sum_{i} \sum_{i} a_{i j}^{2}>\sigma_{s}^{2} \tag{2,26}
\end{equation*}
$$

Equation (2.26) is a result of the shape of the weighting function of Equation (2.12)

## Results

Two random processes are simulated. The first one employs a shaper with the impulse response

$$
\begin{array}{r}
w(\Delta x, \Delta t)=.212\left(e^{-.075 \Delta x} \cos \cdot 3 \Delta x+\frac{.235}{.3} e^{-.075 \Delta x} \sin \cdot 3 \Delta x\right)  \tag{2.27}\\
\left(e^{-.075 \Delta t} \cos \cdot 3 \Delta t+\frac{.235}{.3} e^{-.075 \Delta t} \sin \cdot 3 \Delta t\right)
\end{array}
$$

which when excited by discrete Gaussian white noise over a rectangulax lattice, shown in Figure 3, yields a process with the autocorrelation function

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=2 e^{-.075|\Delta x|-.075}|\Delta t|_{\cos \cdot 3 \Delta x \cos \cdot 3 \Delta t} \tag{2.28}
\end{equation*}
$$

This process is used in the extrapolation of the autocorrelation function, signal estimation, comparison of the expected value of the squared error with the theoretical value, sensitivity analysis of the parameters, and comparison of estimation errors of the developed method with the other existing methods. The second random process employs two shapers with the impulse responses

$$
\begin{align*}
W_{1}(\Delta x, \Delta t)= & .15\left(e^{-.075 \Delta x} \cos \cdot 165 \Delta x\right.  \tag{2.29}\\
& \left.+\frac{.106}{.165} e^{-.075 \Delta x} \sin \cdot 165 \Delta x\right) \\
& \left(e^{-.075 \Delta t} \cos \cdot 165 \Delta t+\frac{106}{.165} e^{-.075 \Delta t} \sin \cdot 165 \Delta t\right)
\end{align*}
$$

and


Figure 3. Rectangular Lattice.

$$
\begin{align*}
W_{2}(\Delta x, \Delta t)= & .212\left(e^{-.075 \Delta x} \cos \cdot 3 \Delta x+\frac{.235}{.3} e^{-.075 \Delta x} \sin \cdot 3 \Delta x\right)  \tag{2.30}\\
& \left(e^{-.075 \Delta t} \cos \cdot 3 \Delta t+\frac{.235}{.3} e^{-.075 \Delta t} \sin \cdot 3 \Delta t\right)
\end{align*}
$$

which when excited by two independent discrete white noises, yield a process with the autocorrelation function

$$
\begin{align*}
R_{s s}(\Delta x, \Delta t)=e^{-.075|\Delta x|-.075|\Delta t|} & {[\cos \cdot 165 \Delta x \cos \cdot 165 \Delta t}  \tag{2.31}\\
& +2 \cos \cdot 3 \Delta x \cos \cdot 3 \Delta t]
\end{align*}
$$

The second process is used chiefly to demonstrate the ability of the power spectrum analysis to handle cases in which more than one pair of frequencies are present. It is used only in Chapter III.

The process lattice in both cases extends over 40 points in the $x$ direction and 1200 points in the $t$ direction. The white noise lattice extends over 79 points in the $x$ direction and 1,240 points in the $t$ direction. Since a 40 by 40 causal weighting matrix is used, the additional points help the filter operate in the steady state region. The two-dimensional random processes are generated on 30 scans having 40 points in each straight line scan. These scans have alternately $+45^{\circ}$ and $-45^{\circ}$ angles. The gap between each scan constitutes one unit in the $t$ direction. The computer program used in the generation of the process is devised so as to remain in the 60 K memory limit of UNTVAC 1108 . It stores 97,960 values of the normal white noise sequence (zero mean and unit variance) on a tape, calls for only 3, 160 random numbers at a time, and generates the random process on one scan at a time. At any time it only has 6,241 values of the random numbers in its memory. The program is included in the Appendix.

The results of the first simulation are shown in Figure 4. The ordinate represents the value of the generated process, and the abscissa represents 80 points on two consecutive scans. The results of the second simulation are shown in Figures 5 and 6. The ordinate represents the values of the generated process, and the abscissa represents 1,200 points on thirty consecutive scans. Although the computer generated plots look continuous, in reality they represent discrete values of the process on 1,200 abscissa points.

## Discussion of the Results and Conclusions

The results of the simulation appear to be good. In Chapter III 99.76 percent confidence bounds will be set around the estimated autocorrelation function obtained by using this data, and it will be shown that the desired autocorrelation function falls well within these bounds. The effect of truncation and digitalization errors appear to be negligible since for the first process equation (2.24) becomes

$$
\begin{equation*}
\sum_{i=1}^{40} \sum_{j=1}^{40} a_{i j}^{2}=2.028 \tag{2.32}
\end{equation*}
$$

as compared to the theoretical summation

$$
\begin{equation*}
\sum_{i=1}^{\infty} \sum_{j=1}^{\infty} a_{i j}^{2}=2.000 \tag{2.33}
\end{equation*}
$$

In this chapter two random processes have been generated which are Gaussian, stationary and possess the exponential-cosine
autocorrelation function. The simulation on the scan path constitutes the values of the signal sampled at regular intervals on the scan path as described in the "Statement of the Problem." This scan path data will be employed in Chapter III for extrapolation and refinement of the autocorrelation function.

$$
D=2, \quad A=.075, \quad B=.075 \quad \omega_{x}=.3, \quad \omega_{t}=.3
$$



Figure 4. Two Consecutive Scan Display of Process 1.


Figure 5. Thirty Consecutive Scan Display of Process 2

Using Shaper Given by Equation (2.29).


Figure 6. Thirty Consecutive Scan pisplay of Process 2 Using Shaper Given by Equation (2.30).

## CHAPTER III

## FITTING AN EXPONENTIAL-COSINE FORM TO

THE AUTOCORRELATION FUNCTION

To use the finite memory estimation procedure of D. P. Peterson and D. Middleton (5), an accurate estimate of the autocorrelation function is needed. As mentioned in the problem statement, signal information is only available on the scan path. This permits the estimation of the autocorrelation function in a limited sector of the ( $\Delta x, \Delta t$ ) plane. Due to the finite nature of the sampling lattice, these estimates are quite crude and will be referred henceforth as the crude autocorrelation function. The procedure developed in this chapter permits the extrapolation and refinement of the crude autocorrelation function by fitting it into a closed functional form. There are situations in which the form is known a priori, but in most practical cases the form is not known. Hence, the first step is todee termine the nature of the closed functional form that is applacable to most two dimensional random processes. Once this form isfestablished, it is fitted to the crude autocorrelation function by a weighted least-squares technique. The fitting procedure is not straightforward because of the possibility of obtaining the local minimum of the cost function instead of the global minimum. The scheme shown in Figure 7 is devised to make the fitting procedure converge to its global


Figure 7. Scheme for Extrapolation and Refinement of the Crude Autocorrelation Function.
minimum by estimating the initial values of the critical paramoeters by another technique. The frequency terms in the closed form are critical parameters and their estimates are obtained by a frequency decomposition technique. A 99.76 percent confidence bound is set around the crude autocorrelation funddion and is used as a check on the fitted autocorrelation fundsion.

## Closed Functional Form

Consider a process with a continuous real power spectrum.
Assume this power spectrum is expressed in the form

$$
\sum_{i} s_{s s}^{(i)}\left(\omega_{x}-\omega_{x i}, \omega_{t}-w_{t i}\right)
$$

as shown in Figure 8.
If the inverse transform of $\mathrm{s}_{\mathrm{s}}^{(i)}\left(\omega_{x}, \omega_{t}\right)$ is given by $\mathrm{R}_{\mathrm{s}}^{(\mathrm{i})}(\Delta x, \Delta t)$, then

$$
\begin{align*}
& S_{s s}\left(\omega_{x}, \omega_{t}\right)=\sum_{i} S_{s s}^{(i)}\left(\omega_{x}-\omega_{x i}, \omega_{t}-\omega_{t i}\right)  \tag{3.1}\\
&=\sum_{i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{s s}^{(i)}(\Delta x, \Delta t) e^{-j\left(\omega_{x}-j \omega_{x i}\right) \Delta x-j\left(\omega_{j}-\omega_{t i}\right) \Delta t} \\
&=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\sum_{i}^{R_{s s}}(i)\right. \\
& d x, \Delta \Delta \Delta t
\end{align*}
$$

Hence the inverse transform of $s_{s s}\left(\omega_{x}, \omega_{t}\right)$ is given by


Figure 8. Splitting of the Power Spectrum.

$$
\sum_{i} R_{s s}^{(i)}(\Delta x, \Delta t) e^{j \omega_{x i}+j \omega_{t i}}
$$

which is the autocorrelation function of the process. Separating the real part from the imaginary part and cancelling out odd terms due to symmetry in the four quadrants, one has

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=\sum_{i} R_{s s}^{(i)}(\Delta x, \Delta t) \cos w_{x i} \Delta x \cos w_{t i} \Delta t \tag{3.2}
\end{equation*}
$$

In many one-dimensional random processes $(20), R_{s}^{(i)}(\Delta t)$ obeys an equation of the form

$$
\begin{equation*}
R_{s s}^{(i)}(\Delta t)=D_{i} e^{-A|\Delta t|} \tag{3,3}
\end{equation*}
$$

It is assumed that two-dimensional random processes obey a similar equation of the form

$$
\begin{equation*}
R_{s s}^{(i)}(\Delta x, \Delta t)=D_{i} e^{-\sqrt{A_{i} \Delta x^{2}+B_{i} \Delta t^{2}}} \tag{3.4}
\end{equation*}
$$

which represents exponential decay with elliptical contours. Hence, the closed form becomes

$$
\begin{equation*}
R_{s s}(\Delta x, \Delta t)=\sum_{i} D_{i} e^{-\sqrt{A_{i} \Delta x^{2}+B_{i} \Delta t^{2}}} \cos \omega_{x i} \Delta x \cos \omega_{t i} \Delta t \tag{3.5}
\end{equation*}
$$

It is emphasized again, that the form of Equation (3.5) should
only be used when no priori knowledge is available for the true form.

## Weighted Least-Squares Fitting

The next step in the procedure is to fit the form to the crude autocorrelation function. A number of techniques exist in parameter estimation, the most notable being the maximum likelihood method and the weighted least-squares method. It has been shown in (18) that in cases of linear models both the methods yield the same solution subject to Gaussian probability distribution of the dependent variable. The maximutn likelihood method is not chosen, since dealing with likelihood functions and their maximization can become difficult for nonlinear models. The weighted least-squares method is chosen for its ease of handing.

Let $\hat{R}_{k}$ represent the crude autocor relation function at point $k$. Then, by the method of weighted least-squares, the cost function

$$
\begin{equation*}
F=\sum_{k=0}^{N} X_{k}\left(\hat{R}_{k}-\sum_{i} D_{i} e^{-\sqrt{A_{i} \Delta x_{k}^{2}+B_{i} \Delta t_{k}^{2}}} \cos \omega_{x i} \Delta x_{k} \cos \omega_{t i} \Delta t_{k}\right)^{2} \tag{3.6}
\end{equation*}
$$

is minimized with respect to the parameters $A_{i}, B_{i}, D_{i}, \omega_{x i}$, and $\omega_{t i}$. The choice of the weighting terps $\gamma_{k}$ depend on the accuracy with which $\hat{R}_{k}$ can be estimated. In case of the first simulated process, where $\hat{R}_{k}$ is estimated only on the straight line scan path, the choice of $Y_{k}$ was

$$
\gamma_{k}=\begin{array}{cc}
\left(1-\frac{k}{N}\right) & \text { for } k \leq N \\
0 & \text { for } k>N \tag{3.7}
\end{array}
$$

where increasing values of $k$ represent increasing values of $\Delta x_{k}$ and $\Delta t_{k}$. Minimizing the cost function of Equation (3.6) with analytical or numerical function minimization techniques normally leads to a local minimum instead of a global minimum. Some computer plots of this cost function are shown in Figures 9 and 10. Invariably, it is the frequency variables that prevent convergence to the global minimum. To minimize this problem, a technique described in the next section was devised to obtain an estimate of the frequencies present and these estimates were used as initial values of the frequency parameters in the function minimization methods.

Beveridge and Schechter (20) and Fletcher (21) give an excellent evaluation of both analytical and numerical techniques to be used in function minimization. Fletcher and Powell's algorithm (14) is used in this thesis since it is recommended by Fletcher (21) in cases where the first derivatives of $F$ are available ing the analytic form and the problem is medium sized and unconstrafned. The convergence of this algorithm is superior to most other algorithms and the rate of convergence is also good. The algorithm is described briefly in the section entitled "Review of Literature."

Power Spectrum Analysis on the Scan Path
A spectrum analysis operation indicated in Figure 7 serves


Figure 9. Cost as a Function of $\omega_{x}$ and A.

the function of furnishing the initial estimates of the frequencies $\omega_{x i}$ and $\omega_{t i}$ present in the process. If these frequencies are extracted to great accuracy, it may not even be necessary to include them in the functional fitting block as parameters, which would simplify the functional fitting procedure considerably.

## Frequency Decomposition Technique

For the general case, consider the scan pattern to be periodic as shown in Figure 11 and described by the equation

$$
\begin{equation*}
x=f(t) \tag{3.8}
\end{equation*}
$$

Let ( $x_{o}, t_{o i}$ ), the starting point of each period in the $x$ and $t$ directions be represented by the vector $y_{i}$. Then, about any reference $y_{i}$ in time

$$
\begin{equation*}
\left.\Delta x\right|_{y_{i}}=F\left(\left.\Delta t\right|_{y_{i}}\right) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\Delta t\right|_{y_{i}}=t-f^{-1}\left(y_{i}\right) \tag{3.10}
\end{equation*}
$$

The superscript -l stands for the inverse of a function. Now if the exponential decaying terms of the autocorrelation function are neglected for convenience

$$
\begin{equation*}
R(\Delta x, \Delta t)=\sum_{i} D_{i} \cos \omega_{x i} \Delta x \cos \omega_{t_{i}} \Delta t \tag{3.11}
\end{equation*}
$$



Figure 13. Periodic Scan Path.

$$
\begin{aligned}
& =\sum_{i} \frac{D_{i}}{2}\left[\cos \left\{\omega_{x i} \Delta x+\omega_{t i} \Delta t\right\}+\cos \left\{\omega_{x i} \Delta x-\omega_{t i} \Delta t\right\}\right] \\
& =\sum_{i} \frac{D_{i}}{2}\left[\cos \left\{\omega_{x i} F\left(\left.\Delta t\right|_{y_{i}}\right)+\omega_{t i} \Delta t\right\}+\cos \left\{\omega_{x i} F\left(\left.\Delta t\right|_{y_{i}}\right)-\omega_{t i} \Delta t\right\}\right] \\
& =\sum_{i}^{D_{i}} \frac{1}{2}\left[\left.\cos \Delta t\right|_{y_{i}}\left\{\omega_{x i} Q\left(\left.\Delta t\right|_{y_{i}}\right)+\omega_{t i}\right\}+\left.\cos \Delta t\right|_{y_{i}}\left\{\omega_{x i} Q\left(\left.\Delta t\right|_{y_{i}}\right)-\omega_{t i}\right\}\right]
\end{aligned}
$$

where

$$
\begin{equation*}
F(\Delta t)=\Delta t Q(\Delta t) \tag{3.12}
\end{equation*}
$$

By conducting an indirect power spectrum analysis over all $\left.\Delta t\right|_{y_{i}}$ on the scan path, one is able to determine the frequencies $\omega_{\text {si }}$ on which the power peaks are concentrated. This power spectrum analysis can be performed by gathering the autocorrelation functions for all discrete $\left.\Delta t\right|_{y_{i}}$ and then taking its Fourier Transform according to the procedure described by Blackman and Tukey (9). Since $\left.\Delta t\right|_{y_{i}}$ is related to $w_{s}$ by

$$
\begin{equation*}
\left.\Delta t\right|_{y_{i}}=\frac{2 \pi}{\omega_{s}} \tag{3.13}
\end{equation*}
$$

the equations

$$
\begin{equation*}
\omega_{x i} Q\left(\frac{2 \pi}{\omega_{s i l}}\right)+\omega_{t i}=\omega_{s i l} \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{x i} Q\left(\frac{2 \pi}{\omega_{s i 2}}\right)-\omega_{t i}=\omega_{s i 2} \tag{3.15}
\end{equation*}
$$

can be solved for $\omega_{x i}$ and $\omega_{t i}$. Grouping of the correct $\omega_{\text {sil }}$ and $\omega_{\text {si2 }}$ may present a problem, which will be discussed further in the following simplified case.

Consider a simplified version of the general form where the scan $p a t h$ is a straight line scan as shown in Figure 12. In this case

$$
\begin{equation*}
\Delta x=f(\Delta t)=K \Delta t \tag{3.16}
\end{equation*}
$$

where $K$ is constant. Therefore Equation (3.11) becomes

$$
\begin{equation*}
R(\Delta x, \Delta t)=\sum_{i} \frac{D_{i}}{2}\left[\cos (\Delta l \cos \theta)\left\{K \omega_{x i}+\omega_{t i}\right\}+\cos (\Delta l \cos \theta)\left\{K \omega_{x i}-\omega_{t i}\right\}\right] \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta t=\Delta l \cos \theta \tag{3.18}
\end{equation*}
$$

Conducting a spectrum analysis along just one straight line will obtain the values of $\omega_{s}$. Again, solving the equations

$$
\begin{equation*}
k_{\omega_{x i}}+\omega_{t i}=\omega_{s i l} / \cos \theta \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
K \omega_{x i}-\omega_{t i}=\omega_{s i 2} / \cos \theta \tag{3.20}
\end{equation*}
$$

one is able to obtain the values of $\omega_{x i}$ and $\omega_{t i}$.
The pairing of $\omega_{\text {sil }}$ and $w_{\text {si2 }}$ can be done easily if the power spectrum intensities can be distinguished readily as


Figure 12. Straight Line Scan Path.
shown in Figure 13. This identification follows from Equation (3.17) which indicates that the power over any paired frequencies must be the same. If these intensities are not distinguishable then it is best to obtain the values of $\omega_{x i}$ and $\omega_{t i}$ by allowing all possible combinations and using these initial values in the functional fitting process of Fletcher and Powell. The correct combination must yield the lowest cost function. Also, if one suspects that wave lengths larger than half the scan wave length are present in the process, then it is necessary to extend this simplified version to the more general version described previously.

## Confidence Bounds Around the Crude Autocorrelation Function

This section shows a practical way of placing 99.76 percent or ( 30 ) confidence bounds around the experimentally obtained autocorrelation function. The method uses Fisher's $Z$, a variation of which is asymptotically normally distributed with zero mean and unit variance. This method has an advantage over other methods since its asymptotic distribution function tends toward normality faster.

Past attempts to place confidence bounds around autocorrelation functions have been centered around assuming the distribution of the autocorrelation function $R(\tau)$ (for particular $\tau$ ) as Gaussian. Examples of this can be found in (10) and (22). In both references, the authors sta that it is very difficult to obtain the real distribution of the autocorrelation function and in cases in which the number of samples are large, a Gaussian


Figure 13. Identification of Frequencies to be Paired.
approximation is valid. Under these circumstances, if the variance $\sigma^{2}$ of $R(\tau)$ and sample size $n$ are known, then for 99.76 percent confidence the following probability statement is used:

$$
\begin{equation*}
\operatorname{Pr}\left\{-3<\frac{(\hat{R}(\tau)-R(\tau)) \sqrt{n}}{0}<+3\right\}=.9976 \tag{3.21}
\end{equation*}
$$

which results in

$$
\begin{equation*}
\operatorname{Pr}\left\{\hat{R}(\tau)-3 \frac{0}{\sqrt{n}}<R(\tau)<\hat{R}(\tau)+3 \frac{a}{\sqrt{n}}\right\}=.9976 \tag{3.22}
\end{equation*}
$$

where $\hat{R}(\tau)$ is the experimentally obtained estimate of $R(\tau)$. Dr. J. J. Goode of Georgia Institute of Technology reconmends the use of the so-called Fisher's $Z$, which has the important property of approaching normality faster than any other statistic of $R(\tau)$. In addition to this important property, the method has the advantage of not requiring any prior knowledge about $0^{2}$.

Anderson in his book (23) has a section on "The Asymptotic Distribution of a Sample Correlation Cofficient and Fisher's Z." His approach uses the correlation coefficient $\hat{r}$, which in the present case is

$$
\begin{equation*}
\hat{r}=\hat{R}(\tau) / \hat{R}(0) \tag{3.23}
\end{equation*}
$$

The so-called Fisher's 2 is

$$
\begin{equation*}
\hat{z}=\frac{1}{2} \log _{e} \frac{1+\hat{r}}{1-\hat{r}} \tag{3.24}
\end{equation*}
$$

If $\hat{r}$ and $\hat{z}$ are the estimates of $r$ and $z$, then according to Anderson, the statistic $\sqrt{n}(Z-\hat{z})$ is asymptotically normally
distributed with zero mean and unit variance for $n>24$. This results in the probability statement

$$
\begin{equation*}
\operatorname{Pr}\{-3<\sqrt{(n-2)}(z-\hat{z})<+3\}=.9976 \tag{3.25}
\end{equation*}
$$

the details of which are explained in (23). Thus, the confidence region for $n>24$ is

$$
\begin{equation*}
\tanh (\hat{z}-3 / \sqrt{n-2})<\frac{R(\tau)}{R(0)}<\tanh (\hat{z}+3 / \sqrt{n-2}) \tag{3.26}
\end{equation*}
$$

For $n<24$, David's tables are used as given in the handbook by Beyer (24) under the title "Confidence Limits for the Population Correlation Coefficient." This case is treated in (23) and will not be considered further due to the large confidence bounds for small $n$.

## Results

The scan path data for the first simulated process is analyzed by a computer program, and the values of the crude autocorrelation function are obtained as shown in Table 2. Also, a computer plot of the crude autocorrelation function on the scan path is shown in Figure 14. A subroutine of the same program places 99.76 percent confidence bounds around this crude autocorrelation function and the results are shown in Table 3 and Figure 15. The purpose of this confidence band is to bound the deviation of the fitted autocorrelation function from the crude autocorrelation function. Figure 16 shows the three dimensional plot of the desired autocorrelation function of the simulated



Figure 14. Crude Autocorrelation Function on the Scan Path.

Table 3. Confidence Bounds of 99.76 Percent Around the Crude Autocorrelation Function.

| Lower <br> Bound | Crude <br> Autocorrelation <br> Function | Upper <br> Bound | Sample Size | Total <br> Bound |
| :---: | :---: | :---: | :---: | :---: |
| 1.46505018 | 1.53193997 | 1.58995549 | 1131.00000000 | . 12490532 |
| . 93206641 | 1.05890194 | 1.17371573 | 1102.00000000 | . 24164931 |
| . 43673472 | . 59978456 | . 75378090 | 1073.00000000 | - 31704618 |
| . 08693592 | . 25376214 | . 43614284 | 1044.00000000 | -34920692 |
| -. 09203517 | . 08881197 | . 26809359 | 1015.00000000 | . 36012876 |
| -. 09554544 | . 08794269 | . 26983513 | 986.00000000 | . 36538057 |
| . 01642429 | . 20206959 | . 38397152 | 957.00000000 | . 36754723 |
| . 19748273 | -38230004 | -56002388 | 928.00000000 | - 36254116 |
| -31400017 | . 49756379 | . 67186905 | 899.00000000 | . 35786889 |
| . 35429088 | . 53903892 | . 71355214 | 870.00000000 | . 35926126 |
| . 34734263 | . 53550146 | . 71313174 | 841.00000000 | . 36578912 |
| . 24867198 | . 44427593 | . 63059891 | 812.00000000 | . 38192693 |
| . 10263906 | . 30621886 | . 50296713 | 783.00000000 | . 40032808 |
| -. 07529238 | . 13450144 | . 34111679 | 754.00000000 | . 41640917 |
| .. 24169482 | -. 02875719 | . 18489037 | 725.00000000 | -42658519 |
| -. 33490502 | -. 11955545 | .09885662 | 696.00000000 | . 43376164 |
| -. 31407802 | -. 09348002 | . 12961979 | 667.00000000 | . 44369781 |
| -. 26161317 | -. 03483954 | . 19291061 | 638.00000000 | - 45452377 |
| -. 22142622 | . 01138372 | . 24385934 | 609.00000000 | . 46528555 |
| -. 17078850 | . 06832306 | . 30533139 | 580.00000000 | . 47611989 |
| -. 11592789 | . 12957329 | . 37089099 | 551.00000000 | -48681888 |
| -.09338210 | . 15878248 | . 40555001 | 522.00000000 | . 49893212 |
| -.08271195 | . 17669000 | . 42974603 | 493.00000000 | - 51245797 |
| -. 07725686 | . 19006595 | . 45014897 | 464.00000000 | . 52740583 |
| -. 12060931 | . 15570685 | . 42567993 | 435.00000000 | -54628924 |
| -. 16887551 | . 11712237 | . 39799714 | 406.00000000 | - 56687265 |
| -. 23746530 | . 05875015 | . 35219262 | 377.00000000 | - 58965792 |
| -. 33276956 | -. 02649046 | . 28114299 | 348.00000000 | . 61391255 |
| -. 40627377 | -. 08891622 | . 23338583 | 319.00000000 | . 63965961 |
| -. 44452581 | -. 11317883 | . 22507371 | 290.00000000 | . 66959952 |
| -. 43124995 | -. 08075983 | . 27520611 | 261.00000000 | . 70645606 |
| -. 39190006 | -. 01766524 | . 35791673 | 232.00000000 | -74981679 |
| -.28807804 | . 11588328 | . 50980415 | 203.00000000 | . 79788219 |
| -. 25071397 | . 18646841 | . 60496660 | 174.00000000 | -8556805B |
| -.23140337 | . 24776986 | . 69748729 | 145.00000000 | -92889065 |
| -. 26364613 | . 27232229 | . 76821920 | 116.00000000 | 1.03186531 |
| -. 33624469 | . 28295992 | . 84732979 | 87.00000000 | 1.18357447 |
| -. 46588112 | . 29209390 | . 96707698 | 58.00000000 | 1.43295810 |
| -. 74265748 | . 32206067 | 1.21572350 | 29.00000000 | 1.95838097 |



Figure 15. Confidence Bounds of 99.76 Percent Around the Crude Autocorrelation Function along with the Fitted Autocorrelation Function and the Desired Autocorrelation Function.


Figure 16. Three-Dimensional Plot of the Desired Autocorrelation Function.
process, while Table 4 and Figure 17 show the same autocorrelation function but on the scan path only.

The indirect power spectrum analysis is then performed on the crude autocorrelation function using appropriate lag filters such as Bartlett, Hamming and Hanning windows (9) and the results obtained are shown in Tables 5 and 6 and Figures 18 and 19. The two predominant peaks occur at $\omega_{s 1}=.0$ and $\omega_{s 2}=.39$. Applying the analysis described in an earlier section

$$
\omega_{x I}+\omega_{t 1}=.39 / \cos 45
$$

and

$$
\omega_{x l}-\omega_{t 1}=.0 / \cos 45
$$

which yields $\omega_{x l}=.28$ and $\omega_{t 1}^{t}=.28$. These compare well with the original $\omega_{x l}=.3$ and $\omega_{t 1}=.3$, especially since the least count of the angular frequency is 0.05552 in Table 5 . The value of the least count is fixed from the expression for the raw power spectrum (9)

$$
\begin{gather*}
S_{S s}\left(\frac{2 \pi j}{2 m \Delta \tau}\right)=\Delta \tau\left[R_{s s}(0)+2 \sum_{r \Delta \tau=1}^{n-1} R_{s s}(r \Delta \tau) \cos \left(\frac{r j \pi}{m}\right)+R_{s s}(m \Delta \tau) \cos (j r)\right] \\
\text { for } j=0,1,2, \ldots, m \tag{3.27}
\end{gather*}
$$

where $m$ is equal to the number of autocorrelation function values available and $\Delta \tau$ is the spacing interval in time. In the present case $m=40$ and $\Delta \tau=\sqrt{2}$ and, therefore, the least count is . 05552


Table 5. Raw Power Spectrum and Power Spectrum Using Bartlett Window

| Raw Spectrum | Bartlett <br> Smoothed <br> Spectrum | Plot Abscissa | Frequency | Angular Frequency |
| :---: | :---: | :---: | :---: | :---: |
| 27.3013 | 19.1250 | 1 | . 00000 | .00000 |
| 14.1386 | 15.6754 | 2 | . 00884 | .05552 |
| 13.5794 | 10.9201 | 3 | . 01768 | . 11103 |
| 4.8372 | 7.4121 | 4 | . 02652 | . 16655 |
| 6.4526 | 5.2429 | 5 | . 03536 | . 22207 |
| 1.4038 | 4.4618 | 6 | . 04420 | - 27758 |
| 8.2260 | 7.6669 | 7 | . 05304 | - 33310 |
| 14.5298 | 10.4950 | 8 | . 06188 | -38861 |
| 7.0040 | 7.9864 | 9 | . 07072 | . 44413 |
| 7.0644 | 5.6755 | 10 | . 07956 | . 49965 |
| 2.1334 | 3.3852 | 11 | . 08840 | . 55516 |
| 2.1179 | 2.2308 | 12 | .09724 | . 61068 |
| 1.9550 | 2.1009 | 13 | . 10608 | . 66620 |
| 1.6928 | 1.6099 | 14 | . 11492 | . 72171 |
| . 7425 | 1.1019 | 15 | . 12376 | . 77723 |
| . 6786 | . 7208 | 16 | .13260 | .83274 |
| .1490 | .5934 | 17 | . 14144 | -88826 |
| .8998 | . 7607 | 18 | . 15028 | . 94378 |
| . 7096 | . 8095 | 19 | . 15912 | . 99929 |
| . 7408 | . 7105 | 20 | . 16796 | 1.05481 |
| . 4432 | .5354 | 21 | . 17680 | 1.11033 |
| . 2940 | . 4764 | 22 | . 18564 | 1.16584 |
| .6305 | .4849 | 23 | . 19448 | 1.22136 |
| .1823 | . 4554 | 24 | . 20332 | 1.27687 |
| . 6593 | . 3561 | 25 | . 21216 | 1.33239 |
| $=.3350$ | . 2232 | 26 | . 22100 | 1.38791 |
| . 7005 | -3145 | 27 | - 22984 | 1.44342 |
| -. 0256 | . 3991 | 2 B | - 23868 | 1.49894 |
| . 8052 | . 3627 | 29 | - 24752 | 1.55446 |
| -. 2224 | . 3492 | 30 | - 25636 | 1.60997 |
| . 9210 | . 3340 | 31 | . 26521 | 1.66549 |
| -. 4070 | . 2884 | 32 | - 27405 | 1.72100 |
| . 9185 | . 2469 | 33 | -28289 | 1.77652 |
| -. 6034 | . 2296 | 34 | . 29173 | 1883204 |
| 1.0773 | . 2507 | 35 | . 30057 | 1888755 |
| $=.7424$ | - 2122 | 36 | . 30941 | 1194307 |
| 1.1708 | . 2928 | 37 | . 31825 | 1.99859 |
| -. 5804 | . 2932 | 38 | . 32709 | 2.05410 |
| 1.0885 | -2892 | 39 | . 33593 | 2.10962 |
| -. 5348 | . 2863 | 40 | . 34477 | 2.16513 |

Table 6. Hamming and Hanning Smoothed Power Spectra



Figure 17. Desired Autocorrelation Function on the Scan Path.


Figure 18. Raw Power Spectrupfrom Scan Path
Data of Process 1.


Figure 19. Hamming Smoothed Power Spectrum from
Scan Path Data of Process 1 .
for the angular frequency.
These frequencies are used as initial values in the functional fitting program of Fletcher and Powell along with several arbitrary initial values for the other parameters. The minimum cost of .444 is obtained in 25 iterations yielding the final parameter values as $A_{1}=.054, B_{1}=.054, D_{1}=1.87, w_{x 1}=.277$ and $w_{t l}=.277$. The values of the fitted autocorrelation function fall well within the 99.76 percent confidence band limits of the crude autocorrelation function.

The power spectrum analysis of the second simulated process is performed in the same manner as the first, and the result is illustrated in Figures 20 and 21. Three distinct peaks are identified at $\omega_{s}$ equal to .0555, . 2775 and .444 , one of which is approximately double the size of the other two. This suggests that $w_{s}$ equal to .0555 is contained in both the frequency pairs. Setting

$$
\begin{aligned}
& \omega_{x 1}+\omega_{t 1}=.2775 / \cos 45 \\
& \omega_{x 1}-\omega_{t 1}=.0555 / \cos 45
\end{aligned}
$$

and

$$
\begin{aligned}
& w_{\times 2}+w_{t 2}=.444 / \cos 45 \\
& w_{x 2}-w_{t 2}=.0555 / \cos 45
\end{aligned}
$$

yields $\omega_{x l}=.235, \omega_{t 1}=.157, \omega_{x 2}=.35$ and $\omega_{t 2}=.275$. The frequencies contained in the simulated process were $\omega_{x 1}=.165$,


Frequency in Radians

Figure 20. Raw Power Spectrum from Scan Path Data of Process 2.


Figure 21. Hamming Smoothed Power Spectrum from Scan Path Data of Process 2.
$\omega_{t 1}=.165, \omega_{x 2}=.3$ and $\omega_{t 2}=.3$. The results obtained are sufficiently close to enable the fitting process to converge to its global minimum. Note that if $w_{s 11}$ and $w_{s 21}$ were 0.00 , instead of .0555 , then $w_{x 1}=.196, w_{t 1}=.196, w_{x 2}=.315$ and ${ }^{61}{ }_{t 2}=.315$.

Discussion of the Results and Conclusions
In Chapter II two random processes were generated; however, at that stage no tools were available to check whether the processes had the desired autocorrelation function. In this chapter it has been shown with the help of Figure 15 that the desired autocorrelation function falls within the 99.76 percent confidence bounds of the crude autocorrelation function. This result offers experimental backing to the filter synthesizing theory of Chapter II. However, this does not mean that there is no room for improvements. The approximation

$$
\begin{equation*}
\int_{j}^{j+1} \int_{i}^{i+1} w(x, t) d x d t=w\left(i+\frac{1}{2}, j+\frac{1}{2}\right) \tag{3.28}
\end{equation*}
$$

is made in Equation (2.15) to avoid the excessive computations which arise if the mean value of each interval is to be found. Perhaps there are better assumptions than the one made above. Also, in Figure 15, the fluctuations of the crude autocorrelation function around the desired autocorrelation function increase as $\Delta l$ increases. This was expected since the number of samples available to make an estimate decrease as $\Delta l$ increases.

The frequency decomposition technique performed remarkably
well, especially since it extracted the frequencies present in process 1 within 7.0 percent of the original values. Also, the identification of the frequency pairs was relatively easy, as shown in Figures 20 and 21 for process 2.

The results show that the fitted autocorrelation function has parameter values that do not exactly match the original values. This is to be expected since the fitting process is being performed on the crude autocorrelation function and not the real autocorrelation function. One of the two criteria used in judging the merits of the fitting process is that the fitted autocorrelation must fall within the 99.76 percent confidence band around the crude autocorrelation function. This is satisfied as shown in Figure 15. The other criterion is its effectiveness in estimation, which will be discussed in the next chapter.

## CHAPTER IV

## TWO-DIMENSIONAL ESTIMATION AND AN EVALUATION OF THE EXPECTED VALUE OF THE SQUARED ERROR

In the last chapter a method to determine the closed functional form of the autocorrelation function has been described. This autocorrelation function is to be used in the estimation of the signal. Fortunately, signal estimation given the statistics of the process has been investigated by many researchers since the time of Wiener (25) and the methods suited for use in this thesis have already been developed. Peterson and Middleton (5) have investigated the case of stationary multidimensional estimation, while M. Blum (6) has obtained the optimum linear estimator for a one-dimensional nonstationary random process, the nonstationarity being similar to the one under consideration in this thesis. With a slight modification, both of these methods could be adapted to the estimation of the twodimensional non-stationary signal. This chapter is primarily designed to show these modifications and to develop a way of checking the effectiveness of the extrapolation and smoothing technique of Chapter III.

## Modification to the Peterson and

Middleton Estimator
The Peterson and Middleton estimator is of the form

$$
\begin{equation*}
\hat{s}(y)=\sum_{k=1}^{M} s\left(Y_{k}\right) w\left(Y-Y_{k}\right) \tag{4.1}
\end{equation*}
$$

where the weighting term w(Y- $Y_{k}$ ) must satisfy

$$
\begin{equation*}
R_{S S}\left(Y-Y_{r}\right)=\sum_{k=1}^{M} R_{s s}\left(Y_{r^{-}}-Y_{k}\right) w\left(Y-Y_{k}\right) \quad r=1,2, \ldots, M \tag{4.2}
\end{equation*}
$$

Equations (4.1) and (4.2) are subject to the condition

$$
\begin{equation*}
M \leq N \tag{4.3}
\end{equation*}
$$

where $N$ represents all the points in the sampling lattice. The vector $Y$ is described by

$$
\begin{equation*}
Y=[x, t] \tag{4.4}
\end{equation*}
$$

To use linear algebra computation techniques for solving simultaneous equations, Equation (4.2) is transformed to its matrix form

$$
\begin{equation*}
W=v^{-1} \quad \mathbf{v} \tag{4.5}
\end{equation*}
$$

(Mx1) (M大M) (M×1)
where $W$ is a column vector with elements $w\left(X-Y_{k}\right)$, $V$ is a square matrix with elements $R_{S S}\left(Y_{r}-Y_{k}\right)$ and $U$ is a column vector with elements $R_{s S}\left(Y-Y_{r}\right)$. Normally Equation (4.1) would be solved on-line, whereas Equation (4.5) would be solved off-line. for cases in which $M$ and $N$ are the same, the estimation of $K$ points on any cross-section in the $x$ direction requires

| $K(M)$ | on-line multiplications |
| :--- | :--- |
| $K(M)$ | on-line additions |
| $K\left(M^{2}\right) L$ | off-line multiplications |
| $K\left(M^{2}\right) L$ | off-line additions |
| $K(L)$ | off-line inversions of a |
|  | (MxM) matrix |

where $L$ denotes the total number of points scanned on the forward and reverse stroke of the scanning gauge. The on-line storage requirement is for M+(MLK) values.

As can be seen from the above numbers, the choice of $M$ can result in a considerable savings in computation time. The criterion for the choice of M is a term known as the Figure of Merit, which determines the change in $\varepsilon$ obtained by removing the $r^{\text {th }}$ point in the sampling lattice. The Figure of Merit is described by

$$
\begin{equation*}
\varepsilon_{\min }^{(N-1)}-\varepsilon_{\min }^{(N)}=\frac{\left[w\left(Y-Y_{r}\right)\right]^{2}|V|}{\left|V_{r r}\right|} \tag{4.6}
\end{equation*}
$$

where the $r^{\text {th }}$ point $i s$ the one being tested for possible elimination, $|V|$ is the determinant of the $N$ by $N$ matrix of $V$ and $\left|V_{r r}\right|$ is the determinant of the $N-1$ by $N-1$ matrix of $V$ after the removal of the $r^{\text {th }}$ row and column. If the figure of merit is below a certain threshold value, the $r^{\text {th }}$ point is discarded. In this way the $M$ points to be retained are determined.

To handle the nonstationarity of this problew the scheme shown in Figure 22. The nonrandom pary ${ }^{2} \mathrm{p}(x)$ is estimated by performing exponential smoothing on the data for discrete values of $x$ in the machine direction $t$. Mathematically, this is represented by


Figure 22. Scheme to Handle the Nonstationarity with

$$
\begin{equation*}
p_{n}\left(x_{k}\right)=a p_{n-1}\left(x_{k}\right)+(1-a) q\left(x_{k}, t_{n}\right) \tag{4.7}
\end{equation*}
$$

where $P_{n}\left(x_{k}\right)$ is the estimate of $p(x)$ using the last estimate $P_{n-1}\left(x_{k}\right)$ and the new incoming data $q\left(X_{k}, t_{n}\right)$, and a is the smoothing coefficient. The coefficient a determines the time constant of the filter and its choice is dependent upon the characteristics of the process under consideration. A discussion of this topic can be found in the book by Brown (26). The estimated value of $p(x)$ is subtracted from the signal to give the stationary part $s(x, t)$. Peterson and Middleton's estimator is used to give the best estimate of the stationary part, which is combined with the nonrandom estinate to give a suboptimal estimate of the signal.

Note that although the off-line computation remains nearly the same as in the stationary case, the on-line computations have increased by two multiplications and $K+1$ additions, and the storage space has increased by $K$ values.

Modification to the Blum's Estimator
Blum (6) has developed a way of finding the general linear operator of a one-dimensional signal such that the mean square error of prediction is a minimum. The output of his filter is

$$
\begin{equation*}
\hat{q}(t)=\sum_{k=1}^{M} q\left(t_{k}\right) w\left(t-t_{k}\right) \tag{4.8}
\end{equation*}
$$

His signal $q(t)$ is made up of a stationary part $s(t)$ and a nonrandom part

$$
\begin{equation*}
p(t)=\sum_{k=1}^{D} a_{k} p_{k}(t) \tag{4.9}
\end{equation*}
$$

where $p_{k}(t)$ are known a priori, but the parameters $a_{k}$ need not be known. He achieves his objective by setting the expected value of the estimation exror equal to zero which yields a set of restraint equations. The expected value of the squared error is then minimized subject to these restraint equations and the resulting weighting matrix is of the form

$$
\begin{equation*}
W=V^{-1} U+V^{-1} P^{T}\left(P V^{-1} P^{T}\right)^{-1} Q-V^{-1} P_{P}^{T}\left(P V^{1} P^{T}\right)^{-1} P V^{-1} U \tag{4.10}
\end{equation*}
$$

where $W, V$ and $U$ retain the same definitions as in the Peterson and Middleton method,

$$
Q=\left[\begin{array}{c}
p_{1}(t)  \tag{4.11}\\
p_{2}(t) \\
\cdot \\
\cdot \\
p_{D}(t)
\end{array}\right]
$$

and

$$
P=\left[\begin{array}{cccc}
p_{1}\left(t_{m}\right) & p_{1}\left(t_{m-1}\right) & \cdots & p_{1}\left(t_{1}\right)  \tag{4.12}\\
p_{2}\left(t_{m}\right) & p_{2}\left(t_{m-1}\right) & \cdots & \cdots \\
\vdots & p_{2}\left(t_{1}\right) \\
\vdots & & & \\
p_{D}\left(t_{m}\right) & p_{D}\left(t_{m-1}\right) & \cdots & p_{D}\left(t_{1}\right)
\end{array}\right]
$$

Equation (4.10) holds for all non-singular ( $\mathrm{PV}^{-1} \mathrm{P}^{\mathrm{T}}$ ) and V matrices. For $\left(\mathrm{PV}^{-1} \mathrm{P}^{\mathrm{T}}\right.$ ) to be non-singular (i.e., determinant $\left(P V^{-1} P^{T}\right) \neq 0$ ), the value of $D$ must be less than or equal to $M$. The same relations hold true in the two-dimensional case where, instead of the signal just being a function of $t$, it becomes a function of a vector $Y$ consisting of $x$ and $t$. The form of $p(x)$ can be modeled by a truncated Fourier series

$$
p(x)=\sum_{i=1}^{\frac{D-1}{2}}\left(a_{i} \cos \frac{2 \pi i}{\frac{1}{x}} x+b_{i} \sin \frac{2 \pi i}{x} x\right)+a_{0}
$$

where $X$ is the total width of the sheet, $(D-1)$ is the total number of points sampled in the $x$ direction and $a_{0}$ constitutes the steady part of the signal. The highest angular frequency is chosen as ( $D-1$ )/2X since the frequencies higher than this will not be identified at the fixed sampling rate of $D$ points per scan. The lowest angular frequency is $1 / X$, which accounts for the periodic wave length $X$ used in a Fourier series expansion.

Because of the tremendous computation and storage needed in this method, its practical application is limited. It requires twelve additional steps beyond the Peterson and Middleton algorithm. These include one function generation, one $Q$ matrix generation, one matrix transformation, sixtmatrix mituplications, one matrix inverse and two matrix addittions. In terms of a 40 by 40 matrix or larger, this results in an excessive amount of computer time.

## Effectiveness of the Method Proposed in Chapter III

The effectiveness of the method proposed in Chapter III can be judged by the performance of the estimator which uses the results of the proposed method. It is possible to do this testing with the stationary simulated process since its real autocorrelation function is known.

The criterion for effectiveness testing is the expected value of the squared error $\varepsilon$. If the linear estimator is denoted by

$$
\begin{equation*}
\hat{s}(Y)=\sum_{k=1}^{M} s\left(Y_{k}\right) w\left(Y, Y_{k}\right) \tag{4.14}
\end{equation*}
$$

then the expected value of the squared error is given by

$$
\begin{aligned}
& \varepsilon=E\left\{[s(Y)-s(Y)]^{2}\right\} \\
& =E\left\{[s(Y)]^{2}\right\}-2 \sum_{k=1}^{M} w\left(Y, Y_{k}\right) E\left\{s(Y) s\left(Y_{k}\right)\right\} \\
& +\sum_{i=1}^{M} \sum_{k=1}^{M} w\left(Y, Y_{k}\right) w\left(Y, Y_{i}\right) E\left\{s\left(Y_{k}\right) s\left(Y_{i}\right)\right\} \\
& =R_{s s}(O)-2 \sum_{k=1}^{M} w\left(Y, Y_{k}\right) R_{s s}\left(Y, Y_{k}\right) \\
& +\sum_{i=1}^{M} \sum_{k=1}^{M} w\left(Y, Y_{k}\right) w\left(Y, Y_{i}\right) R_{s s}\left(Y_{k}, Y_{i}\right) \\
& \text { In the theoretical case, according to Peterson and Middleton, }
\end{aligned}
$$

the weighting terms $w\left(Y, Y_{k}\right)$ are obtained from the equations

$$
\begin{equation*}
R_{s s}\left(Y, Y_{r}\right)=\sum_{k=1}^{M} R_{s s}\left(Y_{r}, Y_{k}\right) w\left(Y, Y_{k}\right) \tag{4.16}
\end{equation*}
$$

for $r=1,2, \ldots, M$. However, in a practical case the weighting terms are obtained from

$$
\begin{equation*}
\hat{R}_{s s}\left(Y, Y_{r}\right)=\sum_{k=1}^{M} \hat{R}_{s s}\left(Y_{r}, Y_{k}\right) \hat{w}\left(Y, Y_{k}\right) \tag{4.17}
\end{equation*}
$$

for $x=1,2, \ldots, M$, where $\hat{R}_{s S}\left(Y, Y_{r}\right)$ represents the fitted autocorrelation function instead of the real autocorrelation function $R_{s s}\left(Y, Y_{r}\right)$. Hence the theoretical $\varepsilon$ is given by

$$
\begin{gather*}
\varepsilon_{\text {Theo }}=R_{s s}(0)-2 \sum_{k=1}^{M} w\left(Y, Y_{k}\right) R_{s s}\left(Y, Y_{k}\right)+\sum_{i=1}^{M} \sum_{k=1}^{M} w\left(Y, Y_{k}\right) \cdot  \tag{4.18}\\
w\left(Y, Y_{i}\right) R_{s s}\left(Y_{k}, Y_{i}\right)
\end{gather*}
$$

whereas the $\varepsilon$ obtained by using the fitted autocorrelation function is given by

$$
\begin{equation*}
\varepsilon_{\text {Actual }}=R_{s s}(0)-2 \sum_{k=1}^{M} \hat{w}\left(Y, Y_{k}\right) R_{s s}\left(Y, Y_{k}\right)+\sum_{i=1}^{M} \sum_{k=1}^{M} \hat{w}\left(Y, Y_{k}\right) \tag{4.19}
\end{equation*}
$$

## Results

For the first simulated process the theoretical and actual e are determined for three prediction points. Their position is shown in Figure 23. A comparison is made with the scheme using a one-dimensional autocorrelationgunction in the $t$ direction even though the stationary process is two dimensional. This comparison is interesting because, in most sheet


Tigure 23. Position of the Three Prediction Points.
processes, one-dimensional estimation is still very popular. The results are shown in Table 7 and the advantages of using two-dimensional estimation are highlighted. It is interesting to note that the maximum $\varepsilon$ for the theoretical case is 2 .

Table 7. Comparison of $\varepsilon$ for the Three Prediction Points

| Estimation Technique Using | E at Points |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
| Real $\mathrm{R}_{\mathbf{s s}}(\Delta x, \Delta t)$ | 1.2992 | . 6735 | 1.7089 |
| Fitted $\mathrm{R}_{\text {ss }}(\Delta x, \Delta t)$ | 1.527 | . 698 | 1.94 |
| 1-Dimensional $\mathrm{R}_{s \mathrm{~s}}(\Delta x, \Delta t)$ | 5.0200 | . 7800 | 2.4080 |
| Mean as the Best Estimate | 2.0000 | 2.0000 | 2.0000 |
| General Form of Equation (2.7) | 2.53 | . 722 | 2.56 |

## Discussion of the Results and Conclusions

From the results of Table 7 two conclusions can be drawn. The first conclusion is that the two-dimensional estimator is superior to the one-dimensional estimator when the process is two-dimensional. The percentage deviations of $\varepsilon$ from the theoretical best values are $17.5,3.7$, and 12.4 percents for the two-dimensional fitted autocorrelation as compared to 286.0 , 16.5 , and 41.0 percents for the one-dimensional autocorrelation function. This result was anticipated from the beginning of this research. Even the choice of the mean as the best estimate gives better results than the one-dimensional case for two of
the three points. The second conclusion is that the method devised in Chapter III to extrapolate and refine the autocorrelation function works more efficiently for estimating points closer to the sampling lattice than distant ones. The reason for the second conclusion is that the weighted least-squares method of Chapter III lays more weight on the crude $R_{s s}(\Delta x, \Delta t)$ when $\Delta x$ and $\Delta t$ are small and, hence, the autocorrelation function fit is poor in regions where $\Delta x$ and $\Delta t$ are large. This fact can be evidenced in Figure 15 where the fitted autocorrelation function follows the crude autocorrelation function closely in regions of small $\Delta l$ and exhibits poor fit for large $\Delta l$. Also note that for $\Delta l$ between 8 and 16 the fitted autocorrelation function deviates considerably from the desired autocorrelation function, thus, causing the percentage deviation of $\varepsilon$ from the theoretical value to increase.

In the simulated processes, points whose $\Delta x$ and $\Delta t$ separations are greater than 40 units are not correlated because the weighting matrix was truncated. If estimation is attempted for points whose separation from the sampling lattice is such as to cause most sampling lattice points to fall outside the 40 by 40 range, the results obtained by using the fitted autocorrelation function will be in large error. In these situations it is best to use the mean as the best estimate. A criterion for judging the range of the estimator is that $\varepsilon$ for a particular point must not exceed the variance of the stationary process.

## Empirical Sensitivity of the Parameters in the Functional Form

In this section the effect of variation in the parameters of the closed functional form (of the autocorrelation function) on the expected value of the squared error will be studied. This study is important because from time to time the process characteristics change, e.g., drift in frequency or change in the decay constant of the autocorrelation function, and it is essential to know how the estimator will perform under these new circumstances.

For this investigation the correct autocorrelation function form as given by Equation (2.6) for process 1 is considered. The values of the parameters in Equation (2.6) are $A=.075$, $B=.075, D=2, \omega_{x}=0.3$ and $\omega_{t}=0.3$. The sensitivity of the parameters is performed empirically about point lof Figure 23. One parameter is varied at a time keeping the remaining parameters constant at their true value, and its effect on $\varepsilon$ is noted. The results are shown in Table 8 . One hundred fifty percent variation in each direction around the true valuedof ${ }^{\omega_{x}}$ and $\omega_{t}$ is the maximum permissible limit, since at that limit $\varepsilon$ is greater than the variance of the process. In the cases of $A$ and $B, 33.3$ percent variation in the negative direction and 300 percent variation in the positive direction is the maximum permissible limit. As expected, variation in $D$ did not produce any change in $\varepsilon$. When empirical sensitivity analysis is performed about point 2 in Figure 23, the percentage maximum permissible limits substantially increase. This fact is illustrated

Table 8. Sensitivity of $\varepsilon$ on the Parameters

in Figure 24, and suggests that fur ther the separation of the prediction point and the sampling lattice, less flexibility is available in the parameters.

Sensitivity of the functional form itself is analyzed by fitting the form of Equation (2.7) to the first simulated process having the form of Equation (2.6). The results are shown in


Figure 24. Sensitivity of $\epsilon$ on $w_{x}$ for Different Prediction Points.

Table 7 for the same three prediction points of Figure 23. Although the percentage variation in $\varepsilon$ from the correct form varies for each point, its performance is still acceptable for points close to the sampling lattice. This suggests that in cases where the correct functional form of the autocorrelation function is not known, a good approximation is the form of Equation (3.5).

## CHAPTER V

## APPLICATION OF THE METHOD TO A PAPER MILL PROCESS AND A COMPARISON WITH SOME EXISTING METHODS

A schematic view of the paper making process is shown in Figure 25. The homogeneous mixture of cellulose fiber and water is forced out of the headbox slot and is carried by a bronze screen to a complex of presses, dryers and calendars, the output of which is wound on a reel. A traversing Beta Gauge senses the instantaneous basis weight (essentially mass per unit area) of the paper in the region between the calendars and the winder. A typical paper sheet is 20 feet wide and travels at the rate of 2000 feet per minute. Relative to this high speed, the Beta Gauge moves at a slow pace of 20 feet per minute which generates an angle of about 40 minutes between the gauge path and edge of paper. The instantaneous output signal from the Beta Gauge is the basis weight signal, the undesired sensor noise being substantially removed by a built-in filter. The randomness of the basis weight is due to the slot profile, pulsating flow caused by pumps, vibration of the machine members and fluctuation of the fiber to water ratio in the headbox among other things.

Field data was collected by a Southeastern paper mili. Since the machine is a production unit, the author had very little control over the type of data that was collected. The


Figure 25. Panorama of Papermaking Today
data received is only good for prediction on the scan path since no verification means are available for points outside the scan. The data was collected as the scanning gauge was traversing from the front to the back of the machine. The first observation. was collected at the same start position and each observation thereafter, for a total of 79 , was collected on a one second interval. The data was punched into cards with 10 successive cards constituting one set or one scan. The first value in card one was the time at which the first observation for the scan was obtained. Machine direction data was also collected on a one second interval with the scanner in a stationary position towards the middle of the web. The speed of the paper machine was 2201 feet per minute and the sensor speed was 2.25 inches per second. The average basis weight was 38 lbs. and moisture was in the range of 4.5 - 5 percent.

The persistent cross-directional profile is first separated from the data and the remainder is verified for wide sense stationarity. The crude autocorrelation function is then extracted and 95 percent confidence bounds placed around it. 4.

This crude autocorrelation function as shown in Figure 26 is passed through a Bartlett lag window to yield the refined autocorrelation function. Extrapolation of the autocorrelation function is not performed since verification of the results is not possible outside the scan path. The refined autocorrelation function is then used in one point ahead estimation of four points" on the scan path and the signal is reconstructed by adding the persistent cross-directional component. One point ahead


Figure" 26. Crude Autocorrelation Function of the Basis Weight.
estimation means predicting one unit in the future on the scan path. Variance of the reconstructed signal is also determined over eighteen scans. This variance is shown in Table 9, in which a comparison is made with the variances for the same points obtained by using three other methods, some of which are being used in the paper mills.

The three other methods are: Brewster's method, onedimensional estimator with Bartlett filter and two-dimensional estimator without Bartlett filter. Their algorithms are presented below along with the algorithm for the variance about zero mean.

Brewster's Method (1)
Consider $q_{i j}$ as representing the signal on the $j^{\text {th }}$ scan and $i^{\text {th }}$ point on that scan, then

Table 9. Comparison of Experimental $\varepsilon$ for Various Methods used in Basis Weight Estimation

| Me thods | One Point Ahead Prediction Variance at Points |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 25 | 50 | 79 |
| Brewster's Method | 5.339 | . 874 | 3.119 | 3.416 |
| 1-Dimensional with | 3.559 | 2.776 | 1.888 | 1.629 |
| Bartlett Filter |  |  |  |  |
| 2-Dimensional wi thout | 3.823 | 1.484 | 10.167 | 2.039 |
| Bartlett Filter |  |  |  |  |
| 2-Dimensional with | 2.797 | . 905 | . 8875 | 1.772 |
| Bartlett Filter |  |  |  |  |
| Variance about Zero Meán | 3.842 | 3.574 | 2.528 | 3.510 |

$$
\begin{gather*}
\bar{q}_{j}=\frac{1}{N} \sum_{i=1}^{N} q_{i j}  \tag{5.1}\\
\hat{c}_{i j}=\alpha\left(q_{i j}-\bar{q}_{j}\right)-(1-a) \hat{c}_{i, j-1}  \tag{5.2}\\
\hat{m}_{i j}=q_{i j}-\hat{c}_{i, j-1}  \tag{5.3}\\
m_{i j}^{*}=\zeta \hat{m}_{i j}+(1-\zeta) \hat{m}_{i-1, j}  \tag{5.4}\\
\hat{q}_{i+1, j}=m_{i j}^{*}+\hat{c}_{i+1, j} \tag{5.5}
\end{gather*}
$$

where $\hat{c}_{i j}$ represents the cross-directional profile, $\hat{m}_{i j}$ represents the machine-direction deviation, $m_{i j}^{*}$ represents the filtered $\hat{m}_{i j}$ to be used in control and $\hat{q}_{i+1, j}$ represents the one point ahead prediction. The value of $a$ is chosen as . 3 and the value of 5 as . 95 .

One-Dimensional Estimator with Bartlett Filter
The machine-direction data is used to obtain the crude one-dimensional autocorrelation function. This crude autocorrelation function is passed through a Bartlett lag window (9) to give the refined one-dimensional autocorrelation function. The refined autocorrelation function is used along with the scan path data for estimation. The rest of the algorithm is the same as in Chapters III and IV.
Two-Dimensional Estimator without Bartlett Filter
In this method, instead of using the refined two-dimensional autocorrelation function, the crude one is used.

## Variance about Zero Mean

In this method, the mean of the process or the persistent cross-direction profile is considered as the best estimate of the signal. The algorithm consists of

$$
\begin{align*}
& \bar{q}_{i}=\frac{1}{N} \sum_{j=1}^{N} q_{i j}  \tag{5.6}\\
& s_{i j}=q_{i j}-\bar{q}_{i}  \tag{5.7}\\
& \sigma_{i}^{2}=\left(s_{i j}-\bar{q}_{i}\right)^{2} \tag{5.8}
\end{align*}
$$

where $q_{i j}$ is the signal on the $i^{\text {th }}$ point of the $j^{\text {th }}$ scan and $d^{2}$ is the variance for the $i^{\text {th }}$ strip.

## Discussion of the Results and Conclusions

In this chapter the approach developed in this thesis is applied to a real sheet paper process. Extrapolation was not performed because the available data could not be used for verification of the extrapolation results. Instead, only the refined autocorrelation function was used in one point ahead prediction on the scan path. The modified Peterson and Middleton's estimation technique of Chapter IV, is used because of its computational advantage over Blum's technique. It is evident from Table 9 that the proposed method is superior to the other methods. The reason for the percentage differences not remaining constant is because only eighteen values were used in obtaining the variance and the variance did not have a chance to reach a steady留.
value. The choice of the number eighteen was governed absolutely by the data base furnished in which only eighteen scans were consecutive. A comparison with the variance of the process shows that the other methods are quite marginal and that in many cases it would have been better to choose the mean as the best estimate.

## CHAPTER VI

## CONCLUSIONS AND RECOMMENDATIONS

## Conclusions

In this thesis a solution is obtained for the difficult problem of two-dimensional estimation from a restricted sampling lattice. Attention is restricted to class of two-dimensional stochastic processes which is a sum of a Gaussian stationary process and a nonrandom process that is a function of the spatial coordinate only. The concept of using the functional form of the autocorrelation function for attacking the problem of optimal estimation from a restricted sampling lattice is a significant contribution to the state of the art. When the functional form is not known a priori, the exponential - cosine form proves to be a good approximation. The estimates obtained with the proposed approach have smaller mean square estimation errors than the ones obtained by using existing methods, and in this respect, the proposed approach has a distinct advantage over existing schemes.

In Chapter I the problem is stated and the approach to be followed is discussed. The properties of two-dimensional stationary processes are presented from a practical view point. All the techniques developed in this thesis make use of these properties and this in itself, should suggest the importance of these properties.

In Chapter II the stationary part of the process described in the "Statement of the Problem" is generated on a straight line scan path. A technique to simulate Gaussian stationary processes with the desired exponential-cosine autocorrelation function from discrete white noise has been developed. The results of the simulation appear to be good. The desired autocorrelation function lies within the 99.76 percent confidence bounds of the crude autocorrelation function. Also, the truncation and digitalization errors appear to be negligible. The method is not limited to exponential-cosine forms but will synthesize any process where the synthesizing filter impulse response is known. In Chapter III the crude autocorrelation function is successfully extrapolated and refined by taking advantage of the functional form of the autocorrelation function. The results of the first simulated process show that the fitted autocorrelation function lies well within the 99.76 percent confidence bounds of the crude autocorrelation function. Also, the power spectrum analysis is able to extract the initial values of the frequencies present within 7.0 percent of the original values.

The real test of the procedure of Chapter III is presented in Chapter IV where the estimation error, or the expected value of the squared error using the fitted autocorrelation function, is compared with the one using the real autocorrelation function. For the three estimation points chosen the percentage differences of the expected values of the squared errors were $17.5,3.7$, and 12.4 percents, the larger percentages arising as
one goes further from the sampling lattice. However, all of them are well within the maximum permissible limit, beyond which the variance of the process is exceeded. The comparison in Table 7 shows the superiority of the proposed method over existing methods. In the same chapter, the eupirical sensitivity of the parameters in the functional form of the autocorrelation function is studied. From the results it is clear that a certain margin is available in which the expected value of the squared error is still below the permissible limit, for drift in the parameter values. This margin is a function of the distance of the estimation point from the sampling lattice and the parameter itself. Also, a very limited empirical sensitivity analysis of the form of the autocorrelation function is performed and the results show that the exponentialcosine form is indeed very promising in cases where the form is not given a priori,

In Chapter $V$ the approach developed in this thesis is applied to a real sheet paper process. Extrapolation was not performed because the available data could not be used for verification of the extrapolation results. Instead, only the refined autocorrelation function was used in one point ahead prediction on the scan path. It is evident from the results shown in Table 9, that the estimation error is least for the proposed method and, hence, the proposed method is superior to the existing methods.

## Recommendations

The author is of the opinion that the work reported in this thesis is only the beginning of many works to appear in the field of estimation from restricted sampling lattices. More and more scientists and engineers sense the need for techniques which will enable them to take advantage of the sophisticated optimal estimation theories. These techniques will act as an interface between the data available in practice and the requirements of optimal estimation theory. In this thesis, the process was Gaussian and stationary. There will be situations when ei ther one or both these conditions need to be relaxed. When the Gaussian condition is released, nonlinear estimation theory will be used. When stationarity is relaxed, optimal estimation will be performed using the process dynamics. The point being emphasized is that the requirements of optimal estimation change for different class of stochastic processes and, hence, new interface tools have to be devised.

Certain topics discussed below, have not been given sufficient consideration in this thesis due to lack of time and could be developed in the future. The sensitivity of the scan path form on the extrapolation and refinement of the autocorrelation function would be an interesting study to undertake. This topic is of special interest to paper manufacturers since their scan angle is only $0^{\circ}: 4^{\prime}$ and the author is of the opinion that this angle is very poor for extrapolation purposes. The reason is that the contribution of $\omega_{x i}$ in Equations (3.19) and (3.20)
becomes negligible and, hence, the difference between $\omega_{\text {sil }}$ and $\omega_{\text {si2 }}$ becomes very small. The indirect power spectrum technique is not able to distinguish between $\omega_{\text {sil }}$ and ${ }^{4}$ si2.

In the fitting process of Chapter III, the weighting term $\gamma_{k}$ was given the form of Equation (3.7). This form of $Y_{k}$ resembles the Bartlett lag window for recovery of the process statistics. The author is aware of the Hamming, Hanning and half a dozen more lag windows which can be used. It is conceivable that there exists an optimal lag window for a particular class of stochastic processes. An understanding of optimal lag windows and their performance in estimation of a signal would be a valuable contribution to the state of the art.

Another topic that needs further study is the exponentialcosine form of Equation (3.5). In this thesis the choice of Equation (3.5) stems from Bendat's observations that most onedimensional randon processes in practice have the exponentialcosine form for the autocorrelation function. It would be desirable to study a whole class of two-dimensional random processes to verify Equation (3.5).
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## APPENDIX

## COMPUTER PROGRAMS

The useful computer programs and subroutines which have been used in this thesis, are included here.

## Generation of 2-D Random Process from White Noise

This program uses discrete Gaussian white noise to generate a two-dimensional random process with an exponential-cosine autocorrelation function. This program calls for subroutine Shaper which is also included.

Subroutine SPECT
This subroutine is used for generating the raw, Hamming and Hanning power spectra by the indirect technique of Blackman and Tukey (9).

Subroutine BAND
This subroutine is used to place 99.76 percent confidence bounds around the crude autocorrelation function by using the Fisher's $Z$ statistic (23).

Subroutine DIPLOT
This subroutine plots YARRAY versus XARRAY, where XARRAY and YARRAY could be any two variables.

Subroutine PLOT3D
This subroutine plots the function FCN2D (I, J) on a IMAX by JMAX array. XSIZE and YSIZE represent the maximum horizontal
and vertical length of the base on which $\operatorname{FCN} 2 \mathrm{D}(\mathrm{I}, \mathrm{J})$ is plotted. HEIGHT represents a scaling factor which is multiplied with FCN2D( $1, J$ ). The result of multiplication with the largest value of $\operatorname{FCN} 2 \mathrm{D}(\mathrm{I}, \mathrm{J})$ must not exceed (IO" - YSIZE), where ten inches represents the width of the plotting paper. This program calls for subroutine PLTT which is also included.

Subroutine FMFP
This subroutine is used to find the local minimum of a function of several variables by the method of Fletcher and Powell (14).


DO $23 \mathrm{~J}=1$,NAS
23. $5\left(I I_{2}\right)=S\left(I_{2} N+N\right)$

22 CONTINUE
.-IF (JER.EQ.1)READ (3)(Z(J).JF1,NBLO)
IF (JER,EQ.2) READ(4)(Z(J), J=1,NBLO)
$K K=1$
DO. $18.1=1, \mathrm{MM}$
DO $19 \mathrm{~J}=\mathrm{N}, \mathrm{NN}$
$S(1, \lambda)=Z(K K)$
$19 \mathrm{KK}=\mathrm{KK}+1$
18. CONTINUE

GO TO 9
5. CALL D1PLOT (CLOCK:PL: 1202)

WKITE $(6,31)$
31. FORMAT (2X,92-O- RANDOM PROCESS')

WRITE $(6,20)((Y(I, J), J=1, M), 1=1$, NS $)$
$J E R=J E R+1$
IF (JER-NSET) 16,16,17
-17-WRITE (2)(:SUM(I*, 1 ) $-\mathrm{J}=1, M), I=1, N S)$
20 FORMAT (7F10.5)
END.
SUBROUIINE SHAPER (W,NWeMW)
INPUT. ...VALUES OF PARAMETERS TO BE USED IN THE FUNCTIONAL FORM.
OIMENSION W(MW, NW)
SUM $=0$.
$\operatorname{BEAD}(5,20, E N D=70) A, D \& W X, W T, D 1, D 2$


WRITE $(6,30)$
_-30 FQRMAT (2X:'WEIGHIING MATRIX'1
DO 1 I $X=1$, MW
DO. 2 ITELeN
$F=1$ 。
$T=I T-1$
$X=1 X-1$
$x=x+.5$
$T=T+.5$
$E X=E X P(-A * X)$
$E T=E X P(-A * T)$
CX=Ex* $\operatorname{Cos}(w x * x)$
SX=D1*EX*SIN(WX*X)
CT=EI*COS(WT*T)
ST=D2*ET*SIN(WT*T)
$W(I X, I T)=D *(C X+S X) *(C T+S T) * F$
SUM二SUM+W(IX,ITI)**2
2 CONTINUE
WRITE $(6,20)((W(I, J), J=1, N W), I=1, M W)$
WRITE $16,2015 \mathrm{MM}$
20 FORMAT (7F10.5)
RETURN
70 STOP
END

## Subroutine SPECT



```
    DO 1 J=2.m
    B=1-1
    A=J-1
    SUP=SUP+T{J)*COS(A*B*3.14/2)
T SUM=SLM+C(J) * cos(A*Q*3.14/2)
    V(I)=DT*(C(1)*2.*5UM+C(K)*COS(B*..14))
    Q(I)=OT*(T(1) +2**SUP+T(K) *COS(B*3.14))
    FREGEB/(2.*2 *DT'5
    OMEGA(I)=2.*3.14*FREO
    WRIIE(G,21)V(I),Q(I),1,FREOFOMEGA(I)
    FORMAT {F10.4,F10,4,I1H,F10,5,F10.5)
    FORMAT (3F10.4)
    FORMAT (110&F10.5&F10,5,F10.5)
    23 FORMAT (110,F10.5*F10.5)
    MO=K642
    CALL DIPLOT'{OMEGARV,MO)
C_HAMMING AND HANNING ESTIMATES
    WRITE (6.31)
    3) FORMAT (2X,1POINT:HANNING. HAMMING,RAW SPECIRUM+)
    M=K-1
    00 3 1=2:M
    HN(1)=.25*V(I-1)+.5*V(I)+.25*V(I+1)
    HM(1)=.23*V(I-1)+.54*V(I)+.23*V(I+1)
    3 WRIIE (6,22) IOHN(I)PHM(I).V(I)
    MQ=KG+2-2
CALL OLPLOTIOMEGA,HM&MOI
____HIGHER ORDER SMOOTHING
    M2 =K-2
    DO 5 I=3:M2
    U{IJ=*16*HMN(I-1)+.68*HN(I)+.16*HN(I+1)
    5 WRITE (6,23) InU(I),V(1)
    END
```


## Subroutine BAND

```
SUGROUTINE BANOIC.KK,SAMP.CTEROI
SUBROUTINE FDR PLACING99.7PERCENT CONFIDENCE BOUNOS
\(\square\) INPUT CEAUTOCOVARIANCE, KKFOI KENSION OF CYSAMPESAMPLE SIZE
M \(2=(K \times * 2-21+2, C Z E R O=V A R I A N C E\)
PARAMELER M2=B0
DIMENSION CLOCK(M2),Y(M2)
DIMENSION C (KK). SAYP (50OO)
WRITE \((6,30)\)
30 FORMAL (2XP \& LQNER AUTOCORRELATION UPPER, SAMPLE SIZEOIFF')
004 K=2, KK
CLOCK \((x-1)=x-1\)
Clock \((x x+x-2)=k-1\)
REC(K) 1 CKERD
2=(ALOG(1).+R1/(1.--R) 1)/2.
CONER \(=C Z E R O M T A N H(Z-3,0 O K S G R T(S A M P(K)-2,1)\)
UPPERECZERO*TANH \((2+3.00 /\) SORT (SAMP \((K)-2)\).
Y(K-1) \(=\) UPPER
\(Y(K K+K-2)=\) COwER
DIFFEABS (UPPER \(-C O W E R\) )
WRITE (4)DIFF
WRIIE (6,2日)CQUER:C(K),1PPER:SAMP(K),DIFF
CALL DIPLOT (CLOCK:Y;42)
20. FORMAT (5F14:B)
END
```


## Subroutine BAND

SUAROUTINE DIPLOT (XARRAY,YARRAYPMO)

CALL SCALE（XARRAY：10．，NOFI）
CALL SCALE（YARRAY：10．．NO：1）
$\mathrm{KO}=\mathrm{NO} \mathrm{O} 1$


CALL LINE（XARRAY，YARRAY，NO，1，0．1NTEA）
CALL PLOT（12．．0．，－3）
CALL PLOF $1,00 \cdot 0,999)$
END

## Subroutine PLOT3D

```
    SUBROUT.INE PLOT3D(XSIZE,YSIZE,HEIGHT,FCN2D,IMAX,JMAX)
    DIMENSION FEN2DIIMAX,JMAX)
    DIMENSION HIO(600)
    COMMON 1BUF(10000)
    REAL LASTX.LASTY.LASTH*LASTHM
    XPAGE=O.0
    YPAGE=0.0
    LASTHMMO:O
    NI J=IMAXX MmAX
    RI=IMAX=1,0
    R\こJMAK-1.0
    CALL. PLTT{0,0,-12.5:-3)
    CALLL PLTT(0,0,2,0,-3)
    001 I=1:NIS
1 HID(I)=-0.5
    00 7 J=1 JMAX
    AN=\-1.0
    DO }7\mathrm{ I=1, ImAX
    |=I-1*0
    LASTX=XPAGE
    XPAGE=(Ad+AI) #XSIZF/(RI +RJ)
    LASTY=YPAGE
    YPAGE=(AJ*RI/RJ=AI*RJ/RI +RJ) =YSIZE/(RJ+&RI) +HEISHT*FCN2D{I,J)
    LASTH=LASTHM
    LASTHM=HIO(I+d)
    IF{YPAGE-HIO{I+J}) 5.5.2
2 IF(I,NE,1) 60 TO 3
    CALL. PLTT{XPAGEE,YPAGE,3)
    IPEN=2
    GO TO 4
3 CALL PLTT{XPAGE , YPAGE, IPEN)
    IPEN=2
    4 HID(I+J)=YPAGE
    60 TO 7
5 IF(I,EG.1) IPEN=3
    IF (IPEN,EG.3) GO TO 6
```



```
    X10=HID ({+J) -LASTH=YPAGE+LASTY
    X1=X1N/X10
    YI={X1* {HIO{I &J) -LASTH} +LASTH*XPAGE-LASTX*H2O(I+J) )/{XPAGE-LASTX}
    CALL PLTP(X1;Y1,2)
    HPEN=3
6 CALL PLTT (XPAGE; YPAGE, IPEN)
7 CONTINUE
DO E IFIPNIN
6 HID(I)E-0.5
00 16 I=1mAX;1,-1
AI={-1:0
DO 16 J=1, JmAX
AJ=\-1
LASTX=XPAGE
XPAGEE{AN+AI)*XSI2E/(RI+RJ)
LASTY=YPAGE
```



```
LASTH=LASTHM
LASTHMN=HID{I+J)
IF(YPAGE*HID (I+J)) 13,14:9
9 IF(J.N⿺辶&,1) GO TO In
GALL, PLTTT{XPAGE, YPAGE;3)
IPENE2
60 TO 12
10 IF(IPEN&EO.2) 60 TO 11
XIN=LASTX*YPAGL-LASTY&XPASE-LASTX*HYD{I+J) +XPAGE*HIO{1+J-1)
```

$\times 10=$ YPAGE - LASTY $-H I O(I+J)+H I D(1+J=1)$
$\times 1=x 1 N / X 10$
Y $1=(X I *(Y P A G E-L A S T Y)$ \& LASTY*XPAGE-LASTX*YHAGE) / (XXPAGE-LASTX)
CALL PLTT $X X_{1}+Y+3$ )
1HENE2
11 CALL PLTT (XPAGE, YPAGE, IPEN)
$12 \mathrm{HIO}(I+J)=Y \mathrm{PAGE}$
60 To 16
13 IPENES
60 TO 15
14 IF(J,EG,1) 1PEN=3
15 CALL PLTT (XPAGE, YPAGE, IPEN )
16 CONTINUE
CALL PLTT $(\times 5!2 E+4,0,-1.0 *-3)$
RETURN
ENO
SUBROUTINE PLTTIX,Y,IPEN)
COMMON IBUF (10000)
XLASTEXN
YLASTEYN
ILASTEIN
$\mathrm{XN}=\mathrm{X}$
$Y \mathrm{~N}=\mathrm{Y}$
SNEIPEN
IF (IPEN,EQ.2,AND,ILAST,EQ, 2) CALL PLOT(X,Y,IPEN)
IF (IPEN,EQ.2,AND,ILAST,EQ, 3) CALL PLOT (XLAST,YLAST, ICAST)
IF (IPETH,EG. $2, A N D, I L A S T, E G, 3)$ CALL FLOOT $(X, Y, I P E N)$
IF (IPEN, NE, 2,AND, IPEN,HE,3) CALL PLOT (X,Y,IPEN)
RETURN
END

Subroutine FMFP
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