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INTROl4TION 

The nurtnse of this effort was to gain access to the Princh Hansen 

Concurrent PASCAL system!, and to pain experience with the concept of 

transporting virtual machine architecture onto physical hardware con-

figurations. 	:Jince AIRMICS is currently involved in research activity 

with Kansas StLte University (r.st)) in the area of.,:etwt -_:rk 0 .)eratirto 

Systems (NOS), the availability of the Concurrent PASCAL system in the 

AIRMICS laboratory would facilitate narticipatien 	evaluation of 

the K'OS research effort. 	The '*OS is written largely in Concurrent and 

Sequential 	 and the availability of these compilers would allow 

the installation of the KSli product at AIR7ICS. 

The Concurrent and Sequential i'ASCri_ com, , iters, ■,ritter by rr'rinch 

Hansen, translate source lan g uage into machine code executalle by 

abstract stack machine. The portability of the PASCAL source orodrams 

is based on th 	imptementation of the abstract stack machine or 

various hardware configurations. 	Part of the objective of this 

rroject was to demonstrate that an operating system such as the 

Epuinnent Corooration.5 IFS could :silso rrovide a basis for im-

plementing the abstract stack rachine. 	The feasibility of this 

concept could have significant implications in the design of 1,of3 for 

distributed 	processing environments, and in the rcrtaHi Lity of 

higher order languages. 

The Concurrent PASCAL programming language, developed Ey Princh 

Pansen, a 	 concurrent execution of multiple processes through the 

use of shared data structures knoun as monitors and classes. 	Since no 

individual Process can manage these data structures, the Concurrent 

Frscr,L. system utilizes an anmiristrative resource management facility 



known as SOLO to 	erform the administrative functions rec ► ired to sur- 

port concurrent rrocessing. 	The 	L_C oberatin -,  system provides the 

I/0 interface necessary between the executing !- rocesses and the ker -

nel, and supports utilities such as process managers, text editors, 

command line interpreters, and the file management activities to make 

the system usable. 

Princh Hansen c system, SOLO, has been imr lemented as a stand-alone 

ooeratinn system on FW1 -11 series equipment before; however, this ef -

fort c,r000ses to operate SOLO in a variety of configurations, but 

nrincipally as a subordinate task within another host operating 

system. 	The benefits accrued from the installation of the SOLO system 

at the All ICS laboratory are threefold. 	rirst, further insight into 

themroblems associated with nevinc a virtual '"aching and r:3rticul rlY 

the problems of interfacincr the virtual machine to another operatinl 

system will be presented. 	Secondly, a tool will be provided to in- 

vestigate concurrent prooramming utilizing the Concurrent and 

Seduential PPSCAL compilers in SOLO. 	lastly, the system will suh- 

stantially increase the ability Gf AIPTCS to evaluate and r)articimate 

in the oncloing research activities at I(Sll in the area of distributed 

data mrocessin ,J. 	These activities include the recently corrleted 

grant funded 	 on functionally distriruten coP4-. uter systems, an 

a follow on effort involving, the : -..rovision of network and ;ortable 

orerating systems base(' on SOLO for rEeration cf the distributed 

system. 

Specifically, the stated objectives of the contract are: 

a) Install the SOLO omerDting system as a task within the IrS 

operation system on the FDP 11/(. 	Fv6luate the resultant 



effect on the performnce of the F('LC system art: identify 

inherent limitations imrnsen on 	Si)lo user rneratino in 

this mode. 

b) Define the mechanisms necessary (i.e., class and/or monitor 

cata types) ..ithin SOLO to interface 	ith the network at 

tSU. 	This interface a.ill utilize the ressaoe system est- 

tablished under the previous grant at k'SU. 

APPROACH TAKEN 

The strateny for the installation of the SOLO oLeratinc: system, alone 

with the two T'ASCAL compilers, encountered two r jet difficulties. 

First, no one 	as readily available at ceorcia Tcch vhc hao any ex - 

perience with the use cf SOLO or with the 7thstract stack machine 

utilized in the system. 	Secondly, the Concurrent FASCa system as 

distributed 4,'as desi'gned to run on the hardware of the PDF 11/45. 	The 

transiton to the envirenc nt rresenter by IV; 'route recuire an 

intimate under! -,tanding of the abstract machine functions such as 

process initiation, memory allocation, context s itchiro, process 

•anaement, etc. 	to insure faithful evatuatior by  an ?AS rronram. 

Conseouently a three step aproach was develo ed to satisfy the objec- 

tives of the effort. 	Specifically its three r:tcrs inclu-e(: 	the 

installation at the SOIO 	eratinc system in a stTind—alone en- 

vironment; the installation of S010 as a task under thF 	ooeratinn 

system; and finally the utilization cf SOLd to implement a Concurrent 

r4scAL solution to the rsu interface. 	The installation of SOLO in a 

stand—alone version first was reemeci necessary to provide experience 

with the oneration of the system, to identify idiosyncracies in the 

system, and tu develor: an anrreciation for the difficult asnects in 



moving the system to T\5:. 

The installation cf  SOLO in 	stand—alone environm nt is characterizeO 

by two phases. 	First is the acquisition and analysis of the SOLO 

onerating system distribution material to identify any code that 

reouires modification. 	recause SOLO is hurporte 	to he a rortabLe 

system, any Toificatior should Lie within the kernel interreter, 

which contains device—snecific algorithms. 	For the PPP 11/70 instal- 

lation at AIRICS, at Georoia Tech, discrevancies existed for the disk 

and tafle devices. 	Scecifically, the confiuuration surported by the 

distribution system includes a .111 tape drive and pKrs disk drive, 

whereas, the s.1Fd ICS system swiports TP1!=) and 0-'(/i devices, respec- 

tively. 	uith the arrrocriate device handler ff cifications in place in 

the kernel, interpreter, 	e stand—alone system should he activate ,T, 

 through a normal IPL (initial nroeram load) senuence. 

Secondly, in anticipation of installing SOLO as a user task under the 

1 r operating system, a number of modifications to the abstract stack 

machine are necessary. These entail the transititori from a stand- 

alone to a multi—user environrrent. 	For example, the kernel 	ill nct 

he able to surnort direct device control, sincf. all 1/C devices ncy• 

become shared resources. 	Conseouently, SOLO must he modified to ac- 

cess virtual devices rather than nhysical devices. 	This can he accom- 

plished by srtstituting system cabs, such as r IO s, i'E..t4, and 

WPITES, for the device handlers in the kernel. 

IAS nrovides 	number of system directives which permit a user nr0Grar 

to reouest file manaclement services directly from the user teSk. 

Peripheral devices can he accessed directly throuoh th€ device han 4,— 

 Lers of 1AS by issuing (fl_O`t directives which eueue an T/O renuest to a 



named device. 	Data trnsfers are maHe by the executive thrmIr0 -, ita 

buffers orovid by the user program. 	The user is irovided- the 

car:ability to read or 	rite lonical blocks of crcta and to receive 

status infor7T,ation concerninl the result of the I/O operation. 

also nrovines the ca,nability to read and' write virtual dat 	(-Lerner-Its 

such as records throuoh the TM)T, -20(1(4  WVTTl$ riirectives. 	These oirec- 

lives provide access to the file manacement system of IAS and require 

additional overhead on the v. in of the user to oren and close the af-

fected files as well as maintain the file descrintar block used by IA` 

to access syst,, m files. 

The second stet, i n satisfyinc ,  the statement of t• :)rk entails. the 

installation of SOLO as a task under JAS. 	This re uires the creation 

of virtual devices incItHinq a dick, tare drive , console 	n 	tine 

rrinter to he -anaged hy the abstract machine. 	These virtual devices 

can l)e constructed utilizing the system directives. 	nth the console 

an 

	

	rare unit can be simulated through .T1`l rfirectives renrLinq and 

blocks of data at a tire. 

The Lr,r0 block disk needed by Bois car either h e emulated with QI 	or 

the second system disk or represented as a ransom iccess file under 

the file contr ,--1 syste:,). 	Tn the first arrroach, the second I“ sytem 

disk wou[r4  he !ounted is a non-sharable resource dedicated to the SOL 

user. 	The disk would he accessed directly by the kernel to transfer 

blocks of data through the GTOI directives. The second preach rain{-' 

more efficiently utilize the Tf, S resources by storing the data of tr)e 

`,-,01n disk in a file manaced by IPS. rron initialization of the ab- 

stract machine, the file control 	for the disk file wcu[ri he 

initialized and the file oenec: as a randorm, access file. 	The abstract 



machine would issue PFrtDa -. and 	1TE1-- Hirectives to transfer virtual 

blocks of data from the file to the SOLO syste7. 

While the modification of the kernel to exclude rriveleged I/O 

operations with the substitution of ItS directives solves the share' 

resource prolem, another difficulty exists in 7rovidinc conuah task 

sr.ace size to support a SOLO and/or Concurrent 	SCAL user. 	There are 

two approaches to solving this problem. 	The first approach is to suf- 

ficiently re ,-4.uce the size of the SOLO oneratirr.• syste, so that more 

user space is available. 	This is accomnlished in ,art thrcunh sub- 

stituting czills to the TAS oneratino system to handle similar func - 

tions. 	The second arnroach involves establishino the nneratino sy;tel , 

 functions in one task oartition and the user address sp;,,..ce in another 

partition. 	The modification reouired by this ,:rrroach, in addition to 

renlacing nriveleged oerations, is the implementation of a 'aecharis 

tinder TAS to support interrortition communication. 

The installation of the Concurrent PASCAL System at rieor:7ia Tech 

creates a conducive environment for the develormert of an interface to 

the KSU networ1„. 	Since the SOLO operating system and Concurrent 

PrsuL are integral Farts of NO`'), the expanded IBC provides the only 

mechanism for any of the Ueoroia Tech facilities to join the net w ork. 

Specifically, this phase involves the creation of a node on the pflp 

11/70 through the develonment of a Concurrent ;- ftsa_ system to hanrite 

NOS communication protocols. 	This operative node, residinr on a dif- 

ferent host oachine than those at KSU, will orovide an interesting 

research tool in the study of distributed data rrocessing in a 

heterogeneous network. 



The success of this three step approach ,,:as predicated on taro assup r-

tions. 	The first assumption involved expectinc that only a moderate 

level of effort would l:ereduireri to modify the existing abstract 

machine to operate stand—alone on the P.F.V.ICS POP 11/7D configuration. 

Since the system would only run stand—alone temnorarily, the disk and 

tare interfaces 	 chance d should only recuire minimal 

Code for a device handler. 	Sophisticated head r) nerations, ore—seek c , 

error correction, etc., would not he reouired. 	The second assumption 

involved antiripatino the mess;Age system nrotocol described in KSU 

documents watt le 	 ader , uate as the basis of a FA.`,-;CPL nrogram to 

achieve the second overall ohjective. 



RESULTS 

At the end of the contract reriod, a footaLle, strrd-alone 

enerr!tinr syFter ,,ips constructed ono the desi7rs for the rest of the 

rroject 4..ore extensively investicrated. 	1.thile this did not satisfy thr 

overall ojectives ot 	he statemert of .'ork, it rrovided a strum: 

feunratior for the cortioution of the effort. 	In gerrriA, the untor- 

seen level of effort to rert a software syster ,. to an inroatanle ''rst 

tirr.ited the r emount of the stternent of ,,,nrk tt could be fIlfilleJ, 

although the exercise to oat P did rrovide insinft that wilt further 

direct the rest of the desino effort. 	The rraior nrotle ,ts in%Polvec' 

the soft-,,are transoort included: 	incomt-Jete dncutrenttion, ar 

incomnatiLle execution erviroodent, and, Linite 	syster :)ccess. 

the three difficulties iocoo.rtete ar 	ir?ccur,te doctmentiitidn ha- 

rered the insfFLltion 	the initial SOLO most severely. 	Lt-v'ocurrote-' 

had to !7- P subseduently dealt with ircludeU SOLO Loctstray 

tee - hysical organization cif the LcnicL hlocks of the systen 

c' the. listri•otion ta , e, ,1rd 	 vaneneFs (' the n,cnine der ,  

(je017 sectiorF if the kernel. 

Of course the difficulties encountered with inaccurate uocoentatirn 

s n eak for tho-.-.elves_ 	v7:ry n 	the difficulties .:FFociteo 	r1 	 th 

ci eunent;Rtioo f-rced the investition tea d to urile 	tiLjv 	rodr-F 

to mao the dintrituficr fades into the r7 	111,'n envircr-ent. 	TLie 

sePtlinoly trivial, the develorrert of rroorTs, such at tae cony to 

dit.k, disk lcarer/ tape Loader, and disk overlay 	ore extre-ely ti 

consuming hecose the', hair; to be tested without the or oration syster, 

du)eain to the rioid cu-Prational seecificatido of SUL°. 	Car Px - 

le, for the tap to (lisle cr - v troredure, the tr -lot area cf the rick 



was fixec ano conflicted with TAS access, a turction cf security of 

the f :T-`-' 11/7 1 	-.eratinT system. 	Cons ,, onently, yrodram dePol and eleck 

out har to he 	ccorf.7lishe(i tlrount the console 7.iitchcs. 	Furthler ,-!-re, 

the develonment of those brograms was hambered by the tack of an 

solute loaner, ar .±, vhile they could ke ertereP 	rver ITh, 	diticrl 

soft,.Dre 	71s reuired to ayrct the task header from the resultincr 

loao module, so that the brod,ram coutn be run in the riJtive r ,,achirle 

mode. 	This difficulty in construction of -4ire (machirr) cr . d 	rr.aie. it 

rarticularly difficult tp de Vet.ol and test the device fandlers, for 

the hFC4 and 	that h -710 to h 	insertf, d into the kernr7t code. 

Fir':lly the re.luirement to ever orerrite thH machine in the ruitive dude 

conflicted 	the noarrjr:tEed oreratior of the IS an 	11 	ocT.rntind 

system, and thtJs syste- 'cress was sorreht 

0)1le the statement of work was not combletely satisfieo, an initial 

ce sicn kcas ieveloped to SL:tic'fy the other reouirerents of tb 

Hm,ever, even these desirms, ,,tich were coricetllY very sdym-r, ,)fre 

found to be 	cone to difficulty, one to incom•atibility of T:75 -, and 

SOLO system re'uirements. 	For exuole, one a! - oroech Hescrined 

as tb reduce the size of the kernel/interreter so that if could le 

installed as c task under T“.., and corseouently , rovide a larder user 

address snace. 	LnfortHntely, Snt( abpears to use seorte 1/ 	snco 

(instructior0J't) ahereas TA( -) uses only 1 sb:?ce. 	As a result, 

Y)Le is initiated IA S gill anormally tPrnin7t-. 	Tn the ;,Jternate ;-'b - 

rroact the kernel and user space are sebarted under 1Y7-;, and a cor- 

munication pat 	rrost te ertablished hetueen the 	O LO o:eratinr7, system 

and the u'r.er. 	a7ir , TAI l/PriGn 7 (r.ihich is currently o;:erltind 

tte AIR 4riCS 	 T:rovides only on intertask communication 

me0,anism 	is extre-.elY cbfrbersdire ar.d  difficult to ore. 



C ONCLUSION  

The nurrnse of this analysis 	as 17o nrovic'e access to the Concurrot 

F7tscal System in the AIP"ICS Pesearch art:l evelorment Latoratory in 

orOer to facilitate the interaction of P.T 2 FIrS with thc oistriruted 

rrocessinn research at hansas !::tate,  University. t'r iorler-ntation 

strategy, consistino .)1 three Eters, 	choshn to satisfy tie 

siecific objectives of the contract. 	The execution of the tare sten 

ahnroach anrered t 	h 	feasihle, 	ithin the tine constraint of th e 

contract, on0nr the fnlloinc,  initial assorntinno: 

a) r)nly a moder a te Level of effort would be recuireO to !rodify 

the existir a).bstrF,ct m;-7, chire to oher7lte stand-atone or tho 

ATIcS '- !-)F 11/7u conficoration. 

h) The 	essage systerr nrotocol from the VO documents woulri ne 

	

EIS 	 for 1 --'!"-SCAt interf -Ice 'r'te the 

i\lth -Dolh si.7! rificant -rolress 	as ,, E1He fo-E,rd fulfillrent if the 

stated onjectivr!s of the contract, the 	iito- tine availahle :lid not 

provide any flexibility to deal with the onforseen difficulties that 

arose with there initial assowntions. 	In Licht of the i-. rotlms that 

hannered the 	roject, r h 	ori,  that 	as cc-rolete0 renresents a ,, ainr 

sten towarc the installation of the ennrurrent nCL 	ystr. 	r 

result of the Cevelonrent of this initial .ais cf orer,)rir7 softw--re 

increased Haoledee of the syste .r, the rev-Archen feel!: confinent 

that the rrojeet can he successfully comoletect vith abOitional fun-

Oinn. 
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