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On Monodromy Matrix Computation
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Abstract

We present a study on the critical time step for the numerical integration based

on the Runge-Kutta method of the monodromy matrix (the fundamental matrix

solution) associated with a set of n first'order linear ordinary differential equations

with periodic coefficients. By applying the Liapunov-Schmidt method, for any di-

mension n and systems which are perturbations of autonomous systems, we give an

approximation to the critical time step which involves the autonomous part as well

as the periodic perturbation.
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I Introduction

In many engineering practices, with problems such as the vibration of pipes con-

veying pulsatile flows, column structures under periodic axial loading, and moving

webs subjected to periodic excitation forces on the boundary, we encounter linear

ordinary differential equations with periodic coefficients [2] [9] [13] [14] [15].

For low dimensional systems, the traditional approach of the Galerkin-Ritz

method with one or two terms of the series expansions can be effective in the deter-

mination of the monodromy matrix (see, for example, [1]). For systems of very large

dimensions, we often incorporate the direct time integration for the computation of

the monodromy matrix. Because we deduce the dynamic stability information from

the eigenvalues of the monodromy matrix [5] [8] [12], it is critical to understand

the accuracy and stability of the numerical schemes used to derive the monodromy

matrix. In practice, especially when dealing with large dynamical systems, the

efficiency of the numerical algorithm depends on the choice of the time step [14]

[15]. Although the critical time steps of various numerical schemes used for linear

ordinary differential equations with constant coefficients are well understood [10],

no available literature exists on a priori selection of the time step in the numeri-

cal integration of the monodromy matrix. This paper pursues this topic and aims

to provide the critical time step as a function of key parameters of the dynamical

systems with periodic perturbations.

Let us describe briefly the ideas in this paper. Suppose that A(t), a continuous

matrix E T_nxn, is periodic in t of period To, and consider the first order differential

system

x-A(t)x. (1)



IfX(t), with X(O) - I, is an nxn matrix solution of Eq. (1), then the monodromy

matrix is defined to be X(To). The eigenvalues of this matrix are the Floquet

multipliers of Eq. (1). If each Floquet multiplier has modulus less than one, then the

origin is exponentially stable. If at least one multiplier has modulus greater than one,

then the origin is unstable. A complex number p- eXTo is a Floquet multiplier of

Eq. (1) if and only if there is a non-zero n-dimensional vector function p(t), periodic

of period To, such that x(t) - eX*p(t) is a solution of Eq. (1). In applications, the

matrix in Eq. (1) is given as A(t, c), where c E 7g* designates physical parameters.

The problem is then to find the regions of stability in the parameter space and,

especially, to find the surfaces in the parameter space that represent surfaces of

transition from stability to instability. In this paper, we consider the dynamical

systems with two parameters, i.e., s = 2.

For the determination of the approximate Floquet multipliers of the perturbed

system, we often use the Liapunov-Schmidt method, which works as follows. If, for

example, the Floquet multipliers of the unperturbed system are simple, then the

determination of the Floquet multipliers of the perturbed system reduces the deter-

mination of the eigenvalues of an n x n matrix to the solution of n one-dimensional

problems. Furthermore, each Floquet multiplier can be given to any desired degree

of accuracy. In this paper, we demonstrate the procedure with a second-order ex-

pansion. Although theoretically, based on the Liapunov-Schmidt method, we can

obtain explicitly the analytical approximations for the Floquet multipliers and the

solutions of the perturbed system up to any desired order of accuracy, the evaluation

of these algebraic expressions as functions of both c and t is an insurmountable task,

especially for problems with large dimensions. Therefore, instead we use numeri-

cal schemes to determine the monodromy matrix X(To). The monodromy matrix



computation is also a very difficult and time-consuming task if the dimension n of

Eq. (1) is very large and the time step is very small. Moreover, to obtain dynamical

stability regions within the parameter space of interest, we have to evaluate the

monodromy matrices and their eigenvalues at various points within the parameter

space. As a consequence, one would like to take the largest time step possible which

preserves stability of the numerical method and provides correct dynamical stability

information. We refer to this number as the critical time step, defined as Arc.

In many applications, the system (1) is the perturbation of an autonomous one;

that is, the perturbation of a linear system with constant coefficients. Knowing the

complete behavior of the autonomous system should give some information about

the critical step size that can be used when the perturbed system is considered.

Of course, there is a critical step size for the autonomous problem and it is not

unreasonable to take this as the step size for the perturbed equation. However, such

a step size uses no information whatsoever about the nature of the perturbation.

In addition, it assumes that the perturbation is very small relative to At which, in

general, is not true. On the other hand, if we can find a critical step size which

incorporates some information about the perturbation, then it is to be expected

that this numerical approach can lead to more efficient schemes and perhaps can be

guides to problems for which the perturbation is not so small.

The approach taken in this paper is to obtain, using the Liapunov-Schmidt

method, the critical time step Arc as a function of the perturbation terms and as a

consequence, to select an optimum time step At __ Arc for the numerical integration

of the monodromy matrix X(To). We note that the first few terms in the Taylor

expansions of the Floquet multipliers in terms of the perturbation are easy to obtain

and yield reasonable approximations for the critical time step. As noted before, it



is the general feeling that the step size chosen will be valid for a much wider range

of perturbation. This point will be demonstrated in the third numerical example in

this paper.

We begin with the governing differential equations and relevant theorems in Sec-

tion 2, and then discuss in Section 3 the Liapunov-Schmidt method. The numerical

procedures for the monodromy matrix computation and the derivation of the critical

time step are presented in Sections 4 _ 5. In Section 6, we confirm the proposed

method with some numerical studies, and in the concluding section, we reiterate the

important findings.

2 Preliminaries

Consider the following perturbed n-dimensional linear differential equations

:k(t) - (Ao + eAl(t))x(t), (2)

where Ao is a constant matrix C 7_"x", A1 (t) is a To-periodic continuous coefficient

matrix C 7_nxn, and the perturbation constant e is small.

We assume for simplicity that the monodromy matrix e A°T° for Eq. (2) at e - 0

has simple eigenvalues; that is

e l, j # k,k _>l, (3)

where ,kin E ¢, with m = 1,..., n, represent the eigenvalues of the matrix Ao.

Introducing the modal matrix _ E ¢nxn and the generalized solution vector

_(t) E ¢_, with

,I)-_Ao._ - A- diag(A1,..., h_), (4)



and x(t) = @s(t), we obtain 

’ with Al(t) = Q-lAr(t)@. 

If Xc(t), with X,(O) = I, is a fundamental matrix solution of Eq. (2)) then 

Xc(T,) is the monodromy matrix. Moreover, E(t) = <P-lx,(t) is a fundamental 

matrix solution of Eq. (5). Note that the monodromy matrix X,(TO) for Eq. (2) is 

an analytical function of 6, and the eigenvalues of X&T,) are the Floquet multipliers 

which we write as epj(E)To . We introduce here the implicit function theorem. 

Theorem 1: Suppose that F : Rk x R + R; and (c, z> H F(c, z), is a C1 function 

satisfying 

F(O, 0) = 0 and (6) 

Then there are constants 61 > 0 and 62 > 0, and a C1 function 

such that 

Q(O) = 0 and F(c,f$(c)) = 0 for llcll < 61. 

Moreover, if there is a#@,, z,) E Rk x R such that llcOll < 61 and Iz,I < 62, and 

satisfies the equation F(cO, x,) = 0, then x0 = @(X0). 

Since we are assuming that the Floquet multipliers of Eq. (2) for e = 0 are 

simple, it follows from Theorem 1 that the Floquet multipliers of Eq. (2) for 6 # 0 

and sufficiently small are analytic functions of e. Therefore, we can choose the 

exponents pj (e) as analytic functions of 6 where ,LJ~ (0) = Xj, with j = 1, . . . , n. I 
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As remarked in the introduction, eU_(_)Tois a Floquet multiplier of Eq. (2) if and

only if there is a non-zero solution e_J(e)T°pe(t) of Eq. (2) with pe(t) a To-periodic

n-dimensional vector function.

If we introduce the following transformation

¢(t)- _(_),w(t), (7)

we change the original problem to the determination of the constant/_j(e) E ¢, as

a function of e, and the To-periodic vector function w(t) E Cn. Substituting Eq. (7)

into Eq. (5), we obtain,

w(t)- (5- ._(_)I)w(t)+_i_(t)w(t), (8)

with the identity matrix I E T__x_.

For the application of the Liapunov-Schmidt method in the next section, we need

the following well-known results.

Theorem 2: Suppose that Bo(t) is a To-periodic continuous n x n matrix, f(t) is a

continuous To-periodic n-dimensional vector function and consider the equation

iv(t) - Bo(t)w(t) + f(t). (9)

There exists a To-periodic solution w(t) of Eq. (9) if and only if

f0z° _v(s)f(s)ds - 0 (10)

for all To-periodic solutions of the adjoint equation

_(t) - -_v(t) Bo (t) , (11)



where G+(t) is an n-dimensional row vector. 

In addition, if there is a TO-periodic solution w*(t) of Eq. (9), and wl(t), . . . , w&) 

are the T,-periodic solutions of the equation 

k 

then every TO-periodic solution of Eq. (9) has the form w(t) = x cjwj(t) + w*(t). 
j=l 

Theorem 3: There exists a unique TO-periodic solution of Eq. (9) for every f(t) if 

and only if there is no non-tri 

&-periodic solution MT* (t, f) is 

is a constant EC such that sup 1 
t 

vial T,-periodic solution of Eq. (12). The resulting 

a continuous linear functional on f(t); that is, there 

lw*(t, f>ll 2 Ksup Ilf(t)II for any function f(t). 
t 

The first part of this result is obvious from Theorem 2. The second part requires 

additional information about the &periodic solution and is not completely trivial. 

3 Liapunov-Schmidt Method 

In preparation for the reduction from a multi-dimensional problem to a scalar one, 

let 

r(t)= [ c (t> 1 

v(t) 
] 7 

with cl(t) E C and v(t) E en-l, and rewrite matrices Al(t) and A as 

A (4 1 = [ 
All (t> 
A21 (t) 

A12 (t> 
&2(t) ’ 1 

(13) 

(14) 

A = diag(& A) and A = diag(X2,. . . 7 X,). (15) 

Thus, the original system depicted with Eq. (5) can be decomposed into one 

scalar and one vector equation 



_l (t) -- Al_Cl(t)+ eAll(t)_cl (t) + _-,_lg.(t) r/ (t) , (16)

//(t) -- Ar/(t) + eA21(t)(l(t) + e.-_22(t) r/ (t) . (17)

Furthermore, we substitute in Eqs. (16) and (17) the following change of vari-

ables,

(t)- [ ¢(t)n(t) ] _ _ [ _(t)_(t) I (_8)
and obtain

· t

_l(t) -- (Al - T1)_l(t) + eA11{t)_1(t) + eA12(t)fl(t), (19)

O(t) - (][- rlI__l)O(t)+ eJt2_ (t)_l(t) + eA22(t)O(t), (20)

with the identity matrix In-1 E R (_-l)×(n-_).

For the original problem (2) to have e_r° as a Floquet multiplier, we need to

determine ri so that Eqs. (19) and (20) have a non-trivial To-periodic solution

(a(t),_¢)).
^

Denote by Pro the space of continuous To-periodic functions. For any _ C 7>To

consider the equation

O(t) - [_i_- r1I__1 + e-i-22(t) ]f/ (t) + e-i-21(t)_ (t)

d,j Bo(t, e, rl)f/(t) + eA2_(t)_(t). (21)

For e - 0 and _-l -- Al, we have Bo(t, 0, Al) - A-AiI__i. In addition, assumption

(3) implies that there is no To-periodic solution of the equation



i+(t) = (A - X&&w(t) (22) 

that is, there is no Floquet multiplier equal to one. Furthermore, Theorem 1 implies 

’ that the monodromy matrix of the equation 

. 
w(t) = B&7 E, 71)w(t) (23) 

is continuous in 6 and 71, and that there is no Floquet multiplier of Eq. (23) equal 

to one if IE( and 171 - Ai 1 are small. Therefore, Equation (23) has no non-trivial 

T&periodic solution. Based on Theorems 1, 2, and 3, Equation (21) has a unique To- 

periodic solution Q(&, 6, ~1) (t) which is linear and continuous in and continuous 

and analytic in 6 and 71, with q(&, 0,71)(t) = 0. 

As a consequence of these remarks, the functions ii (t) and q(&, C, 71) (t) will 

be To-periodic solutions of Eqs. (19) and (20) if and only if &(t) is a To-periodic 

solution of the equation 

. h c (t> 1 = [Xl - 71 + &(t)]&(t) + ~~12(t)q(&,vl)(t) 

def = Q(Xl - 71, % t)&(t) + &2(t)& 6, n)(t)* (24) 

We must now determine 71 = 71(E) in such a way that Eq. (24) has a To-periodic 

solution. Note that Eq. (24) is not a differential equation, but we can still analyze 

its properties. 

Equation has a To-periodic solution c 1 if and only if 

s 
TO [ (x a 1 - q,q s)&(s) + &(S)5j(il, 5 n)(s)lds = 0. 

0 
(25) 
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Based on the previous discussions on f;(_l, _, rl)(t), it is clear that Eq. (25)is

linear in _1, and can be used to determine _-1- _-i(_) and _1(_) - _1(_, _). Notice

that, based on Theorem 1, all functions are analytical in c and we may theoretically

determine the power series of these quantities to any accuracy desired. To reiterate,

we want to determine T1 - _-1(¢) so that e_(_)To satisfies TI(0) - A_; that is, the

Floquet multiplier is close to ex_T°. As remarked earlier, _-i(_) is also an analytical

function of c and can be written as

*'x(e) - A1 + _xC + _2e 2 + O(e3), (26)

where /31 and /32 are constants to be determined. Furthermore, at _ - 0, Equa-

tion (24) becomes _l(t) - 0, which means that _1 is a constant. In order to normalize

_l (c, t) so that _l (0, t)- 1, we let

_ (_,t) - 1+ _4_%+ __(t) + 0(__) (27)

and deduce from Eq. (21) (referto Hale [4]for details)

_(i_,_,_-_(_))(t)- _(t) +0(_), (28)

with

._(t) _/x-_L_,)_¢-/x-_,L,)_oi]-_f_+_°/x-_,L__)_
dt

Note that, if A21 (t) is not a function of t, we can simply have

'F'/(_l,c, 7'1(c)) (t) -- --c(.._ -- )_Xln_l)-l_Jk21 + 0(c2). (29)

Furthermore, substituting Eq. (28) in Eq. (25), we obtain,

11



1 /0 _4_- _ A_(_)_, (ao)

1/o _
Therefore, we see that Eq. (24) up to terms of order ea is equivalent to the scalar

ordinary differential equation

_ (t) - {e[A_ (t) -/3_] + e2[Ax2(t)fTx(t) -/32]}_x (t) + O(ea). (32)

The first-order approximation is then given by

4_(t)- _(_,t)_(t)+o(_), (3a)

with

_(_,t)- _ + __ (t),

which is much easier to calculate than Eq. (32) for systems of high dimensions.

Note that the same approaches should be applied to all eigenvalues of the system.

It is clear at this point that although we can derive approximations of the solutions

of Eqs. (16) and (17) with any desired order of accuracy, the analytical evaluation

of the matrices A2_(t), A_2(t), and A22(t) can be very challenging, if at all feasible,

especially for high dimensional problems. Therefore, we choose to introduce the

following numerical algorithm.

4 Numerical Algorithm

Let N - X(To) be the monodromy matrix. With X(0) - I, we can determine the

monodromy matrix IN, by numerically integrating Eq. (1) for t E [0, To]. However,

12



due to the presence of the time-varying coefficient matrix A(i) - Ao + eAl(t),

we cannot use full implicit numerical schemes. This limits us to explicit schemes

which often require small time steps. In this paper, we investigate the use of the

second-order Runge-Kutta (RK2) scheme depicted as follows'

x k+_ = x k + At(k_ +k2)/2, (34)

where

- Akxkkl

k2 - Ak+l(xk + AtAkxk),

with A k - A(kAt) and 0 _<k _<To/At.

Note that the m th column of the matrix N corresponds to the numerical solution

of Eq. (1) with the m th column of the identity matrix I as the initial condition.

Therefore, the numerical integration illustrated in (34) has to be performed a times

to form a monodromy matrix. In general, the explicit nature of the Runge-Kutta

scheme requires the use of excessively small time steps and the construction of the

monodromy matrix can be very expensive. Furthermore, in order to obtain the

dynamical stability regions, we have to compute the monodromy matrices and their

eigenvalues at all parameter spatial grid points within a parameter space subdivided

into parameter spatial divisions. Because we do not know a priori the structure of

the matrix N, and because a poorly constructed matrix N can lead to incorrect

conclusions of the dynamical instability, we need to know the critical time step Arc

before the numerical integration, and try to avoid the costly trial and error process.

5 Critical Time Step

Because we obtain Eq. (5) from Eq. (2) through the transformation with the constant

modal matrix _, the scheme presented in (34) can be applied equivalently to Eq. (5).

13



Hence, for the unperturbed system A k - Ao, the equivalent scheme is written as:

for m- 1,...,n

_k+l = _km+ At(kl + k2)/2, (35)

where

k I = Z_m_km,

or

k+l __ _m_km (36)m

with Gm - 1 + A_At + (AmAt)2/2.

Furthermore, the critical time step Arc governed by the stability requirement of

the RK2 scheme, corresponds to

[Gm[ _<1, VAIn, with m- 1,...,n. (37)

Of course, we need to have Re(Am) < 0, based on the stability of the unperturbed

system. For the perturbed system, the matrix Al(t) is, in general, not diagonal,

and a direct study of the scheme in the form of (34) becomes very difficult. Based

on the discussion in previous sections, we can use the Liapunov-Schmidt method to

transform the original non-autonomous linear system in Eq. (5) to n one-dimensional

problems in the form of (33), the equivalent scalar non-autonomous equation as the

first-order approximation of e. Again, because it is equivalent to apply the scheme

· in (34) to Eq. (2) as to Eqs. (5) and (33), we are prepared to discuss the numerical

stability issues for the perturbed systems.

Introduce the RK2 scheme in (34) to Eq. (33), we obtain

14



_lk+l k k- a_ + o(_.), (a8)

where

G_ -- 1 + [ak(¢) + ak+l (e)]At/2 + ak(e)ak+l (e)At2/2, (39)

with A_ - A_ (kAt), ak(e) - a(e, kAt) - A1+ earl, and 0 _<k _<To/At.

We introduce the following supnorm IlG_ll,_p,such that,

IIGlll,_p: sup IG_], (40)
O<k<To/At

and without loss of generality, if we apply the same approach to all the eigenvalues

Am, with m- 1,..., n, the critical time step Arc satisfies

IIG_ll,u_5 1, W_, with m- 1,...,n. (41)

Notice that the derivation of At_ is of O(e2). With e - 0, (41) is equivalent

to (37). Hence, we denote At_(0) as the critical time step of the corresponding

autonomous system, and At_(e) as the critical time step of the non-autonomous

system with the perturbation e.

6 Numerical Examples

To confirm the proposed critical time step as a function of the autonomous part

as well as the periodic perturbation, we present three paradigms of Mathieu-Hill

equations. We begin by introducing the following second-order linear system

MoOr(t) + Co'ir(t) + KoY(t) - 0, (42)

15



with solution vector Y(t) E 7g_, and constant coefficient matrices Mo, Co, and

Ko E 7g_x_. If we assume a characteristic solution, Y(t) - ei_ty, with i - x/X-f,

where Y represents the mode shape of the natural frequency cv - 2_-f, the stable

system corresponds to Ira(w) > 0 with Re(tv) -_ O. In engineering practice, we

often define the buckling instability as Re(tv) --+ 0 with Ira(w) > 0, and the flutter

instability as Ira(w) < 0 with Re(tv) y_ 0. Moreover, having the set of r second-

order linear ordinary differential equations in Eq. (42), if we introduce a new solution

vector, x(t) - (Y(t), _r(t)) E 7_n, with n - 2r, we can replace Eq. (42) with a system

of n first-order linear ordinary differential equations in the form of Eq. (2) with

[ o I ]A(t) - Ao- _Mo_Ko _Mo_Co .

Now, let us consider a perturbation of Eq. (42),

MoY(t) + (Co + eCl (t) )_r (t) + (Ko + eK1 (t))Y(t) - 0, (43)

where C_ (t) and K_(t) are To-periodic coefficient matrices, and the perturbation

constant e is small. Similarly, Eq. (43) can be written in the form of Eq. (2) with

[ o o ]A(t) - Ao + eA_(t) and A_(t) - _Mo_K_(t) -MooCh(t) '

To implement the proposed critical time step presented in (41), we introduce the

first problem illustrated as

!5+ 2Cork+ cv2(1 + e cos OVot)X- 0, (44)

with To- 2_r/CVo,cv- x/_, C E [0, 1], CVoE [2.0, 3.6], and e E [0, 1].

For simplicity, in order to compare with analytical solutions, we consider the

damping ratio ( - 0. Hence, we have /kl -- ico and )_2 - -icj. In general,

16



we use A2m-1 = iCOmand A2m = --i_m, with m -- 1,...,r. To determine the

critical time step according to (41), we implement a simple program to evaluate

IIGmllsup, V_m, with m -- 1,..., n, in which we compute the eigenvalues and eigen-

vectors of the constant matrix Ao, and the corresponding All. It is important to

point out that we only have to evaluate the eigensolutions of the matrix Ao once,

and the computation effort is comparable to the determination of the eigensolutions

of one monodromy matrix. Of course, prior to the expensive monodromy matrix

computation for every parameter spatial grid point, using the simple program, we

can conveniently determine the maximum time step satisfying (41) as a function of

parameters. For instance, we can easily obtain A2 - -icj, Ail(t) -- -i_ cOS_ot/2,

and the corresponding a(t) - -iw(1 + e coswot/2). Using Eq. (39), it is straight-

forward to derive Arc(e) from (41) for various values of e and CJo. Although we

should check every eigensolution of the matrix Ao in (41), intuitively, we under-

stand, the numerical stability requirement is mainly governed by the perturbation

e, the highest natural frequency w_, or An, and its corresponding All(t).

As shown in Fig. 1, the critical time step is a function of the perturbation e and

does not seem to be dependent on the period To for periodic perturbations. Notice

that the critical time step is normalized with the critical time step for the corre-

sponding autonomous system. If we take a time step At - 0.66Arc(0), satisfying

At __ Arc(e), Ve E [0, 1], according to (41) and the discussion in the previous sec-

tions, the numerical integration scheme should be stable, and from the eigenvalues

of monodromy matrices at various values of e and Wo, we should obtain the correct

dynamic stability regions within the parameter space of e c [0, 1] and cJo C [2.6, 3.6].

Figure 2 confirms our predictions, and by comparing with the asymptotic solutions

discussed in Ref. [3], it is clear that the time step selection based on (41) is appro-
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priate and sufficient. As expected, with damping effects, the stability boundaries

are smoothed and the instability regions are reduced. Figure 2 also shows that when

we select At -- Arc(0), a critical time step of the corresponding autonomous system,

the dynamical stability results are very poor.

For the first example, with the correct answers in mind, we can afford to try

out various time steps to empirically determine the convergence of the numerical

integration of the monodromy matrix. Unfortunately, in practice we neither know a

priori stability solutions nor can we afford the trial and error procedures for multi-

dimensional problems. To further explore the main points of this paper, we consider

the second example, Eq. (43), with

i10] [01021Mo - 0 1 Co = '' 0.2 0.2 '

i,o 30 0 [o,coso O]o0 ,45,
[ coso0 ]0 30 cos cvot '

fore C [0, 1] and wo c [1.0, 3.6].

From Eq. (42), based on the theorems on real operators with complex eigenvalues

and eigenvectors [6] [7], we can easily obtain the eigenvalues and eigenvectors of this

dynamical system:

-0.002 0.626 -0.000 0.008 1 1 0 0

_ -0.006 -0.022 0.111 0 103 -i i 0 0
0.876 -0.028 0.044 0 000 0 0 1 1 '

-0.031 0.010 0.554 -0 617 0 0 -i i

Ax = -0.050+ 1.400i, _2 = -0.050- 1.400i,
,k3 = -0.100 + 5.483i, ,_4 = -0.100- 5.483i.

It is then clear that the original system with the constant matrices defined in

(45) is stable. Moreover, for _4, we have
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A,,(t) = (0.0002 - 2.73253) COSW,~, 

a(t) = (-0.100 - 5.4839 + ~(0.0002 - 2.7325i) COSW,~. 

Similar to the approach for the first example, with the aid of a simple program, 

we can easily obtain the critical time step as a function of the perturbation. As 

shown in Fig. 3, we select a time step At = 0.56AtJO) prior to the monodromy ma- 

trix computation, such that At < At,(c), YE E [0, 11. Figure 3 also indicates that 

the critical time step does not depend on the period of the perturbation. With the 

dynamical stability results obtained with a sufficiently small time step as a reference 

solution, it is demonstrated that the time step At = At,(O) does not provide an 

accurate solution, while the time step At = 0.56At,(O), judiciously chosen according 

to (41), yields much better results. In addition, the second example demonstrates 

that the maximum system eigenvalue X, and its corresponding perturbation terms 

contribute significantly to the critical time step At,, and in general, if we are in- 

terested in the dynamical instability region around the lower harmonics and their 

resonances, because of the nature of the explicit scheme, the time step selection 

At < At, often satisfies the accuracy requirement of At < T,/20. - - 

As depicted in Figs. 1 and 3, with small perturbations in the first two exam- 

ples, the critical time step can be reduced to 50% of the critical time step of the 

corresponding autonomous system. In many engineering practices, the periodic 

perturbation could be significant. Because the numerical scheme illustrated in (34) 

does not limit itself to small perturbations, and is in fact applicable to general non- 

autonomous first-order linear ordinary differential equations, in order to verify the 

possible extension of the approximation results of the critical time step, we introduce 

the third problem illustrated as 
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55+ (a + bcos t)z - O, (46)

with a E [0, 2] and b E [0, 4].

Similar to the procedures taken in the first two examples, consider 12 - -iv/-a,

we obtain the corresponding All (t) -- --ix/T cos t/2 and a(t) - -ix/T(1 + b/2a cos t).

Figure 5 presents the critical time step Atc as a function of the parameters a and b.

It is obvious that as a increases, At_(a, b)decreases, and for a fixed value of a, with

the increase of b, i.e., the perturbation e - b/a, the critical time step At_(a, b) can

be reduced to a mere 10% of the critical time step of the corresponding autonomous

system. As shown in Fig. 5, the time step At - 0.075 satisfies (41), Va E [0,2]

and b E [0, 4], and should provide a sufficiently accurate dynamical stability result.

With the reference of the result derived from a very small time step At -- 0.01_r and

the graph presented in Ref. [11], the results shown in Fig. 6 confirm our predictions.

In addition, when we select At- At_(2, 0), the dynamical stability results are only

accurate within the region of a E [0,0.5] and b E [0, 1], where At_(2, 0) is smaller

than At_(a, b). Therefore, we conjecture that (41) can be useful to problems with

significant periodic perturbations.

As a final remark, although the number of parameter spatial divisions does not

directly affect the monodromy matrix computation, when the stability zones are

very narrow, sufficiently refined parameter spatial divisions are required. Notice

that in order to obtain the dynamical stability information, we have to find the

eigenvalues of the monodromy matrices at all parameter spatial grid points, which

in fact, further demonstrates the need to obtain an optimum time step a priori.
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7 Conclusion

In summary, we present in this paper the critical time step for the numerical con-

struction of the monodromy matrix, and point out that it is essential to have a

priori estimate of the critical time step to achieve accurate analyses of the system

dynamical stability.

Although, in general, the critical time step is governed by the largest eigenvalue

An, and the corresponding perturbation term C-_ll, a simple program for the com-

putation of a(e,t)At- (Am + e_-ll)At and IlCm[]sup, VZ_m, with m- 1,...,n,

can easily be implemented and applied to find an optimum time step At __ Arc

prior to the monodromy matrix computation. Thus, the general procedure for the

monodromy matrix computation contains two steps' firstly, we search for the crit-

ical time step as a function of parameters and select a time step smaller than the

minimum value of the critical time step within the region of the parameter space

of interest; secondly, we perform the numerical integration for t E [0, To] to obtain

X(To), with X(0) - I, for all parameter spatial grid points. Of course, to derive

the dynamical stability information, we need to compute the eigenvalues of the

monodromy matrices.

Although we discuss extensively the second-order Runge-Kutta scheme, the same

approaches can be directly applied to the other numerical integration schemes. For

the dynamical systems with small damping ratio, we should strive to choose the

numerical scheme (explicit) which covers more areas of the imaginary axis in the

complex a(e, t)At plane.
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Figure 1' The effects of the perturbation term on the critical time step At_(c), which
corresponds to IIG_ll_- mof the first example with At_(0)- 0.2114.
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Figure 2' The regions of instability of the first example problem. (_2 _ 2 and
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