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Embedding physics into machine 

learning creates better models. 

These models can accelerate the 

development of new materials.

BACKGROUND: 
• Designing new materials requires linkages 

between process, structure, and property
• Estimating and understanding these 

linkages involves test ing and simulat ion
• Simulat ing physics over high-dimensional 

structures is expensive
• Machine learning models are faster than 

tradit ional simulat ions, but  less accurate 
and interpretable

• Physics-informed learning is a rapidly-
growing field

METHODS
1. Convert  governing equation to equivalent  

Lippman-Schwinger (L-S) form
2. Approximate L-S operator with an ML 

model and solve iterat ively
3. Train end-to-end on synthetic data
4. Result : learned L-S iterat ion!

RESULTS
• ≈1000X speedup over FEA baseline
• More accurate and efficient  than standard 

deep learning models
• Iterat ive model was more powerful than a 

single feed-forward network with identical 
structure and number of parameters

CONCLUSIONS & FUTURE WORK
• Baking physics into a learning method 

creates more efficient  and accurate models
• Recurrent , fully-convolutional networks are 

excellent  for modeling physical systems
• Gradient-based formulat ion allows for 

property optimization through ML model
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