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SUMMARY 

The planning process for transportation network systems usually 

follows a sequence of steps: t r i p generation, t r i p d i s t r ibut ion , 

modal s p l i t , s ta t ion l o c a t i o n , guideway l o c a t i o n , t r i p assignment, 

vehic le routing, and vehic le scheduling. This sequential procedure 

reduces the qual i ty of the design solutions so obtained and 

diminishes the chances of obtaining optimal or near-optimal so lut ions . 

In th i s d i ssertat ion there i s developed a procedure for 

solving i n a unif ied way the four-component problem that follows af ter 

estimating the t r a v e l demand and determining the stat ion locat ions : 

How should one simultaneously se lect f ixed-cost guideways for 

inclus ion in the network, determine vehic le routes and route service 

frequencies , and assign passengers t o or ig in-dest inat ion paths 

in order t o minimize the t o t a l of construction c o s t s , passenger 

t r a v e l and delay time c o s t s , and vehic le operating c o s t s , while 

sa t i s fy ing the t o t a l transportation demand? 

The problem i s formulated as a multicommodity transshipment 

problem where each commodity i s r e s t r i c t ed t o unique origin and 

dest ination nodes, with f ixed costs on arcs and the inclusion of 

rout ing, scheduling, and other constraints . In view of discouraging 

resu l t s by previous researchers using exact methods on subproblems 

of th i s problem, the decision was made t o develop a heur i s t i c pro

cedure . 



x i i i 

The master program contains two separate arc insert ion-de le t ion 

type algorithms, one imbedded within the other. The f i r s t algorithm 

se lec t s from the set of a l l poss ib le guideways that subset which i s 

to comprise the f i n a l network. The second, imbedded algorithm 

determines the best flow assignment, vehicle routes , and route 

service frequencies for a given subset of open guideways. The' 

second algorithm operates on a revised network wherein each vehic le 

route i s represented by a set of nodes and arcs , and boarding and 

route transfer occurrences are represented by dummy nodes and arcs . 

Both algorithms make repeated use of a penalty-cost multicommodity 

flow assignment routine. The master program alternates between the 

two algorithms u n t i l no more cost improvement can be made. 

A FORTRAN V computer program has been written and tes ted on a 

number of small problems. The typ i ca l example contains 1 2 s t a t i o n s , 

up to 2 5 poss ib le two-way guideways, up t o 5 0 t rave l demands , and 

up to 1 5 vehic le routes each containing a maximum of 1 2 arcs . 

Execution times range from 1 t o 1 8 minutes on the Univac 1 1 0 8 . 
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CHAPTER I 

INTRODUCTION 

BACKGROUND 

NETWORK MODELS HAVE BEEN USED TO ESTIMATE TRANSPORTATION 

REQUIREMENTS FOR ALMOST TWO DECADES. OVER T H I S P E R I O D HIGHLY-

DEVELOPED PROCEDURES HAVE BEEN E S T A B L I S H E D TO ESTIMATE HIGHWAY-

PLANNING N E E D S , AS T H E HIGHWAY PLANNING PACKAGE ( ^ T ) S AND TO 

E S T I M A T E P U B L I C T R A N S I T N E E D S , NOTABLY BUS AND R A I L R A P I D T R A N S I T , AS 

THE URBAN MASS T R A N S I T A D M I N I S T R A T I O N (UMTA) SYSTEM (1+9) • THESE 

PROCEDURES HAVE B E E N WIDELY USED AS KEYSTONES OF THE COMPREHENSIVE 

TRANSPORTATION PLANNING S T U D I E S REQUIRED OF ALL URBAN AREAS W I T H I N 

T H E U N I T E D STATES W I T H POPULATIONS E X C E E D I N G 5 0 , 0 0 0 . 

TO USE E I T H E R THE HIGHWAY OR T H E UMTA PACKAGE THE S E R V I C E 

AREA I S D I V I D E D INTO A LARGE NUMBER OF ZONES I N WHICH T R I P S CAN 

O R I G I N A T E OR TERMINATE - A LARGE METROPOLITAN AREA CAN HAVE 5 0 0 OR 

MORE ZONES. TRAVEL I S T H E R E A F T E R TREATED I N TERMS OF ZONES, AND 

T R I P S ARE D I S T R I B U T E D AS ZONE-TO-ZONE MOVEMENTS. BECAUSE OF THE 

LARGE NUMBER OF ZONES TREATED THE ANALYSIS I S CUMBERSOME, R E Q U I R I N G 

VOLUMINOUS INPUT DATA AND CONSIDERABLE COMPUTER T I M E . THESE PROGRAM 

B A T T E R I E S T Y P I C A L L Y D I V I D E THE PLANNING PROCESS INTO FOUR SEQUENTIAL 

STEPS : 
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T r i p g e n e r a t i o n - t r i p s a r e g e n e r a t e d f o r 

e a c h z o n e i n t e r m s o f p o p u l a t i o n a n d o t h e r d e m o 

g r a p h i c c h a r a c t e r i s t i c s 

T r i p d i s t r i b u t i o n - t r i p s a r e d i s t r i b u t e d t o 

z o n e - t o - z o n e p a i r s 

M o d a l s p l i t - t r i p s a r e a s s i g n e d t o t r a n s p o r t a t i o n 

m o d e s 

T r i p a s s i g n m e n t - t r i p s a r e a s s i g n e d p a t h s 

f r o m o r i g i n t o d e s t i n a t i o n b a s e d o n a s h o r t e s t 

t i m e o r d i s t a n c e c r i t e r i o n . 

T h e s e m o d e l s a r e h e a v i l y b a s e d o n e x i s t i n g u r b a n d e v e l o p m e n t 

a n d t r a n s p o r t a t i o n n e t w o r k s t h a t a r e c o m p l e t e l y d e f i n e d b e f o r e t h e 

a n a l y s i s h a s b e g u n . F u r t h e r m o r e , t h e m o d e l s l a c k s u i t a b l e b a s e s f o r 

e v a l u a t i n g t r a n s p o r t a t i o n a l t e r n a t i v e s . 

T h e i m p e n d i n g i n t r o d u c t i o n o f a d v a n c e d p u b l i c t r a n s i t s y s t e m s 

w i t h c h a r a c t e r i s t i c s t h a t a r e q u i t e d i f f e r e n t f r o m c o n v e n t i o n a l 

a u t o m o b i l e , b u s , a n d r a i l r a p i d t r a n s i t s y s t e m s s u g g e s t s a n e e d 

f o r n e w t o o l s a n d t e c h n i q u e s t h a t a r e c a p a b l e o f i d e n t i f y i n g o p t i m a l 

o r n e a r - o p t i m a l s e r v i c e s . T h i s i n t e r e s t h a s g i v e n b i r t h t o s o m e 

n e w p r o c e d u r e s f o r s o l v i n g t r a n s p o r t a t i o n n e t w o r k p r o b l e m s i n w h i c h 

t h e n e t w o r k i s n o t g i v e n . 

S u c h n e t w o r k s y n t h e s i s p r o c e d u r e s g e n e r a l l y f o l l o w a s e q u e n c e 

o f s t e p s s i m i l a r t o t h a t f o r a n a l y z i n g e x i s t i n g n e t w o r k s : 

D e m a n d e s t i m a t i o n - c o m p r i s i n g t r i p g e n e r a t i o n , 

d i s t r i b u t i o n , a n d m o d a l s p l i t 

S t a t i o n l o c a t i o n - s t a t i o n s a r e l o c a t e d t o b e 

a c c e s s i b l e t o a c e r t a i n p e r c e n t a g e o f p o t e n t i a l 

t r a n s i t r i d e r s 
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Guideway locat ion - guideways are located t o 
nrinimize t r a v e l t ime , or meet some other 
cr i ter ion 

Trip assignment - t r i p s are assigned paths from 
orig in to destination based on a shortest time 
or distance cr i ter ion 

Vehicle routing - vehic les are assigned to 
routes t o ndnimize f l ee t s i z e , minimize 
carriage miles ,minimize passenger t rave l t ime, 
or some other cr i ter ion 

Vehicle scheduling - vehic les are scheduled to 
minimize carriage m i l e s , minimize intermediate 
s t o p s , provide at l eas t minimum serv ice , e tc . 

The above ser ies of steps i s usual ly repeated a number of 

times before the solut ion i s accepted. The chief drawback to such a 

sequential procedure i s that i t cannot achieve an optimal t rans 

portat ion system except by remote chance. Furthermore, the 

probabi l i ty of obtaining good, near-optimal solutions i s diminished 

by the sequential process . In some applications the steps of the 

above procedure are considered two at a time and, more r a r e l y , three 

at a t ime. 

General Problem Statement 

The research problem examined in th i s d issertat ion i s to 

solve in a unif ied way the four-component problem that follows af ter 

estimating the t rave l demand and determining the stat ion locat ions: 

How should one determine simultaneously the guideway l o c a t i o n , the 

t r i p assignment, and the vehic le routing and scheduling in order to 

minimize the t o t a l of construction c o s t s , passenger t rave l and delay 

time c o s t s , and vehic le operating c o s t s , while sa t i s fy ing the t o t a l 
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t r a n s p o r t a t i o n d e m a n d ? 

S o s t a t e d , t h e p r o b l e m i s f o r m u l a t e d a s a m u l t i c o m m o d i t y 

t r a n s s h i p m e n t p r o b l e m w h e r e e a c h c o m m o d i t y i s r e s t r i c t e d t o u n i q u e 

o r i g i n a n d d e s t i n a t i o n n o d e s , w i t h f i x e d c o s t s o n a r c s a n d t h e 

i n c l u s i o n o f r o u t i n g , s c h e d u l i n g , a n d o t h e r c o n s t r a i n t s . T o d a t e , 

l i t t l e w o r k o f a p r a c t i c a l n a t u r e h a s b e e n d o n e t o s o l v e t h i s 

p r o b l e m . 

T h e c o n f l i c t b e t w e e n c o n s t r u c t i o n c o s t s a n d p a s s e n g e r t r a v e l 

t i m e c o s t s i s d e p i c t e d i n F i g u r e 1 ( 2 2 , p . 1 ^ 0 ) , s h o w i n g t w o w a y s 

t h a t s i x s t a t i o n s c a n b e c o n n e c t e d . A t r a v e l e r o r i e n t e d d e s i g n 

r e s u l t s i n a m a x i m a l l y c o n n e c t e d n e t w o r k , w h e r e t h e r e i s a d i r e c t 

t w o - w a y l i n k b e t w e e n e a c h p a i r o f s t a t i o n s . A c o n s t r u c t i o n o r i e n t e d 

d e s i g n r e s u l t s i n a m i n i m a l s p a n n i n g t r e e , w h e r e t h e a r c w e i g h t s 

c o r r e s p o n d t o t h e g u i d e w a y c o n s t r u c t i o n c o s t s b e t w e e n s t a t i o n s . T h e 

t r a v e l e r o r i e n t e d d e s i g n r e s u l t s i n e x c e s s i v e c o n s t r u c t i o n c o s t s 

w h i l e t h e c o n s t r u c t i o n o r i e n t e d d e s i g n r e s u l t s i n p o o r s e r v i c e t o 

s o m e t r a v e l e r s . 

S i m i l a r l y , t h e r e a r e c o n f l i c t s b e t w e e n p a s s e n g e r t r a v e l t i m e 

a n d v e h i c l e r o u t i n g c o s t s , a n d b e t w e e n p a s s e n g e r d e l a y t i m e a n d 

v e h i c l e s c h e d u l i n g c o s t s . T r a v e l e r s w o u l d b e n e f i t m o s t f r o m f r e q u e n t , 

d i r e c t , s h o r t e s t - d i s t a n c e r o u t e s i n v o l v i n g l i t t l e o r n o w a i t i n g 

t i m e , n o t r a n s f e r t i m e , n o i n t e r m e d i a t e s t o p s , a n d a m i n i m u m o f 

t r a v e l t i m e . T h i s g o a l i s c l e a r l y i n c o n f l i c t w i t h e c o n o m i c a l 

l o a d f a c t o r s o n v e h i c l e s t r a v e r s i n g e f f i c i e n t r o u t e s . 

T h e p r o b l e m a d d r e s s e d i n t h i s d i s s e r t a t i o n i s t h a t o f o b t a i n i n g 



Traveler Oriented Design - Maximally Connected Network 

Construction Oriented Design - Minimal Spanning Tree 

Figure 1. Comparison of Traveler Oriented Design With Construction 
Oriented Design. 
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a n a c c e p t a b l e b a l a n c e a m o n g c o n s t r u c t i o n c o s t s , p a s s e n g e r c o n v e n i e n c e , 

a n d r o u t i n g a n d s c h e d u l i n g e f f i c i e n c y . 

P r o b l e m I m p o r t a n c e 

P u b l i c t r a n s i t h a s s u f f e r e d m u c h f r o m t h e d e v e l o p m e n t o f t h e 

a u t o m o b i l e t r a n s p o r t a t i o n s y s t e m . P r i v a t e l y o w n e d t r a n s i t c o m p a n i e s 

a r e a l m o s t n o n e x i s t e n t . M u n i c i p a l l y o w n e d s y s t e m s a r e f i g h t i n g -

a n d o f t e n l o s i n g - t h e c o s t - p a t r o n a g e - f r e q u e n c y o f s e r v i c e b a t t l e . 

C l e a r l y , i f p u b l i c t r a n s i t i s t o s u r v i v e , n e w s e r v i c e s a r e n e e d e d , 

a n d m e a n s m u s t b e f o u n d t o d e f i n e a n d a p p l y t h e s e s e r v i c e s i n a 

n e a r - o p t i m a l m a n n e r , b o t h f r o m t h e v i e w p o i n t o f t h e o p e r a t o r a n d o f 

t h e t r a v e l e r . 

C o n s i d e r a b l e e m p h a s i s i s b e i n g p l a c e d t o d a y o n t h e s p e e d a n d 

c o n v e n i e n c e o f t r a n s i t s y s t e m s , i n a s m u c h a s a n y s y s t e m m u s t c o m p e t e 

w i t h t h e p r i v a t e a u t o m o b i l e . S p e e d i s r e l a t e d t o d o o r - t o - d o o r 

t i m e w h i l e c o n v e n i e n c e m a y b e e x p r e s s e d b y f r e q u e n c y o f s e r v i c e 

a n d t h e n u m b e r o f t r a n s f e r s i n v o l v e d i n a j o u r n e y . 

T h u s , i t i s s i g n i f i c a n t t o h a v e a s o l u t i o n p r o c e d u r e t h a t c a n 

b a l a n c e c o n s t r u c t i o n a n d o p e r a t i n g c o s t s w i t h p a s s e n g e r t r a v e l t i m e 

a n d c o n v e n i e n c e . 

O t h e r p o t e n t i a l a p p l i c a t i o n s o f a s o l u t i o n p r o c e d u r e f o r t h e 

f i x e d - c o s t , m u l t i c o m m o d i t y t r a n s s h i p m e n t p r o b l e m a r e g i v e n b y 

B i l l h e i m e r ( 8 ) : c o m m o d i t y d i s t r i b u t i o n , m a i l r o u t i n g , p r o d u c t i o n 

a n d i n v e n t o r y c o n t r o l , s o l i d w a s t e d i s p o s a l n e t w o r k s , a n d c o m p u t e r 

s y s t e m s d e s i g n . A l l o f t h e s e s e e m a m e n a b l e t o a m o r e r e a l i s t i c 
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formulation by the inclusion of routing, scheduling, and other 

constraints. 
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CHAPTER I I 

P R E V I O U S WORK 

W h e n t h e r e s e a r c h p r o b l e m p r e s e n t e d i n C h a p t e r I i s s t a t e d i n 

m a t h e m a t i c a l t e r m s , i t b e c o m e s a n e x c e e d i n g l y l a r g e a n d c o m p l e x 

m a t h e m a t i c a l p r o g r a m m i n g p r o b l e m . T o d a t e , n o s u c c e s s f u l w o r k o n 

t h i s p r o b l e m h a s a p p e a r e d i n t h e l i t e r a t u r e . I t i s a p p r o p r i a t e , 

t h e r e f o r e , t o e x a m i n e p r e v i o u s w o r k o n s u b p r o b l e m s o f t h e r e s e a r c h 

p r o b l e m . 

T h u s , t h e l i t e r a t u r e r e v i e w w i l l i n c l u d e , b e s i d e s t h e g e n e r a l 

f i e l d o f u r b a n t r a n s p o r t a t i o n p l a n n i n g , p r e v i o u s w o r k o n f i x e d - c h a r g e 

s i n g l e - c o m m o d i t y n e t w o r k f l o w s , m u l t i c o m m o d i t y n e t w o r k f l o w s , 

s c h e d u l i n g a n d r o u t i n g , a n d s y n t h e s i s o f f i x e d - c o s t r o u t e c o n f i g u r a t i o n s . 

T h e d i f f i c u l t i e s a n d s u c c e s s e s e n c o u n t e r e d b y o t h e r r e s e a r c h e r s o n 

t h e s e s u b p r o b l e m s w i l l p r o v i d e m e a n i n g f u l i n s i g h t f o r d e v e l o p i n g a 

t r a c t a b l e f o r m u l a t i o n a n d s o l u t i o n o f t h e r e s e a r c h p r o b l e m . 

U r b a n T r a n s p o r t a t i o n P l a n n i n g 

A r e c e n t s t u d y b y M e y e r , K a i n , a n d W o h l (31) b e n e f i t s f r o m 

r e l a t e d s t u d i e s c o n d u c t e d a t t h e RAND C o r p o r a t i o n a n d p r o v i d e s g e n e r a l 

b a c k g r o u n d i n f o r m a t i o n o n t h e u r b a n t r a n s p o r t a t i o n p r o b l e m . T h e 

r e s e a r c h e r s d o n o t a t t e m p t t o s t u d y a l t e r n a t i v e g u i d e w a y l o c a t i o n s , 

b u t r a t h e r a s s u m e d a t y p i c a l l i n e - h a u l c o n f i g u r a t i o n w i t h a s s o c i a t e d 

r e s i d e n t i a l c o l l e c t i o n a n d d o w n t o w n d i s t r i b u t i o n s y s t e m s . S t a t i o n 
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s p a c i n g s o n t h e l i n e - h a u l s y s t e m a r e a s s u m e d f i x e d , a n d c e r t a i n 

m i n i m u m s c h e d u l e f r e q u e n c i e s a r e e s t a b l i s h e d f o r l i n e - h a u l a n d 

c o l l e c t i o n a n d d i s t r i b u t i o n s y s t e m s t o a l l o w c o m p a r i s o n o f r a i l , 

b u s , a n d a u t o m o b i l e m o d e s . T h u s , t h e p r i m a r y d e c i s i o n v a r i a b l e s i n 

t h e r e s e a r c h p r o b l e m a r e e i t h e r f i x e d o r a s s u m e d b y M e y e r , K a i n , 

a n d W o h l i n t h e i r w o r k . T h e n u m b e r o f a l t e r n a t i v e s e x a m i n e d c o n s i s t 

o f t h e v a r i o u s w a y s t h a t r a i l , b u s , a n d a u t o m o b i l e c a n b e c o m b i n e d f o r 

a d o o r - t o - d o o r t r a n s i t j o u r n e y . 

T h e m a i n r e s u l t s o f t h e i r s t u d y a r e t h e s t a t i s t i c a l d a t a 

d e p i c t i n g t h e d e m a n d f o r u r b a n t r a n s p o r t a t i o n a n d t h e c o m p a r a t i v e 

c o s t s f o r t h e m o d e s o f t r a v e l c o n s i d e r e d . 

S i m i l a r l y , o t h e r g e n e r a l s t u d i e s d o n o t a d d r e s s t h e s p e c i f i c 

p r o b l e m u n d e r e x a m i n a t i o n h e r e , o r t h e y f o l l o w a s e q u e n t i a l s o l u t i o n 

p r o c e d u r e a s m e n t i o n e d i n S e c t i o n I . S o m e o f t h e s e s t u d i e s a r e 

C r e i g h t o n (10), B e c k m a n , M c G u i r e , a n d W i n s t o n (5 ) 3 K r e s g e a n d R o b e r t s 

(25), a n d L u n d b e r g a n d B r o w n (28). 

T h e H i g h w a y P l a n n i n g (Vf) a n d UMTA p a c k a g e s (k9) m e n t i o n e d 

p r e v i o u s l y u t i l i z e s h o r t e s t - r o u t e a s s i g n m e n t a n d d e a l m a i n l y w i t h 

e x i s t i n g n e t w o r k s . T h u s , t h e y a r e n o t w e l l s u i t e d f o r u s e i n d e s i g n 

i n g n e t w o r k s . 

F i x e d - C h a r g e S i n g l e - C o m m o d i t y N e t w o r k F l o w s 

O n e o f t h e b e t t e r k n o w n s u b p r o b l e m s o f t h e p r o b l e m u n d e r 

e x a m i n a t i o n i s t h e f i x e d - c h a r g e s i n g l e - c o m m o d i t y n e t w o r k f l o w p r o b l e m . 

I n o n e o f t h e e a r l i e s t p a p e r s o n t h i s s u b j e c t H i r s c h a n d 

D a n t z i g (20) p r o v e t h a t f o r a f i x e d - c h a r g e s i n g l e - c o m m o d i t y t r a n s -
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s h i p m e n t p r o b l e m t h e m i n i m u m c o s t s o l u t i o n o c c u r s a t a n e x t r e m e p o i n t . 

T h i s t h e o r e m i s t h e b a s i s f o r a n u m b e r o f e x a c t a n d h e u r i s t i c s o l u t i o n 

t e c h n i q u e s d e v e l o p e d b y o t h e r s f o r t h e f i x e d - c h a r g e t r a n s p o r t a t i o n 

p r o b l e m . 

B a l i n s k i (2 ) d e v e l o p e d o n e o f t h e e a r l i e r a p p r o x i m a t e m e t h o d s . 

H i s p r o c e d u r e i s t o a p p r o x i m a t e t h e d i s c o n t i n u o u s a r c - f l o w c o s t ' c u r v e s 

b y l i n e a r c o s t c u r v e s a n d t h e n a l t e r n a t e a m o n g p r o b l e m s e q u i v a l e n t a n d 

s i m i l a r t o t h e o r i g i n a l p r o b l e m i n o r d e r t o d e t e r m i n e u p p e r a n d l o w e r 

b o u n d s o n t h e s o l u t i o n t o t h e o r i g i n a l p r o b l e m . 

K u h n a n d B a u m o l ( 2 6 ) i n c o r p o r a t e d s e v e r a l d e v i c e s i n t o t h e i r 

a p p r o x i m a t e a l g o r i t h m : T h e f i r s t o f t h e s e i s a d e g e n e r a c y f o r c i n g 

r o u t i n e , r e l y i n g o n t h e a r g u m e n t t h a t w h e n t h e f i x e d c o s t s a r e 

a p p r o x i m a t e l y e q u a l , a n o p t i m a l s o l u t i o n w i l l h a v e t h e f e w e s t a r c s o p e n 

t h a t a r e n e c e s s a r y f o r a f e a s i b l e s o l u t i o n . S e c o n d i s t h e r o u t i n g 

p r o c e d u r e t o s h i p t h e m o s t a t l e a s t c o s t , o r s t a r t b y a s s i g n i n g t h e 

l a r g e s t s h i p m e n t s t o t h e i r l e a s t - c o s t r o u t e s . T h i r d i s V o g e l ' s 

A p p r o x i m a t i o n M e t h o d , w h e r e b y o n e f i n d s t h e l o w e s t a n d s e c o n d l o w e s t 

c o s t r o u t e s f r o m e a c h s u p p l y p o i n t t o e a c h d e m a n d p o i n t a n d t h e n 

f o r m s e r r o r p e n a l t i e s f o r u s i n g t h e s e c o n d l o w e s t c o s t r o u t e . T h e 

p u r p o s e h e r e i s t o m i n i m i z e t h e s u m o f t h e s h i p m e n t s m u l t i p l i e d b y 

t h e r e s p e c t i v e e r r o r p e n a l t i e s . 

D w y e r (13) f o l l o w e d K u h n a n d B a u m o l 1 s f i r s t d e v i c e b y 

o b t a i n i n g t h e l a r g e s t o r d e r o f d e g e n e r a c y w i t h t h e a i d o f c o m p l e t e l y 

r e d u c e d m a t r i c e s . T h i s r e s u l t s i n a c u m b e r s o m e b u t e x a c t t e c h n i q u e 

f o r e q u a l f i x e d c o s t s , a n d i n a n a p p r o x i m a t e , c o m b i n a t o r i a l a p p r o a c h 
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f o r t h e g e n e r a l c a s e o f u n e q u a l f i x e d c o s t s . T h e l a r g e s t p r o b l e m 

i l l u s t r a t e d w i t h t h e l a t t e r a p p r o a c h i s e i g h t s o u r c e s b y 1 2 d e m a n d 

p o i n t s ( 8 x 1 2 ) . 

C o o p e r a n d D r e b e s ( 9 ) d e r i v e d a m o d i f i e d a d j a c e n t e x t r e m e 

p o i n t s m e t h o d i n w h i c h t h e y r e c a l c u l a t e c e r t a i n a r c - f l o w c o s t s a t 

t i m e s a s 

v . . = v . , + p . . / f . . , f . . > 0 ( 2 - 1 ) 

w h e r e v . . i s t h e v a r i a b l e f l o w c o s t o n a r c ( i , j ) , p . . i s t h e f i x e d 

c o s t o f o p e n i n g a r c ( i , j ) , a n d f . . i s t h e f l o w o n a r c ( i , j ) . T h e 

e n t e r i n g b a s i s v e c t o r i s s e l e c t e d f r o m t h o s e e l i g i b l e a s t h e o n e w i t h 

t h e l e a s t f i x e d c o s t , a n d t h e v e c t o r l e a v i n g t h e b a s i s a s t h e o n e 

h a v i n g t h e g r e a t e s t f i x e d c o s t . T h e a l g o r i t h m a l s o e m p l o y s a 

l i m i t e d b a c k t r a c k i n g m e t h o d t o m o v e a w a y f r o m l o c a l m i n i m a . C o m p u t a 

t i o n a l r e s u l t s a r e g o o d , w i t h o p t i m a l s o l u t i o n s o b t a i n e d i n 9 0 p e r c e n t 

o f t h e r a n d o m l y g e n e r a t e d t e s t p r o b l e m s . D e v i a t i o n f r o m o p t i m a l i t y w a s 

a s h i g h a s 1 0 p e r c e n t , b u t f o r t h e l a r g e s t p r o b l e m s , 1 5 x 3 0 , d e v i a t i o n 

f r o m o p t i m a l i t y d i d n o t e x c e e d 3 p e r c e n t . 

O n e o f t h e f i r s t e x a c t m e t h o d s o f s o l v i n g t h e f i x e d - c h a r g e 

s i n g l e - c o m m o d i t y t r a n s p o r t a t i o n p r o b l e m i s M u r t y ' s ( 3 3 ) m e t h o d o f 

r a n k i n g t h e e x t r e m e p o i n t s . T h e t e c h n i q u e c o n s i s t s o f o b t a i n i n g t h e 

o p t i m a l s o l u t i o n t o t h e p r o b l e m c o n s i d e r i n g o n l y t h e v a r i a b l e c o s t s 

a n d t h e n p r o g r e s s i v e l y e x a m i n i n g a d j a c e n t v e r t i c e s . T h e a l g o r i t h m 

t e r m i n a t e s w i t h t h e u s e o f b o u n d s o n t h e s o l u t i o n t o t h e o r i g i n a l 
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problem. Murty's algorithm is limited in that it works well only 

when the fixed costs are relatively small. 

Gray's ( 1 7 ) exact solution procedure is based on decomposing 

the original mixed integer problem into a master integer problem and a 

series of transportation subproblems. This method is particularly 

suitable where the fixed costs are relatively large. 

Frank (l6) has adapted a network defender-attacker algorithm for 

determining the minimal cost of opening enough arcs to satisfy total 

demand. This is then used as a subroutine for obtaining bounds in an 

exact solution procedure, such as Murty's algorithm, for example. 

Steinberg (kk) appears to have done the most extensive work in 

solving large problems with exact techniques. His branch-and-bound 

algorithm, programmed on an IBM 7 0 7 2 , has solved several 1 5 x 30 

problems in an average time of 2 1 minutes. Steinberg also has developed 

several heuristic algorithms, including one using a Monte Carlo method 

to find a better solution vector several base changes away from a 

locally optimum point. He reports that the heuristic procedures almost 

always provide very good, if not optimal, solutions. 

Marks, Liebman, and Bellmore ( 2 9 ) have developed an approach 

using the out-of-kilter algorithm for locating fixed-cost facilities in 

a transshipment network. The technique appears to be useful for only 

a small number of source nodes, however. 

The group theoretic approach to integer programming has been 

incorporated into a branch-and-bound algorithm for the fixed-charge 

transportation problem by Kennington [2k). He reports solving problems 
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as large as T x 11 with computation times ranging from 3 . 5 seconds to 

3 . 7 minutes on a U -1108. Rardin (38) has extended this approach to 

the general fixed-charge network problem. 

In a slightly different vein, Zangwill's ( 5 * 0 dynamic pro-

gramming algorithms for minimum concave cost flows are restricted to 

single source-multiple destination, and multiple source-single . 

destination networks. 

In summary, the previous published work relating to the fixed-

charge single-commodity network flow problem consists of exact 

techniques limited by their applicability to specialized networks or 

by their machine time, and heuristic techniques of moderate to very 

good success. The group theoretic approach, which is still in its 

infancy, evidently has much to contribute to the exact methods. 

Multicommodity Network Flows 

A brief review of some of the work on multicommodity flows is 

appropriate since the research problem is formulated in terms of 

multiple commodities. All of the studies mentioned here deal with 

problems having linear arc-flow cost functions. The few studies 

that deal with fixed-charge multicommodity flows are discussed in a 

later section on network synthesis. 

Ford and Fulkerson (l^) first suggested a method for obtaining 

maximum flow in a capacitated multicommodity network by formulating 

the problem in terms of arc-chain flows and using decomposition. A 

shortest chain algorithm is used to generate columns entering the 

basis. Jarvis (23) showed that one obtains an equivalent problem by 
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using a node-arc formulation. 

Tomlin (k6) applied the same approaches, the node-arc and the 

arc-chain formulations , to solving the minimum cost multicommodity 

flow problem. 

Further extensions of this decomposition approach were made by 

Cremeans, Smith, and Tyndall (ll) and by Wollmer (5l). These authors 

handle the case where limited resources are shared by sets of arcs in a 

capacitated multicommodity network. 

The above techniques are all column generation, or price-

directive, procedures. Swoveland (1*5) has developed a resource-

directive decomposition algorithm in which rows are generated by 

solving single-commodity, maximum flow, minimum cost subproblems. His 

experience indicates that column generation techniques are much 

faster computationally. 

A more powerful approach to multicommodity network flows is 

found in compact inverse methods. Hartman and Lasdon (19) have 

developed a generalized upper bounding algorithm for a node-arc 

formulation. The size of the working basis is the number of currently 

saturated arcs, and most of the computations are additive and graph 

theoretic. Grigoriadis and White (l8) perform primal partition pro

gramming, also using a working basis that corresponds to the currently 

saturated arcs. They report computational experience on eight test 

problems, ranging in size from If6 by 315 to 309 rows by 1078 columns 

in the linear programming version. Their partitioning algorithm ranged 

from 2.7 to 21.7 times faster than ordinary linear programming. 
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Scheduling and Routing 

Much of the work in scheduling consists of determining the 

minimium fleet size for a fixed schedule of trips between stations or 

nodes. A variety of techniques have been used to solve this problem: 

Dantzig and Fulkerson ( 1 2 ) formulated it as a large transpor

tation problem. Levin ( 2 7 ) solves the minimum fleet size problem by 

finding the minimum number of chains for an acyclic graph. Bartlett 

(3 ) takes a different approach in minimizing total idle time of the 

transport units, using some results of finite ordered sequences of 

numbers. 

A slightly more general formulation of the problem, where 

trips are constrained within certain time intervals, has been solved by 

Martin-Lot (30) with a branch-and-bound procedure. 

Determining a schedule itself is a much more difficult problem, 

and results in this area are disappointing. Among the methods 

presented in the literature are dynamic programming - Nemhauser ( 3*0 , 

Salzborn (1+0), and Newell ( 3 5 ) ; calculus - Newell ( 3 5 ) ; integer 

programming - Levin ( 2 7 ) and Schwartz (l+l); simulation - Staub (h3); and 

approximate solution to a two-point-boundary-value problem - Bett ( 7 ) « 

All but the simulation procedure apply only under restrictive cir

cumstances, such as a single transit line, or limited variability of 

departure times. The Schwartz study is interesting as an example of a 

barge scheduling problem, where one must determine commodity assign

ments on "tow units and the departure times of tow and traction units on 

a river. For an example of h ports and T time units in the scheduling 
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period the number of constraints for the problem are (32 + 26T). 

The problem of routing commodities and scheduling transport 

units t o serve the demand has been approached by at least two methods. 

Bart l e t t and Charnes (k) use a simple l inear programming solut ion t o 

determine the assignment and routing of locomotives to meet transport 

demand in a ra i lroad system. Their problem i s s impl i f ied by the 

r e s t r i c t i o n of cyc l i c routes t o no more than three arcs , however. 

For an urban transport system the number of poss ib le cycl ic routes can 

reach astronomical proportions, and l inear programming solutions 

involve too many variables and constraints . 

Dynamic programming concepts lead t o approximate algorithms 

by Young (53) and Hyman and Gordon (21). The procedure t y p i c a l l y 

s tar t s by assigning the f i r s t vehicle t o maximize the object ive 

function; then the second vehic le i s assigned, then the t h i r d , e tc . 

Young's method allows for reassignment of any vehic le during the 

process , whereas Hyman and Gordon's method does not. Young's algorithm 

obtains a f i r s t - o r d e r optimality condition; in other words, i t i s 

impossible to transfer trave lers t o some vehic le and to discharge 

others from the same vehic le such that a net gain to the system can 

r e s u l t . Hyman and Gordon's algorithm is simply a one-pass operation. 

Both methods are e s s e n t i a l l y applicable to single-commodity problems 

in that no t rave l demand spans a decision node. 

Summarizing the work on routing and scheduling, one must 

conclude that no exact techniques ex i s t for r e a l i s t i c - s i z e problems 

in urban transportat ion , and that the approximate methods that do 
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ex i s t need t o be improved. 

Synthesis of Fixed-Cost Route Configurations 

The previous work most pertinent to the research problem re lates 

to synthesizing networks with f ixed-cost arcs . The typ i ca l problem 

statement i s t o solve a fixed-charge multicommodity network flow 

problem, in other words, se lec t a set of arcs t o minimize the t o t a l of 

f ixed arc costs and variable arc flow costs subject to multicommodity 

flow requirements. 

Scott [k2) examined in deta i l a special case of t h i s problem, 

namely an uncapacitated network in which each commodity flow i s of the 

same magnitude. Beginning with an integer programming approach, he 

concluded that for any r e a l i s t i c problem the model would be so large 

as to preclude the p o s s i b i l i t y of numerical computation. Next, he 

prepared a backtrack nrogramming algorithm to obtain optimal solutions 

for 2 6 example networks containing T to 1 0 nodes. Solution times 

ranged from l e s s than one minute to more than one hour an an IBM 3 6 0 / 6 5 . 

These resu l t s provided the incentive to develop two heuris t ic 

algorithms: A forward algorithm s tar t s with a minimal spanning tree 

where the arc lengths correspond t o the f ixed arc costs . Arcs are 

added or deleted i f the net change in the t o t a l of f ixed and variable 

costs i s improved. A backward algorithm works s imi lar ly except that 

i t begins with a maximally connected network. Solution times for 

each of the 2 6 previous examples were l e s s than one minute. The 

forward algorithm found the optimal solution in 2 1 of the 2 6 examples, 
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with deviations as high as 10.h percent; the backward algorithm did 

b e t t e r , finding the optimal solution in 2k examples, and a maximum 

deviat ion from the optimal value of 2 .3 percent. 

Bi l lhe imer's ( 8 ) arc insert ion-de le t ion algorithm is a success

ful extension of Sco t t ' s backward algorithm, designed to solve the 

fixed-charge multicommodity network flow problem. The method s tarts 

with a inaximally connected network, or one with a l l arcs open, and 

assigns each t r a v e l demand t o the shortest route between origin and 

dest inat ion. Next are computed improvement parameters for each arc , 

based on the f ixed cost saving from clos ing an arc and the increased 

var iable flow costs in the network due to some flow being rerouted. 

That arc with the greatest improvement parameter i s then de leted , 

and the process i s repeated. S imi lar ly , improvement parameters are 

computed for opening arcs that are closed in the current network, 

leading to insert ion of arcs . The algorithm switches among the arc 

de l e t ion , the arc inser t ion , and the shortest path assignment routines 

u n t i l no further improvement can be made. 

A d i f ferent approach to a s imilar problem i s O'Connor and 

DeWald's (37) sequential delet ion algorithm. The problem set t ing 

includes given t rave l demands at f ixed nodes, arc capacity functions 

that increase step-wise with arc investment, and uniform unit variable 

flow costs and unit construction costs throughout the network. The 

object ive i s t o determine investment l eve l s for the various arcs in 

order t o minimize the t o t a l of investment and flow cos t s . The 

algorithm begins with a maximally connected network and then evaluates 
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all possible networks with one two-way arc deleted. The best of these 

networks is selected as a successor, and the process is repeated by 

evaluating all possible netowrks formed from the successor network by 

deleting one two-way arc. The algorithm terminates when no successor 

exists that improves total costs while preserving feasibility. 

O'Connor and DeWald have been able to prove optimality of the algorith

mic solution for networks of four nodes, but not for larger networks. 

An interesting feature of the problem is that it assumes captive, 

single-passenger vehicles, whereas Billheimer's formulation assumes 

dual-mode vehicles that enter and exit the system according to the 

passengers1 travel demand. 

Ochoa-Rosso's (36) work on mixed-integer programming for 

stage-wise synthesis of multicommodity transportation networks 

should also be mentioned here. If one reduces the problem to a single 

stage and assumes no arcs open in the existing network, then the 

procedure determines a network to minimize total unit costs subject 

to arc capacities and budgetary constraints on arc construction costs. 

Yaged (5l) has done extensive work on multicommodity communi

cations networks with continuous, increasing, concave arc-flow cost 

functions, and symmetric demand. The procedure finds local optima by 

minimizing a concave function over a convex set. An interesting 

feature of the solution is that if one takes the derivative of each 

arc-flow cost function, evaluated at the optimal network flow on the 

arc, to be the variable arc flow cost; then each commodity follows a 

shortest path from origin to destination. For fixed-charge arc-flow 
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cost functions Yaged repeats the procedure a number of times, using 

several different sets of continuous, concave arc-flow cost functions 

to approximate the original discontinuous function. 

Ridley's (39) formulation of a transportation problem bears some 

resemblance to Yaged's communications network. Ridley assumes 

travel time on each arc varies linearly and inversely with arc ' 

investment. His objective is to minimize total travel time subject to 

multicommodity flow requirements and a total budget constraint. A 

branch-and-bound solution procedure has been developed for 0-1 

investment decisions for each arc. 

Ishmael (22) considers the special case of selecting potential 

arcs and nodes to form spanning tree networks. This is applicable 

where travel demand is to and from a central business district (CBD). 

Two objective functions are considered: First, minimize the total of 

construction, vehicle operating, and passenger travel time costs 

subject to maximum allowable trip times for passengers boarding at 

each station; second, minimize the total travel time for users, subject 

to total system costs. A heuristic algorithm is available for the 

first objective function, and an exact algorithm for both objective 

functions. A typical running time to obtain a solution with the 

exact algorithm for a 55-node, 2l+3-arc problem was 25 seconds on a 

Honeywell 635. The drawback of Ishmael's work is that the algorithms 

are not suited to multiple origin, multiple destination problems, as 

the author himself admits (22, p. 33^). The assumption of a spanning 

tree inevitably centered at a CBD effectively results in a single-
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c o m m o d i t y p r o b l e m . 

S t i l l a n o t h e r a p p r o a c h i s t h a t o f A b u r t o - A v i l a ( l ) , w h o 

m a x i m i z e s p r o f i t s i n a s i t u a t i o n w h e r e e x p e c t e d d e m a n d f o r t r a v e l 

b e t w e e n e a c h n o d e p a i r i s i n v e r s e l y r e l a t e d t o t r a v e l t i m e . T h e 

i m p o r t a n t d i f f e r e n c e h e r e i s t h e a b s e n c e o f a n y f l o w r e q u i r e m e n t s . 

O t h e r w i s e , t h e p r o b l e m h a s t h e n o w - f a m i l i a r f i x e d a r c c o s t s a n d ' 

l i n e a r p a s s e n g e r t r a v e l t i m e c o s t s . A b u r t o - A v i l a s o l v e s t h e p r o b l e m 

a s a l i n e a r p r o g r a m w i t h 0 -1 v a r i a b l e s , c o e f f i c i e n t s , a n d r i g h t - h a n d 

s i d e . T h e o p t i m a l s o l u t i o n i s o b t a i n e d b y i m p l i c i t e n u m e r a t i o n w h i l e 

a f a s t e r , h e u r i s t i c p r o c e d u r e y i e l d s a p p r o x i m a t e s o l u t i o n s . 

A n e x a m p l e o f t h e n a i v e t e b e h i n d s o m e o f t h e l i t e r a t u r e 

a r t i c l e s o n f i x e d - c o s t r o u t e c o n f i g u r a t i o n s m a y b e f o u n d i n M o r l o k ' s 

(32) r e c o m m e n d a t i o n s f o r d e t e r m i n i n g t r a n s p o r t a t i o n s y s t e m s . H e 

s u g g e s t s t h a t t h e o p t i m a l o p e r a t i n g p o l i c y w i t h r e s p e c t t o s c h e d u l e s 

a n d f a r e s b e o b t a i n e d b y l i n e a r p r o g r a m m i n g , f o r e a c h n e t w o r k 

a l t e r n a t i v e . F u r t h e r m o r e , t h i s s u g g e s t i o n w a s m a d e i n t h e c o n t e x t o f 

s t a g e - w i s e i m p l e m e n t a t i o n , w h e r e a l i n e a r p r o g r a m w o u l d h a v e t o b e 

s o l v e d f o r e a c h p o s s i b l e n e t w o r k a t e a c h s t a g e . D y n a m i c p r o g r a m m i n g 

w o u l d t h e n b e u s e d t o s e l e c t t h e n e t w o r k s t o b e i m p l e m e n t e d a t e a c h 

s t a g e . T h e r e v i e w o f s c h e d u l i n g a n d r o u t i n g w o r k i n t h e p r e v i o u s 

s e c t i o n s h o u l d c o n v i n c e t h e r e a d e r t h a t l i n e a r p r o g r a m m i n g i s n o t 

t h e a n s w e r f o r d e t e r m i n i n g s c h e d u l e s a n d f a r e s . 

A n i m p l e m e n t a t i o n o f t h e a b o v e i d e a i s g i v e n b y B e r g e n d a h l ( 6 ) . 

T h e e x a m p l e h a s f i v e p o t e n t i a l t w o - w a y a r c s t o a d d t o a n e x i s t i n g 

n e t w o r k , a n d i n v o l v e s f o u r t i m e p e r i o d s . T h e s o l u t i o n i n v o l v e d 120 
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linear programming solutions and a total of 98 possible investment 

programs. Running time was 3.5 minutes for the linear programs 

and 0.5 minutes for the dynamic programming routine on an IBM 360/67. 

The solution procedure, incidentally, does not find a true optimum 

since only arc additions are allowed at each stage. 

In summary, the few workable exact techniques for synthesizing 

fixed-cost route configurations apply only under special restrictions. 

Of the heuristic techniques developed, the ones most promising of 

application to the research problem are Billheimer's arc insertion-

deletion algorithm and O'Connor and DeWald's sequential deletion 

algorithm. 
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CHAPTER III 

METHOD OF APPROACH 

Objectives of Research 

If any general conclusion can be drawn from the literature 

survey in Section II, it is that few authors have been able to develop 

exact techniques applicable to subproblems of the research problem 

attacked here. The exact techniques that do exist pertain to fixed-

charge single-commodity network flows and to multicommodity network 

flows; no exact techniques were found to solve realistic-size scheduling 

and routing problems. 

Exact techniques for synthesis of fixed-cost route configurations 

required inordinate amounts of computer time. It is therefore unreal

istic to attempt the development of an exact technique for solving the 

research problem set forth in Section I, given the present state of 

computer technology. 

On the other hand, previous authors have succeeded in con

structing good to very good approximate algorithms for some of the 

subproblems. This success with heuristic procedures suggests that the 

pursuit of heuristics is the method of approach most likely to 

produce good, workable solutions to the research problem. 

Accordingly, it is the objective of this research to formulate, 

develop, and test an approximate algorithm for determining simultaneous

ly the guideway location, the trip assignment, the vehicle routes, and 
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the route service frequencies in order to minimize the total of 

construction costs, passenger travel and delay time costs, and vehicle 

operating costs, while satisfying given travel demands between given 

station locations. The techniques used in the algorithm are based 

on the arc insertion-deletion routines developed by Scott (k2) and 

Billheimer (8). 

Specific Problem Statement 

Some Network Terminology 

The problem of determining guideways, trip assignments, 

vehicle routes, and route service frequencies can be conveniently 

represented in network terms. Consider a given connection network 

(N,A), with the set of nodes N representing station locations and 

the set of one-way arcs A representing possible one-way guideways 

connecting the stations. These station locations and possible 

guideways are predetermined by the transportation planner. The one

way guideways are assumed to be paired and uncapacitated. 

Travel demand occurs between node pairs ij, and each passenger 

traveling on the system can be represented as a unit of flow. Since 

passengers traveling from i to j are not interchangeable with passengers 

traveling from k to JL , the units of flow must be differentiated 

according to origin, or destination, or both. Here it is expedient to 

consider each group of passengers traveling from some node i to some 

node j as a commodity. The travel demands for passengers then becomes 

multicommodity flow requirements. 
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A vehicle route consists of a series of connected arcs, 

oriented so that the head of one is incident at the tail of the next, 

or, in network terms, a path. If the route ends at the same node as 

its starting point, the path is a cycle. It is convenient to restrict 

all vehicle routes to cycles, with vehicles stopping at all stations in 

a cycle. 

Passenger flow units must be assigned to trips, or assigned to 

paths that are contained in a vehicle route or the union of two or 

more vehicle routes. Passenger flow assignment is restricted by 

the capacity and frequency of service of vehicles assigned to the 

route or route union. Furthermore, vehicles cannot be assigned to 

routes unless all arcs of the route are open, or all guideways 

traversed by the route are constructed. 

Since the station locations are assumed fixed, the cost of 

including an arc (i,j) in the transportation network can be 

represented by a fixed cost p^ . Each arc (i,j) has also associated 

with it a variable passenger travel time cost d.., common to all 

passenger commodities, and a variable vehicle operating cost c^y 

It is assumed that "vehicles" throughout the system operate singly 

or in a single capacity combination. 

Two types of passenger delay time costs are considered, a 

waiting time cost and a transfer time cost. The waiting time cost d 

is incurred at the passenger's origin node. This cost is inversely 

proportional to the frequency of route service from the passenger's 

origin node to his destination node. The transfer time and nuisance 
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cost d i s incurred whenever a passenger must transfer from one 

vehic le route t o another. 

Formulation of Problem 

Using the above terminology, then, the problem i s t o se lec t 

for a network a subset of the set of arcs A, t o assign vehic les t o 

routes subject to f e a s i b i l i t y cons tra ints , and t o route flow on the 

network subject t o multicommodity flow requirements and vehicle 

capacity constraints on the arcs . The object ive i s t o minimize the 

t o t a l of construction costs p . . , passenger t rave l time costs d . . , 

passenger delay time costs d^ and d_̂ , and vehic le operating costs c^ . 

One thus obtains: 

Minimize Z = Z 
( i , j ) e A 

+ Z Z Z E 
keK meM ( i , j ) e A 

mij i j ( 3 - D 

(guideway f ixed costs) ( t rave l time cos ts ) 

+ d 
w 

(waiting time costs) ( transfer time costs) 

+ E E 
meM ( i , j ) e A 

£ c 
m mij i j 

(vehic le operating costs ) 

Subject to 

Passenger flow requirements at each node: 



_ E f k meM jeA(i) mij _ _ f meM jeB(i) mjl k k r. , keK,ieN 1 
Vehicle capacity on each arc: S f .. < y a . .g, meM, (i,j)eA k£K mij - Jm mij&' 90 

Arc feasibility 
_ y a . . < u. .U, (1 ,j )eA 
meM 0 0 

Syirmietric arc property: 

(i,j)eA 
Waiting time occurrences 

k = i 
Vm 2 

(i,j)-A f k. 
mij 

2 f (?eN mj£ , keK, meM 
Transfer time occurrences: 

meM (i,j)eA _ f V. - Z f .J - 1, keK 
Integrality and nonnegativity: 
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m 

u = 0 , 1 , ( i , j ) e A ( 3 - 8 ) 
J 

f < 0 , keK, meM, ( i , j ) e A (3 -9) mij — 

y = a nonnegative meM ( 3 - 1 0 ) m . , ° integer , 

v = a nonnegative keK, meM ( 3 - l l ) m . , 
in teger , 

s k = a nonnegative keK ( 3 - 1 2 ) 
in teger , 

Where 

(N,A) i s the given network of nodes ieN and poss ible arcs ( i , j ) e A 

K set of coimriodities, or t rave l demands between node pairs i j 

M set of c y c l e s , or vehicle routes 

A ( i ) { j | ( i , j ) e A } , or "after i" 

B ( i ) { j | ( j , i ) e A } , or "before i" 

u . . incidence variable for arc ( i , j ) , u . . = 1 i f the arc i s open, or 
ii ii ° the guideway connecting stat ions i and j i s constructed, u. . = 0 

otherwise ^ 

f ^ . flow of commodity k on arc ( i , j ) in route m during the operating 
time per iod, or the number of passengers of commodity k 
trave l ing from i t o j on a vehicle on route m 

y number of vehicles traversing route m per operating time period, 
with vehic les making stops at each s tat ion in the route 

v number of waiting time occurrences of commodity k on route m 
during the operating time period, or the number of passengers 
of commodity k boarding route m 

s number of transfer occurrences of commodity k from one route t o 
another during the operating time period, or the number of 
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p a s s e n g e r s o f c o m m o d i t y k u n d e r g o i n g a t r a n s f e r a s p a r t 

o f t h e i r o r i g i n - d e s t i n a t i o n j o u r n e y 

p . . f i x e d c o s t o f o p e n i n g a r c ( i , j ) , o r t h e c o s t o f o p e n i n g t h e 
1 g u i d e w a y c o n n e c t i n g s t a t i o n s i a n d j 

d . . v a r i a b l e u n i t f l o w c o s t o n a r c ( i , j ) , o r v a r i a b l e p a s s e n g e r 
1 ^ t r a v e l t i m e c o s t o n g u i d e w a y c o n n e c t i n g s t a t i o n s i a n d j 

d p a s s e n g e r w a i t i n g t i m e c o s t p e r t i m e u n i t 

d ^ p a s s e n g e r t r a n s f e r t i m e a n d n u i s a n c e c o s t 

c . . v a r i a b l e c o s t o f o p e r a t i n g a n d a m o r t i z i n g a v e h i c l e o n a r c 

a . . i n c i d e n c e d e s i g n a t o r f o r a r c ( i , j ) e r o u t e m , a . . = 1 i f 
° ( l , j J e m , a . . = 0 o t h e r w i s e v 

' m i j 

r ^ n e t s u p p l y o f c o m m o d i t y k a t n o d e i p e r OPERATING t i m e p e r i o d , 

d i s t r i b u t e d u n i f o r m l y d u r i g g t h a t p e r i o d ; r > 0 a t t h e o r i g i n 

n g d e f o r c o m m o d i t y k a n d r . < 0 a t t h e d e s t i n a t i o n n o d e , a n d 

r = 0 e l s e w h e r e ; t h e n u m b e r o f p a s s e n g e r s o f c o m m o d i t y k 

w h o w i s h t o b o a r d a t s t a t i o n i 

g c a p a c i t y o f a v e h i c l e 

U a l a r g e n u m b e r 

T h e f i r s t s u m m a t i o n i n t h e o b j e c t i v e f u n c t i o n ( 3 - l ) r e p r e s e n t s 

t h e a r c f i x e d c o s t s . E a c h p ^ w o u l d n o r m a l l y b e t h e e q u i v a l e n t c o s t o f 

o w n i n g a n d m a i n t a i n i n g d u r i n g t h e o p e r a t i n g t i m e p e r i o d t h e e x c l u s i v e 

o n e - w a y g u i d e w a y c o n n e c t i n g s t a t i o n s i a n d j . B e c a u s e o f t h e a r c 

s y m m e t r y e q u a t i o n s (3 -5 ) e a c h p . . r e p r e s e n t s o n e - h a l f t h e c o s t o f 

i J 

o w n i n g a n d m a i n t a i n i n g t h e t w o - w a y g u i d e w a y b e t w e e n i a n d j . 

T h e s e c o n d s u m m a t i o n i n t h e o b j e c t i v e f u n c t i o n r e p r e s e n t s t h e 

p a s s e n g e r t r a v e l t i m e c o s t s . T h e c o s t d ^ r e f l e c t s p r i m a r i l y t h e a r c 

t r a v e r s a l t i m e b u t a l s o i n c l u d e s s t o p p i n g t i m e s a n d p a s s e n g e r p r o 

c e s s i n g t i m e s . I t i s a s s u m e d t h a t t r a v e l i s o n e x c l u s i v e g u i d e w a y s o r 
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uncongested s t r e e t s ; hence, t r a v e l time i s not a function of flow. 

A l l flow units of a commodity fol low the same path. 

The t h i r d p a r t , the passenger waiting time cos t s , r e f l e c t s the 

assumption that passengers of commodity k assigned on route m are 

d i s tr ibuted uniformly on evenly-spaced vehicles on route m. A c t u a l l y , 

t h i s s impl i f i cat ion resu l t s in a lower bound for the true waiting 

time cos t s . 

The t rans fer time and nuisance cost d i s assumed constant 

for each such t rans fer . I f the actual t imetable schedule t o be 

eventually constructed i s designed t o provide for coordinated 

schedules on connecting routes , then d^ w i l l be r e l a t i v e l y small . In 

such a case the waiting time cost d incurred by passengers t r a n s 

ferring onto the route w i l l also be smal l , and d̂_ can be adjusted 

downward so that (d^ + (d /y^) ) i s a reasonable representation of the 

t o t a l time and nuisance cost involved. 

In the l a s t part of the object ive function, the vehic le 

operating c o s t s , the cost c^ i s based on arc traversa l time and power 

consumption. I t i s assumed that vehicle capi ta l costs are recovered 

on a mileage bas is and therefore included in t h i s c . . . 

The multicommodity flow requirements equations (3 -2 ) are 

expressed for each commodity and each node. Equations ( 3 - 3 ) l imi t the 

t o t a l flow of passengers on each arc of each route t o the t o t a l 

vehic le capacity provided during the operating time period. The arc 

f e a s i b i l i t y constraints (3-^-) prevent vehic les from being assigned t o 

closed arcs , and the symmetric arc property equations ( 3 - 5 ) simply 
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reflect the assumption concerning two-way guideways. 

In order to determine the waiting time occurrences for a 

particular passenger commodity k it suffices to count the number of 

times that the flow of commodity k into a node does not equal the flow 

of the commodity out of the node on the same route. Since all flow 

units of a commodity follow the same path, any imbalance must represent 

either vehicle boarding or deboarding by all passengers of commodity k. 

The absolute value operator in equations ( 3 -6 ) counts such imbalance 

occurrences for each commodity on each route, and since boarding and 

deboarding are paired, the result is divided by two. 

The transfer time occurrences are counted in a similar manner, 

except that the summation is taken over all routes for each commodity, 

and the first boarding-deboarding imbalance pair is not considered 

a transfer. 

For a maximally connected network of 10 stations, and with 

each vehicle route limited to touching five stations, the above 

formulation results in approximately 

5 ,200 ,000 continuous variables 

1 ,100 ,000 integer variables 

1+50,000 constraints. 

Overview of Solution Procedure 

The solution procedure for the research problem as formulated 

in the previous section consists of two algorithms, the second 

imbedded within the first. The first selects from the set A of 
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possible arcs, or guideways, that subset Al which is to comprise the 

final network. The second determines the best flow assignment, 

vehicle routes, and route service frequencies for a given subset Al of 

arcs. The macro-relationship between the two algorithms is shown 

in Figure 2 . 

Both algorithms are of the arc insertion-deletion type,used 

successfully by Scott (h-2) and Billheimer ( 8 ) . They rely heavily upon 

the finding of shortest and second shortest paths for commodities and 

the subsequent computation of improvement parameters. Both also 

require a capacitated, minimum-cost multicommodity flow algorithm as a 

subroutine. 

Guideway Insertion-Deletion 

The essential aspects of an arc insertion-deletion algorithm 

may be described in the context of the following simplified problem: 

Minimize ZI = E u.. p.. + E E f^. d.. (3-13) 
(i,j)eA 1 J 1 J keK (i,j)eA 1 J 1 J 

(arc fixed costs) (variable flow costs) 

Subject to 

Flow requi rement s: 

E fk. - E f1?. = r k, keK, ieN (3-11*) 
jeA(i) 1 J jeB(i) J 1 
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Begin with 
set A of 
•possible arcs 

I 
Select initial 
subset Al of open arcs 

Determine best 
flow assignment, 
routes, and 
service frequencies 

Insert or delete arcs 
from the subset Al 

Determine best flow 
assignment, routes, and 
service frequencies 

Figure 2 . Macro-Relationship Between Algorithms. 
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Arc feasibility: 

E 
keK 

u. . b. . (i,j)eA ( 3 - 1 5 ) 

Integrality and nonnegativity: 

u. . = 0 , 1 , 
10 

( I ,O)eA ( 3 - 1 6 ) 

F ? . > 0 , 
I O -

keK, (i,j)eA ( 3 - 1 7 ) 

where 

f̂ . is the flow of commodity k on arc (i,O) 
10 

10 
is the capacity of arc (i,j) if the arc is open, 

and other terms are as previously defined. 

Starting with an initial set Al of open arcs, the method 

assigns flow so as to minimize the total variable flow costs in the 

network (N,Al). Then arc improvement parameters are computed to 

reflect the trade-offs between fixed and variable costs, insertion 

parameters for closed arcs and deletion parameters for open arcs: 

Arc insertion 
improvement 
parameter 

Change in fixed costs p.. 
from adding arc (i , j ) 1 J ( + ) 

P L U S 

Change in irariable costs d 

( 3 - 1 8 ) 

from rerouting some flow iO 
(-) 
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Arc deletion 
improvement 
parameter 

Change in fixed costs p. . 
from removing arc (i,,})1^ (-) ( 3 - 1 9 ) 

J plus 

A negative improvement parameter indicates that the change 

in fixed plus variable costs leads to an overall cost reduction. The 

arc insertion-deletion algorithm first computes improvement parameters 

for arc insertion. The arc with the most negative improvement 

parameter, if one exists, is then inserted into the network. The 

flow is reassigned and total fixed and variable costs are computed 

to verify the overall cost reduction. New improvement parameters are 

computed for arc insertion and the process is repeated. 

When there exists no arc with a negative improvement parameter, 

the algorithm switches to arc deletion. The algorithm alternates 

between insertion and deletion until no more overall cost improvement 

occurs. 

insertion-deletion algorithm to the research problem as formulated 

in equations ( 3 - 1 ) through ( 3 - 1 2 ) . Each time a guideway is added to 

or removed from the set Al the second, imbedded algorithm is executed 

to obtain the best flow assignment, vehicle routes, and service 

frequencies. 

The computation of exact guideway improvement parameters 

would involve consideration of the vehicle operating costs c.., the 

Figure 3 shows the result of applying this type of arc 
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G i v e n : 
N e t w o r k ( N , A ) , 
T r a v e l Demands 

O b t a i n i n i t i a l s e t 
A l o f o p e n a r c s 

i 
D e t e r m i n e "best f l o w 
a s s i g n m e n t , r o u t e s , 
f r e q u e n c i e s 

Compute g u i d e w a y 
i n s e r t i o n p a r a m e t e r s 

I s b e s ^ 
i n s e r t i o n 
p a r a m e t e r 
n e g a t i v e ? -

Y e s 

No 

I n s e r t g u i d e w a y w i t h 
b e s t p a r a m e t e r i n t o 
t h e s e t A l ; O b t a i n 
"best f l o w a s s i g n 
m e n t , r o u t e s , 
f r e q u e n c i e s 

R e e s t a b l i s h most 
r e c e n t s e t A l and 
c o r r e s p o n d i n g f l o w , 
r o u t e s , f r e q u e n c i e s 

Compute g u i d e w a y 
d e l e t i o n p a r a m e t e r s 

Remove g u i d e w a y w i t h 
"best p a r a m e t e r f r o m 
t h e s e t A l ; O b t a i n 
"best f l o w a s s i g n m e n t , 
r o u t e s , f r e q u e n c i e s 

R e e s t a b l i s h m o s t 
r e c e n t s e t A l a n d 
c o r r e s p o n d i n g f l o w , 
r o u t e s , f r e q u e n c i e s 

1 s t o p | 

Figure 3 . Guideway Insertion-Deletion Algorithm 
With Imbedded Second Algorithm. 
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passenger delay time costs d and d^, and the various constraints 

missing from the simplified formulation of (3-13) . Hence, approximate 

guideway improvement parameters are used, as described in the next 

chapter. Accordingly, every change in the set Al leading to an 

indicated improvement in total costs must be verified, and provision 

is made for such a check in the algorithm. 

Revised Network Representation of Routes 

The second algorithm obtains the solution to the following 

problem: 

Minimize Z2 = Z Z Z f ^ . d. . + d Z Z 
keK meM ( i , j )eA m i J 1 J W keK meM 

(travel time costs) (waiting time costs) 

v m 

m 
(3-20) 

+ d, Z s + Z Z y a . . c. . 
t keK meM ( i , j ) eA m m j 1 J 

(transfer time costs) (vehicle operating costs) 

Subject to 

Passenger flow requirements: 

Z Z 
meM jeA(i) m i j 

Z 
meM 

Z 
jeB(i) mji 

k = r. l keK, ieN (3-2) 

Vehicle capacity: 
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E f < y a . . g, meM, (i,j)eA , „ mij — 'm mij ' , d 

keK 
(3-3) 

Arc feasibility: 

m e M 
y a . . 
m mij 

= 0, (i,j)|2fAl (3-21) 

Waiting time occurrences: 

k 1 
V m = 2 (i,j)eA 

f k . 
mij 

E f 
XeN 

, keK, meM (3-6) 

Transfer time occurrences: 

k 1 s = - Z Z 
m e M (i,j)eA 

f . . - Z f . 
mij £ e N 

- 1, keK (3-7) 

Integrality and nonnegativity: 

f k . > 0 mij - (i,j) A (3-9) 

k k y , v , s nonnegative integers "'m m ( 3 - 1 0 ) , ( 3 - 1 1 ) , (3-12) 

The only difference between the constraints here and those for 

the original formulation (3-1) through (3-12) is that (3-1+), ( 3 - 5 ) 5 and 

(3-8) have been replaced by ( 3 - 2 1 ) . 
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Some of the major difficulties in minimizing Z2 in (.3-20) arise 

from the "vehicle capacity restriction on each route arc and the con

sideration of waiting and transfer time costs. These items are not 

represented "by the guideway network and hence -usually not incorporated 

into a network solution. Mathematically the difficulties manifest 

themselves "by the fractional term v / y in the objective function 
m m 

and the constraints regarding-vehicle capacities, waiting times, and 

transfer times. 

The method used to overcome these obstacles is to construct a 

revised network wherein each route is represented by a set of nodes 

and arcs, and boarding and transfer occurrences are represented by 

dummy nodes and arcs. When all the nodes and arcs are properly 

connected, this revised network will be equivalent to the original 

guideway network with its set of vehicle routes. 

Consider the network in Figure h, containing six stations 

and seven two-way guideways. There are three designated routes: 

reversal runs _a and b, and the loop c_. Frequency of service per 

operating time period is given by y , y, , and y . Passenger travel 
a D c 

time costs d. . and vehicle operating costs c. . are shown for each 

guideway arc. 

A new network is constructed according to the following rules: 

(1) For each station i in route m designate a route node im, 

without duplicating stations in the same route. 

(2) Within each route m connect the nodes im, jm, ... by 

route arcs corresponding to the route in the original network. The 
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D 2 1 ' C 2 1 

-3- \ H 
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D 1 2 , C 1 2 
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CM 
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«» 

LP OJ 
CVJ LPV 

L 65'°65 

d l + 5 ' ^ 5 d

5 6 ' c 5 6 

Route Stations Service 

l _ 2 - 3 - 2 - l 

l_2 +_5_6-5_l t-l 

3 - 6 - 5 - 2 - 3 

Y = 1 0 
a 
Y b = U 

Y = 8 c 

Figure K. Original Network. 
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length of each route arc (im, jm) is the travel time cost d.. of 

the corresponding arc (i9j) in the original network. The capacity 

of each arc (im,jm) is ymg. 

(3) For each station i of the original network designate an 

origin node io and a destination node iz. 

(h) From each new origin node io extend an arc to all route 

nodes im of the same original station number. These arcs are boarding 

arcs, of length d / y m , and uncapacitated. 

(5) From each route node im extend an arc to the corresponding 

origin node io. These arcs are transfer arcs, of length d , and are 

uncapacitated. 

(6) From each route node im extend an arc to the corresponding 

destination node iz. These arcs are terminal arcs, of length zero, 

and uncapacitated. 

(7) Where a net supply of commodity k exists at station i 

of the original network, designate this supply to be at node io of 

the new network. Likewise, a net demand at station i becomes a 

net demand at node iz. 

Applying these rules to the network in Figure h results in 

the revised network in Figure 5. For example, route a_ has three route 

nodes, la, 2a, and 3a, and h route arcs. From origin node 10 there 

are boarding arcs to nodes la and lb, of length d /10 and d A , 

respectively; and from la and lb there are transfer arcs coming back 

to lo, and terminal arcs leading to destination node lz. 

The purpose of this revised network is to represent as variable 



Figure 5. Revised Network. 
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arc flow costs the passenger waiting time cost d /y and the transfer 
* ° w ''in 

time and nuisance cost d^. Consider a passenger travel ing from 

stat ion 1 t o 6 in the or ig ina l guideway network of Figure k. On the 

revised network of Figure 5 he can t r a v e l by the direct route b_: 

l o - l b - V b - 5 b - 6 b - 6 z , incurring an average waiting time cost of d /h 
w 

and t r a v e l time costs of + d ^ + d ^ ) . Or he may se lect route 

_a between stat ions 1 to 2 and then route c_ between stat ions 2 and 6: 

l o - l a - 2 a - 2 o - 2 c - 3 c - 6 c - 6 z , incurring average waiting time costs of d / 1 0 
w 

for route a and d /8 for route c , t rave l time costs of (d n /^ + d^„ + d o r ) , — w — 12 23 36 ' 

and also a t rans fer cost of d^. Another p o s s i b i l i t y i s route a, 

between s tat ions 1 and 3 and route c_ between 3 and 6. In a large 

network the se lect ion of a l e a s t - c o s t path i s not obvious, and the 

assignment of a l l passenger commodities t o achieve minimum t o t a l 

c o s t , subject to vehic le capacity r e s t r i c t i o n s , becomes a large and 

d i f f i c u l t problem. 

In the revised network in Figure 5 a l l the waiting t ime, 

t rave l t ime , and transfer costs are represented e x p l i c i t l y as variable 

arc flow cos t s . The se lect ion of a l ea s t - cos t path for a s ingle 

commodity then becomes a shortest path network problem, and the 

assignment of a l l passenger commodities becomes a capacitated, 

minimum cost multicommodity network flow problem. The advantage here is 

that e f f i c i e n t solut ion techniques ex i s t for such problems ( 1 5 , ^ 5 ) . 

Route Insert ion-Delet ion 

So far nothing has been said about the vehic le amortization and 

operating costs c. . , which are included in the object ive function ( 3 - 2 0 ) . 
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These c . . are considered t o be f ixed costs for insert ing route arcs 

into the revised network. For example, in Figure 5 the f ixed arc 

costs are 

Route a: 1 0 ( c

1 2

 + c 2 3 + c 3 2 + c 2 1 ^ 

Route b: k{clk + c ^ + c ^ + c ^ + c ^ + c ^ ) 

Route c: 8 ( c

3 6 + c ^ + c ^ 2

 + c 2 3 ^ ' 

Boarding, t r a n s f e r , and terminal arcs have zero f ixed cost since there 

i s no vehic le cost associated with those trave l a c t i v i t i e s . 

In th i s framework, then, the problem of minimizing Z2 in 

( 3 - 2 0 ) subject t o the constraints becomes another f ixed-charge, 

capacitated, multicommodity flow problem: se lect a set of f ixed-cost 

arcs for inclusion in a network to minimize the t o t a l of f ixed plus 

variable cos t s . Again, an arc insert ion-delet ion algorithm may be 

used to obtain a so lut ion. The differences between the s impl i f ied 

problem given by (3 -13) through ( 3 - 1 7 ) and the present problem are the 

number of arcs involved and the l o g i c for maintaining a meaningful 

route structure. Hence, the arc improvement parameters lead to route 

improvement parameters, and arc insert ion and deletion become route 

insert ion and delet ion and route modification. 

Adapting an arc insert ion-de le t ion algorithm t o the s i tuat ion 

of handling routes resul ts in the conceptual route insert ion-de le t ion 

algorithm shown in Figure 6. Again, the deta i l s of the algorithm and 

computation of improvement parameters are l e f t for the next chapter. 
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CHAPTER I V 

D E T A I L E D D E S C R I P T I O N OF S O L U T I O N PROCEDURE 

P e n a l t y - C o s t M u l t i c o m m o d i t y F l o w A s s i g n m e n t R o u t i n e 

C o n c e p t u a l V e r s i o n 

T h e u s e o f t h e t w o i n s e r t i o n - d e l e t i o n a l g o r i t h m s d e s c r i b e d 

p r e v i o u s l y w i l l r e q u i r e n u m e r o u s e x e c u t i o n s o f a c a p a c i t a t e d , m i n i m u m 

c o s t m u l t i c o m m o d i t y f l o w r o u t i n e . A t t h e s a m e t i m e o n e w o u l d p r e f e r 

t o d o a m i n i m u m o f w o r k i n d e t e r m i n i n g t h e i m p r o v e m e n t p a r a m e t e r s . 

T h e p e n a l t y - c o s t f l o w a s s i g n m e n t r o u t i n e w a s s e l e c t e d t o a c h i e v e b o t h 

o f t h e s e o b j e c t i v e s . 

T h e p r o b l e m t o b e s o l v e d b y t h i s f l o w a s s i g n m e n t r o u t i n e i s 

t h e f o l l o w i n g : 

M i n i m i z e Z 3 = Z Z 

k e K ( i , j ) e B 

f k . (U-l) 

S u b j e c t t o 

F l o w r e q u i r e m e n t s : 

Z f ^ . = r k , k e K , i e N (h-2) 
j e A ( i ) j e B ( i ) 

A r c c a p a c i t i e s : 
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I f * . (i,j)eB (^ -3 ) 
keK 1 J 

Nonnegativity: 

J 
> 0, keK, (i,j)eB (h-k) 

where B is the set of arcs in the network, and all other terms are as 

previously defined. 

The conceptual version of this routine may be described by the 

following steps, also shown in Figure 7: 

( 1 ) Set all arc infeasibility parameters to zero. 

(2) In the given network (N,B) assign each commodity to its 

shortest path, disregarding arc capacities. Compute total flow on 

each arc. 

(3) Determine the set Bl <Z B of infeasible, or oversaturated, 

arcs. If there are none, or B^ = <J>, stop. 

(h) For the set Bl of infeasible arcs increase the length 

of each arc by one unit e. 

(5) For each arc in the set Bl add to the previous 

infeasibility parameter the quantity - (excess flow x e). Return to 

step 2. 

assignment problem with no split commodities, the above procedure will 

normally terminate after a finite number of steps. The case with split 

commodities can be handled by modifying step 2. 

If there is a feasible solution to the multicommodity flow 
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St 

No 
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By Unit e 

AIP(I ,J ) = A I P ( I ? J ) 
- (Excess Flow x e) 

Figure 7. Penalty-Cost Multicommodity Flow 
Assignment Routine, Conceptual Version 
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The flow assignment so obtained w i l l be a good, but not 

necessar i ly opt imal , solut ion to the multicommodity flow assignment 

problem. The i n f e a s i b i l i t y parameter for each arc w i l l represent the 

cumulative i n f e a s i b i l i t y of that arc during the process of changing 

from an i n i t i a l in feas ib le flow assignment to a f inal f eas ib le 

assignment. 

Actual Version 

An interes t ing feature of the solution procedure i s the 

following: the commodity to be reassigned next i s the one with the 

smallest dif ference between an infeas ib le shortest path and a more 

f eas ib le (or l e s s in feas ib le ) second shortest path. By i t s e l f , th i s 

feature i s desirable from the standpoint of modeling a user-oriented 

t rans i t system. 

More important, however, i s the fact that i t leads t o an 

e f f i c i e n t implementation version of the penalty-cost assignment 

rout ine: 

( 1 ) Set a l l arc i n f e a s i b i l i t y parameters to zero. 

(2) In the given network (N,B) assign each commodity to 

i t s shortest path, disregarding arc capac i t i e s . Compute t o t a l flow 

for each arc. 

(3) Determine the set Bl C B of in feas ib le arcs . I f there 

are none, stop. 

(k) Determine the set KlCZK of commodities for which the 

shortest path contains in feas ib le arcs. I f a new commodity enters 

the set K l , f lag i t . On the f i r s t i t era t ion a l l commodities in the 
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s e t K l a r e f l a g g e d . 

( 5 ) F o r e a c h c o m m o d i t y k e K l , d e t e r m i n e t h e s h o r t e s t a n d s e c o n d -

s h o r t e s t p a t h l e n g t h s , p ^ a n d p ^ , r e s p e c t i v e l y , t h e n u m b e r o f 

i n f e a s i b l e a r c s n ^ i n t h e s h o r t e s t p a t h , a n d t h e n u m b e r o f i n a d e q u a t e 

a r c s n ^ i n t h e s e c o n d - s h o r t e s t p a t h , s u c h t h a t n ^ < n ^ . A n i n a d e q u a t e 

a r c i s o n e t h a t w o u l d b e i n f e a s i b l e i f c o m m o d i t y k w e r e a s s i g n e d , t o i t . 

T h e p ^ i s a v a i l a b l e f r o m s t e p 2 o r s t e p 1 1 , t h e n ^ f r o m s t e p k . T h e 

p ^ r e m a i n s u n c h a n g e d f r o m t h e p r e v i o u s i t e r a t i o n f o r u n f l a g g e d 

c o m m o d i t i e s . F o r f l a g g e d c o m m o d i t i e s a s e c o n d - s h o r t e s t p a t h m u s t b e 

c o m p u t e d . I f t h e s e c o n d - s h o r t e s t p a t h d o e s n o t c o n t a i n f e w e r 

i n a d e q u a t e a r c s t h a n t h e r e a r e i n f e a s i b l e a r c s i n t h e s h o r t e s t p a t h , 

s e l e c t t h e t h i r d - s h o r t e s t p a t h , e t c . I f t h e r e i s n o n ^ - s h o r t e s t 

p a t h s u c h t h a t n ^ < n ^ f o r a l l k e K l , t h e n t h e n e t w o r k i s i n f e a s i b l e . 

( 6 ) F o r e a c h c o m m o d i t y k e K l , c o m p u t e 

P 2 " p l 

" k n i - n 2 

( 7 ) S e l e c t k * e K l s u c h t h a t u ^ . * i s m i n i m i z e d . L e t e p s = u ^ * . 

C o m m o d i t y k * b e c o m e s t h e n e x t c o m m o d i t y t o b e r e a s s i g n e d . 

( 8 ) F o r t h e s e t B l o f i n f e a s i b l e a r c s i n c r e a s e t h e l e n g t h o f 

e a c h a r c b y e p s . 

( 9 ) F o r e a c h a r c i n t h e s e t B l a d d t o t h e p r e v i o u s i n f e a s i b i l i t y 

p a r a m e t e r t h e q u a n t i t y 

- ( e x c e s s f l o w x e p s ) . 
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( 1 0 ) R E A S S I G N COMMODITY K * FROM I T S SHORTEST TO I T S SECOND-

SHORTEST P A T H , AND MAKE THE CORRESPONDING CHANGES I N TOTAL FLOW FOR 

EACH ARC INCLUDED I N E I T H E R OF T H E S E P A T H S . 

( 1 1 ) FOR EACH COMMODITY K E K L , K j- K * , REPLACE 

P-L ( P X + N X X E P S ) 

( 1 2 ) EXAMINE T H E SECOND-SHORTEST PATHS FOR EACH COMMODITY K E K L . 

I F N^ ¥ 0 , FLAG THE COMMODITY. RETURN TO STEP 3 . 

F I G U R E 8 SHOWS THE FLOWCHART FOR THE ABOVE IMPLEMENTATION 

V E R S I O N OF THE PENALTY-COST ASSIGNMENT R O U T I N E . SEVERAL OF T H E STEPS 

I N THE ROUTINE ARE C R I T I C A L TO M I N I M I Z I N G T H E COMPUTATIONS INVOLVED: 

S T E P 6 D E T E R M I N E S , FOR ANY P A R T I C U L A R COMMODITY, THE MINIMUM 

AMOUNT U ^ B Y WHICH EACH ARC I N B L WOULD HAVE TO B E I N C R E A S E D SO THAT 

THE SECOND SHORTEST PATH WOULD BECOME T H E SHORTEST PATH FOR THAT 

COMMODITY. ASSUME, FOR EXAMPLE, THAT FOR COMMODITY K THE SHORTEST 

PATH HAS LENGTH P ^ = 1 0 0 AND CONTAINS N^ = 3 I N F E A S I B L E A R C S , AND THAT 

T H E SECOND SHORTEST PATH HAS LENGTH P ^ = 1 1 0 AND CONTAINS N^ = 1 

INADEQUATE A R C . THEN U^ = ( 1 1 0 - 1 0 0 ) / ( 3 - L ) = 5 * I N C R E A S I N G EACH 

ARC I N B L B Y 5 W I L L RESULT I N P^^ = 1 0 0 + ( 3 ) ( 5 ) = 1 1 5 , AND P 2 = 1 1 0 + 

( L ) ( 5 ) = 1 1 5 OR P 2 = 1 1 0 + ( 0 ) ( 5 ) = 1 1 0 , DEPENDING ON WHETHER THE ONE 

INADEQUATE ARC I N T H E SECOND SHORTEST PATH WAS ALREADY I N F E A S I B L E OR 

NOT. AT T H I S P O I N T A S S I G N I N G THE COMMODITY TO E I T H E R OF THE PATHS 

WOULD RESULT I N T H E SAME PATH LENGTH OF 1 1 5 ' I F THE ONE INADEQUATE 

ARC WAS NOT I N F E A S I B L E B E F O R E , I T W I L L B E A F T E R T H E COMMODITY I S ROUTED 



S E T ALL ARC 
I N F E A S I B I L I T Y 
PARAMETERS 
A I P ( I , J ) = 0 

A S S I G N EACH 
COMMODITY TO I T S 
SHORTEST P A T H , 
COMPUTE TOTAL 
FLOW ON EACH ARC 

DETERMINE SET OF 
I N F E A S I B L E ARCS B L 

Y E S ^ X ^ \ . 

| * - < ^ B 1 = $ 

NO 

DETERMINE SET KL OF 
COMMODITIES FLOWING 
OVER SET B L 

FOR K E K L DETERMINE : 
SHORTEST PATH P , 
N O . OF I N F . ARCS N.. , 
SECOND SHORTEST PATH P ^ , 
NO. OF I N F . ARCS N^ 

FOR KEKL COMPUTE 

p 2 - p-

N L - n2 

R E A S S I G N C .AMMODITY K * , 
ALL OTHERS REMAIN 
UNCHANGED, UPDATE 
FLOWS, P . . , 

>. 1 f 

A I P ( L , J ) = 
- ( E X C E S S 

= A I P ( I . J ) A I P ( L , J ) = 
- ( E X C E S S FLOW X E P S ) 

FOR EACH ARC I N B L 
I N C R E A S E LENGTH by E P S 

> 

SELECT U^.* = M I N U ^ 

= EPS 

F I G U R E 8. PENALTY-COST MULTICOMMODITY FLOW 
ASSIGNMENT R O U T I N E , ACTUAL V E R S I O N . 
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o n t h e s e c o n d s h o r t e s t p a t h , a n d h e n c e t h a t a r c w i l l h a v e i t s l e n g t h 

i n c r e a s e d b y u ^ = 5. 

I n s t e p T " the m i n i m u m o f t h e s e u ^ i s s e l e c t e d , o v e r a l l k e K l . 

T h i s k * t h e n r e p r e s e n t s t h e c o m m o d i t y t h a t w o u l d b e f i r s t i n d u c e d t o 

c h a n g e t o a m o r e f e a s i b l e s e c o n d s h o r t e s t p a t h i f e a c h a r c i n B l w e r e 

i n c r e m e n t e d r e p e a t e d l y b y a s m a l l a m o u n t e , a s w o u l d b e d o n e i n t h e 

c o n c e p t u a l v e r s i o n o f t h e r o u t i n e . 

A m o r e f e a s i b l e s e c o n d s h o r t e s t p a t h i s o b t a i n e d u s i n g r a t h e r 

s i m p l e p r o c e d u r e s . I f t h e n u m b e r o f i n f e a s i b l e a r c s i n t h e s h o r t e s t 

p a t h i s n ^ = 1 , i n c r e a s e t e m p o r a r i l y t h e l e n g t h o f t h e o n e i n f e a s i b l e 

a r c b y s o m e l a r g e n u m b e r E ^ , a n d t h e n f i n d t h e s h o r t e s t p a t h i n t h e 

r e s u l t i n g n e t w o r k . 

I f n ^ > l t h e n t h e p e n a l t y c o s t c o n c e p t i s a p p l i e d a g a i n , o n a 

s m a l l e r s c a l e . I n c r e a s e t e m p o r a r i l y t h e l e n g t h o f e a c h i n f e a s i b l e a r c 

i n t h e s h o r t e s t p a t h b y s o m e s m a l l n u m b e r e ^ a n d f i n d t h e s h o r t e s t 

p a t h i n t h e r e s u l t i n g n e t w o r k . I f t h e s e c o n d s h o r t e s t p a t h f o u n d i n 

t h i s m a n n e r i s n o t m o r e f e a s i b l e , o r n ^ ^_ n ^ 9 i n c r e a s e t e m p o r a r i l y 

e a c h i n a d e q u a t e a r c i n t h i s p a t h b y e_^, a n d , r e t a i n i n g t h e p r e v i o u s 

t e m p o r a r y a r c l e n g t h i n c r e a s e s , a g a i n f i n d t h e s h o r t e s t p a t h i n t h e 

r e s u l t i n g n e t w o r k . R e p e a t t h e a b o v e p r o c e d u r e , r e t a i n i n g a l l t e m p o r a r y 

a r c l e n g t h i n c r e a s e s , u n t i l a m o r e f e a s i b l e n ^ - s h o r t e s t p a t h i s f o u n d . 

E x c e s s i v e c o m p u t a t i o n o f s u c h p a t h s c a n b e a v o i d e d b y o b s e r v i n g 

t h a t i f 

P - Pn 
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w h e r e 

u ^ 1 i s t h e c u r r e n t b e s t v a l u e o f u ^ , 

p i s a n y n ^ - s h o r t e s t p a t h f o u n d f o r c o m m o d i t y k a c c o r d i n g t o 

t h e r u l e s g i v e n a b o v e , 

t h e n 

n1 n - n 2 

w h e r e p ^ i s t h e f i r s t m o r e f e a s i b l e n ^ - s h o r t e s t p a t h f o u n d . I n s u c h a 

c a s e c o m m o d i t y k c a n n o t b e c o m e k * a n d t h e r o u t i n e c a n c o n t i n u e t o t h e 

n e x t c o m m o d i t y . 

U p d a t i n g t h e s t o r e d i n f o r m a t i o n i s q u i c k s i n c e o n l y c o m m o d i t y k * 

c h a n g e s i t s p a t h . F o r a l l o t h e r c o m m o d i t i e s k e K l t h e p a t h l e n g t h s 

i n c r e a s e b y ( n ^ x e p s ) . N e x t a r e d e t e r m i n e d t h e n e w v a l u e s o f n ^ a n d 

n ^ . I f n ^ = 0 , t h e s e c o n d s h o r t e s t p a t h r e m a i n s t h e s a m e , a s d o e s i t s 

l e n g t h p ^ . I f n ^ 7̂  0 , s o m e o t h e r p a t h m a y b e c o m e s h o r t e r d u r i n g t h e 

n e x t i t e r a t i o n , a n d t h e c o m m o d i t y i s f l a g g e d f o r s u c h r e c o m p u t a t i o n . 

L i k e w i s e , i f t h e c o m m o d i t y w a s d o m i n a t e d a s a r e s u l t o f ( ^ - 6 ) , t h e n i t s 

s e c o n d s h o r t e s t p a t h m u s t a l s o b e r e c o m p u t e d d u r i n g t h e n e x t i t e r a t i o n . 

I t m a y h a p p e n t h a t , a s a r e s u l t o f r e a s s i g n i n g c o m m o d i t y k * , s o m e 

o t h e r c o m m o d i t y d r o p s f r o m t h e s e t K l , i n w h i c h c a s e e v e n g r e a t e r 

c o m p u t a t i o n a l s a v i n g s a r e a c h i e v e d . 

O c c a s i o n a l l y a c o m m o d i t y i n t h e s e t K l w i l l f i n d i t s o n l y 

f e a s i b l e p a t h b l o c k e d b y s o m e o t h e r c o m m o d i t y t h a t h a s y e t t o b e 

r e a s s i g n e d . I f t h e b l o c k e d c o m m o d i t y i s n o t d o m i n a t e d b y t h e c r i t e r i o n 
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o f ( i i - 6 ) , p e r h a p s b e c a u s e i t i s f i r s t i n t h e l i s t o f K l , t h e n i t i s 

d e c l a r e d t e m p o r a r i l y d i s a b l e d a n d r e m o v e d f r o m t h e s e t K l , i t s n ^ i s 

s e t e q u a l t o 0 , a n d i t i s a l l o w e d t o r e m a i n o n i t s i n f e a s i b l e p a t h . 

T h e c r i t e r i o n f o r s u c h a c t i o n i s i f t h e s e c o n d s h o r t e s t p a t h l e n g t h p ^ 

e x c e e d s s o m e l a r g e n u m b e r , w h e r e E > E ^ . 

W h e n t h e s e t K l b e c o m e s e m p t y , a l l s u c h t e m p o r a r i l y d i s a b l e d 

c o m m o d i t i e s a r e p l a c e d b a c k i n K l , a n d t h e r o u t i n e i s s t a r t e d a g a i n . 

T h i s a c t i o n i s r e p e a t e d a s o f t e n a s n e c e s s a r y u n t i l a l l c o m m o d i t i e s 

a r e a s s i g n e d t o f e a s i b l e p a t h s . I f n o c o m m o d i t y c a n b e r e a s s i g n e d t o 

a m o r e f e a s i b l e p a t h a n d n o c o m m o d i t y c a n b e r e m o v e d f r o m t h e d i s a b l e d 

l i s t , t h e n e t w o r k i s d e c l a r e d i n f e a s i b l e . I n s u c h a c a s e o v e r s a t u r a t e d 

a r c s a t t h e f i n a l i t e r a t i o n w i l l h a v e t h e i r i n f e a s i b i l i t y p a r a m e t e r s 

i n c r e m e n t e d b y a l a r g e , n e g a t i v e n u m b e r . 

S u m m a r i z i n g , t h e p e n a l t y - c o s t r o u t i n e o b t a i n s a g o o d , b u t n o t 

n e c e s s a r i l y o p t i m a l , s o l u t i o n t o t h e m i n i m u m c o s t m u l t i c o m m o d i t y f l o w 

p r o b l e m . A n i m p o r t a n t b y - p r o d u c t i s t h e c o m p u t a t i o n o f t h e a r c 

i n f e a s i b i l i t y p a r a m e t e r s . T h i s p a r a m e t e r r e p r e s e n t s t h e c u m u l a t i v e 

i n f e a s i b i l i t y o f a n a r c d u r i n g t h e p r o c e s s o f c h a n g i n g f r o m a n i n i t i a l 

i n f e a s i b l e f l o w a s s i g n m e n t t o a f i n a l f e a s i b l e a s s i g n m e n t , m e a s u r e d i n 

t e r m s o f v a r i a b l e a r c f l o w c o s t s . 

R o u t e I n s e r t i o n a n d R o u t e I n s e r t i o n P a r a m e t e r s 

T h e i n s e r t i o n p o r t i o n o f t h e r o u t e i n s e r t i o n - d e l e t i o n a l g o r i t h m 

c o n t a i n s t h r e e m a j o r p h a s e s : 

( 1 ) I n c r e a s i n g s e r v i c e o n a n e x i s t i n g r o u t e 

( 2 ) A p p e n d i n g g u i d e w a y a r c s t o e x i s t i n g r o u t e s 
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( 3 ) Route construction. 

In addit ion, a number of subroutines, bookkeeping operations, and 

network log ic considerations play a s igni f icant r o l e : 

(h) Route configurations allowed 

( 5 ) I n i t i a l adjustments to the set of routes 

( 6 ) Constructing the revised network 

(7) Computation of arc insert ion improvement parameters. 

For convenience of exposit ion the l a t t e r are discussed f i r s t . 

Route Configurations Allowed 

The number of poss ib le routes in even a small network quickly 

reaches unmanageable proportions. For example, in a maximally connected 

network with 1 0 s tat ions the t o t a l number of poss ib le routes of length 

1 0 arcs or l e s s i s 2 5 , 0 0 0 . In order to l imi t the computational burden 

routes are constrained with respect t o length, form, and s tart ing 

point . 

A route may be e i ther a loop or a reversal run. A loop route 

must have exact ly one arc incident to and exactly one arc incident 

from each s tat ion included in the route. A reversal run i s simply a 

route which doubles back on i t s e l f . Frequency of route service on a 

loop must be the same on a l l arcs of the loop. A reversal run may 

have multi-zone s e r v i c e , on the other hand. Consider the reversal 

run in Figure 9 5 s tart ing at node 1 : service between stat ions 1 

and 2 i s 15 per time period, between stat ions 2 and 3 i t i s 12 per 

time per iod , and between 3 and 5 i t i s 1 0 . This implies that during 

one time period there are 1 0 vehic le t r i p s from s tat ion 1 t o 5 and 
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F i g u r e 9. R e v e r s a l R u n R o u t e . 

b a c k , t w o v e h i c l e t r i p s f r o m 1 t o 3 a n d b a c k , a n d t h r e e v e h i c l e t r i p s 

f r o m 1 t o 2 a n d b a c k . A s m e n t i o n e d p r e v i o u s l y , v e h i c l e s s t o p a t a l l 

i n t e r m e d i a t e p o i n t s . 

A r o u t e i s c o n s t r a i n e d t o b e g i n a n d e n d a t d e s i g n a t e d m a j o r 

s t a t i o n s , w h i c h a r e p r e d e t e r m i n e d b y t h e t r a n s p o r t a t i o n p l a n n e r a n d 

r e a d a s i n p u t d a t a . T h u s , a l o o p r o u t e m u s t c o n t a i n a t l e a s t o n e 

m a j o r s t a t i o n , w h i l e a r e v e r s a l r u n m u s t h a v e a m a j o r s t a t i o n a t o n e 

e n d , w i t h t h e m o r e f r e q u e n t s e r v i c e o p e r a t i n g f r o m t h a t s t a t i o n . 

B e s i d e s r e d u c i n g t h e c o m p u t a t i o n a l b u r d e n o f t h e a l g o r i t h m , 

t h e r e a r e a t l e a s t t w o p h y s i c a l r e a s o n s f o r t h i s r e s t r i c t i o n . F i r s t , 

t h e a c t u a l t i m e t a b l e s c h e d u l i n g o f v e h i c l e s i n a n y s y s t e m w i l l i n v o l v e 

t h e u s e o f t h e s a m e v e h i c l e o n d i f f e r e n t r o u t e s . H e n c e , i t w i l l b e 

e a s i e r t o c o n n e c t v a r i o u s r o u t e s f o r t r a v e r s a l b y o n e v e h i c l e i f 

t h e r e a r e a l i m i t e d n u m b e r o f s t a r t i n g a n d e n d p o i n t s f o r r o u t e s . 

S e c o n d , t h e s t a r t i n g a n d e n d p o i n t s o f r o u t e s w i l l n o r m a l l y r e q u i r e 

s o m e m e a n s f o r s t o r a g e o f i d l e v e h i c l e s d u r i n g t h e o f f - p e a k o p e r a t i n g 
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hours. Stat ions with such storage capacity are usually l imited in a 

t r a n s i t system, for reasons of f ixed c o s t , space, personnel f a c i l i t i e s , 

e t c . 

Any method for se lec t ing major s tat ions resu l t s in more routes 

serving those part icu lar s tat ions and hence invariably biases the 

f i n a l so lut ion . Among the poss ib le c r i t e r i a the transportation'planner 

might use are: ( l ) the number of guideways incident at a s t a t i o n , 

(2) the net t r a v e l demand at a s t a t i o n , and (3 ) the net flow across 

a s tat ion on unconstrained shortest path assignment of a l l commodities. 

I n i t i a l Adjustments t o the Set of Routes 

The guideway insert ion-de le t ion algorithm, the ca l l ing program, 

provides the i n i t i a l set of r o u t e s , which i s the best set of routes 

from the previous i t era t ion of the guideway algorithm. For the O^*1 

i t e ra t ion of the guideway algorithm a set of routes i s provided in 

the input data. 

The routes are f i r s t checked for f e a s i b i l i t y with respect to 

guideways. I f any route covers a closed guideway then that route 

must be adjusted. I f i t happens t o be a loop route i t i s necessari ly 

deleted e n t i r e l y . Reversal run routes are e i ther deleted or shortened, 

depending upon where the guideway occurs within the route and the 

a v a i l a b i l i t y of a major s tat ion for use as a s tart ing point of the 

shortened route. 

Second, a check i s made to ascertain that a l l open guideways 

are covered by at l eas t one route. I f t h i s i s not the case , then a 

zero - l eve l route i s es tabl i shed for each uncovered guideway. Such a 
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z e r o - l e v e l r o u t e i s a r e v e r s a l r u n r o u t e t w o a r c s l o n g a n d w i t h z e r o 

f r e q u e n c y o f s e r v i c e . T h i s p r o c e d u r e i s n e c e s s a r y i n o r d e r t o o b t a i n 

i n s e r t i o n i m p r o v e m e n t p a r a m e t e r s f o r r e g u l a r r o u t e s t h a t m a y 

e v e n t u a l l y c o v e r t h a t g u i d e w a y . 

C o n s t r u c t i n g t h e R e v i s e d N e t w o r k 

A f t e r t h e i n i t i a l a d j u s t m e n t s h a v e b e e n m a d e t o t h e r o u t e s , 

t h e r e v i s e d n e t w o r k i s c o n s t r u c t e d a c c o r d i n g t o t h e r u l e s g i v e n i n 

C h a p t e r I I I . 

I n t h e c a s e o f a r e v e r s a l r u n w i t h m u l t i - z o n e s e r v i c e t h e 

l e n g t h o f t h e b o a r d i n g a r c , r e p r e s e n t i n g t h e a v e r a g e w a i t i n g t i m e f o r 

a v e h i c l e o n t h e r o u t e , i s d e t e r m i n e d b y a n a v e r a g i n g p r o c e s s : t h e 

n u m b e r o f v e h i c l e s y ^ p e r p e r i o d o n t h e r o u t e i s t a k e n t o b e t h e 

a v e r a g e o f t h e n u m b e r o f v e h i c l e s p e r p e r i o d s e r v i n g e a c h s t a t i o n i n 

t h e r o u t e . T h e b o a r d i n g a r c l e n g t h i s t h e n c o m p u t e d i n t h e u s u a l 

m a n n e r a s d / y . A n y a t t e m p t a t a m o r e p r e c i s e d e t e r m i n a t i o n o f 

a v e r a g e w a i t i n g t i m e s w o u l d d e p e n d u p o n t h e p a t h s o f t h e c o m m o d i t i e s , 

w h i c h a r e u n k n o w n a t t h i s p o i n t . F o r t h e s a m e r e a s o n n o a t t e m p t i s 

m a d e t o m o d e l t h e s i t u a t i o n w h e r e t h e a v e r a g e w a i t i n g t i m e m a y b e 

l e s s f o r a c o m m o d i t y a s a r e s u l t o f t w o o r m o r e r o u t e s b e i n g a v a i l a b l e . 

T h e c o m p u t a t i o n o f a v e r a g e w a i t i n g t i m e s a s d / y i s i n t e n d e d 

f o r u n i f o r m l y d i s t r i b u t e d t r a v e l d e m a n d f o r e a c h c o m m o d i t y . T h i s 

s e e m s w e l l s u i t e d f o r p e a k - h o u r t r a n s i t n e e d s , w h e n s e r v i c e i s 

f r e q u e n t a n d p a s s e n g e r a r r i v a l s a t s t a t i o n s a r e i n d e p e n d e n t o f v e h i c l e 

t i m e t a b l e s . F o r i n f r e q u e n t s e r v i c e a m a x i m u m a v e r a g e w a i t i n g t i m e i s 

u s e d o n t h e a s s u m p t i o n t h a t a p a s s e n g e r t i m e s h i s a r r i v a l a t a s t a t i o n . 
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O t h e r s i t u a t i o n s m a y b e m o d e l e d a p p r o p r i a t e l y . 

F o l l o w i n g t h e c o n s t r u c t i o n o f t h e r e v i s e d n e t w o r k , t h e p e n a l t y -

c o s t m u l t i c o m m o d i t y r o u t i n e a s s i g n s t h e f l o w a n d p r o d u c e s t h e a r c 

i n f e a s i b i l i t y p a r a m e t e r s . 

A r c I n s e r t i o n I m p r o v e m e n t P a r a m e t e r s 

A t e a c h i t e r a t i o n o f t h e m u l t i c o m m o d i t y a s s i g n m e n t r o u t i n e t h e 

i n f e a s i b i l i t y p a r a m e t e r o f e a c h a r c i s i n c r e m e n t e d b y - ( e x c e s s f l o w x 

e p s ) . T h e c u m u l a t i v e r e s u l t o f t h i s p r o c e s s p r o v i d e s a r o u g h m e a s u r e 

o f t h e p o t e n t i a l s a v i n g s i n v a r i a b l e f l o w c o s t s t o b e a c h i e v e d b y 

i n c r e a s i n g t h e c a p a c i t y o f t h e a r c . 

F o r e x a m p l e , a s s u m e t h e s h o r t e s t p a t h f o r c o m m o d i t y k , w i t h 

t r a v e l d e m a n d 100, c o n t a i n s n = 1 i n f e a s i b l e a r c , c a r r y i n g a n e x c e s s 

f l o w o f 100, a n d t h a t t h e s e c o n d s h o r t e s t p a t h i s p ^ - = 20 u n i t s 

l o n g e r . I n c r e m e n t i n g t h e o n e i n f e a s i b l e a r c b y 20 u n i t s w i l l c a u s e 

t h e c o m m o d i t y t o s w i t c h t o t h e f e a s i b l e s e c o n d s h o r t e s t p a t h , a t a n 

i n c r e a s e i n t o t a l v a r i a b l e f l o w c o s t s o f (20)(l00) = 2000 u n i t s . 

T h e i n c r e m e n t a t i o n o f t h e a r c i n f e a s i b i l i t y p a r a m e t e r r e c o r d s 

a l l s u c h p o t e n t i a l s a v i n g s , i n a n a p p r o x i m a t e m a n n e r . I f t h e s h o r t e s t 

p a t h c o n t a i n s n ^ > 1 i n f e a s i b l e a r c s , t h e n e a c h o f t h e s e n e e d s t o b e 

i n c r e m e n t e d o n l y b y ( p ^ - p ^ ) / n ^ t o c a u s e t h e c o m m o d i t y t o s w i t c h 

p a t h s . I n s u c h a c a s e t h e s a m e p o t e n t i a l s a v i n g s a r e s h a r e d b y t h e n ^ 

a r c s . A l l t h e s e m a t t e r s a r e a u t o m a t i c a l l y c o n s i d e r e d i n t h e c o m p u t a t i o n 

o f u ^ , t h e s e l e c t i o n o f u^ .* = e p s , a n d t h e i n c r e m e n t a t i o n o f t h e a r c 

i n f e a s i b i l i t y p a r a m e t e r s . 

I n c r e a s i n g t h e c a p a c i t y o f a n a r c , f r o m e i t h e r z e r o o r a 
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positive level, will increase the fixed costs. However, it is likely 

that "by rerouting flow some fixed-cost savings may be achieved 

elsewhere in the network. Hence, the arc infeasibility parameters 

provide by themselves a priority ranking for increasing arc capacities. 

Thus, in the route insertion-deletion algorithm, referring to arcs 

in the revised network, arc insertion improvement parameters are" 

defined to be the arc infeasibility parameters. 

Route insertion improvement parameters are then obtained by 

summing the insertion parameters for arcs contained in the route. 

Since boarding arcs, transfer arcs, and terminal arcs are uncapacitated, 

no parameters are obtained for these. Since it may be desirable to 

construct a completely new route, it is also useful to cumulate the 

arc improvement parameters to guideways. 

In determining how much capacity increase should be made for 

an arc one needs to know the maximum excess flow, or the additional 

capacity desired, on the arc during the multicommodity assignment 

routine. This information is obtained for each arc along with the 

incrementation of the arc infeasibility parameter. At the end of 

the routine this additional capacity desired is also cumulated to 

guideways. 

Increasing Service on Existing Routes 

The first method of "inserting" a route to increase network 

capacity is to increase the service on an existing route. The route 

to be increased is selected as that one with the best insertion 

improvement parameter. For loop routes the route parameter is obtained 
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by summing the arc parameters for all arcs in the route. 

It is possible, however, to increase only a section of a 

reversal run route. Referring again to Figure 9, service increases 

can be made on the following sections: 

1-2, 1-2-3, 1-2-3-1+, 1-2-3-U-5, 

2-3, 2-3-U, 2-3 -U -5, 

3-k, 3-1+-5. 

Increases on sections beginning at 1 may be of any magnitude. 

Increases on sections beginning at 2 are limited to three vehicles, 

since the service between 2 and 3 cannot exceed 15, the service on the 

next branch closer to the major station. Likewise, the sections 

beginning at 3 cannot be increased by more than two vehicles per 

period, and no increase is possible on the section between k and 5. 

The route insertion improvement parameters are determined for 

all sections of a reversal run route. If two sections of unequal 

length have the same improvement parameter, the shorter section is 

preferred since it will result in a smaller fixed-cost increase for 

the same indicated route improvement parameter. 

Once the route or section has been selected, it is subjected 

to a preliminary test of the route improvement parameter versus a 

cut-off value, performed to limit the number of iterations in this 

section. Next, the service on the route or section is increased by 

one vehicle per time period, a revised network is constructed, the 

multicommodity routine is entered to assign the flow, and total fixed 



63 

and variable costs are obtained. 

If there is overall improvement, the new insertion improvement 

parameters are obtained, and the next route or route section is 

selected for a service increase. Overall deterioration leads to 

the reestablishment of the previous set of routes, service frequencies, 

flow assignment, and insertion improvement parameters. The algorithm 

then attempts to append arcs to existing routes, as described later. 

Figure 10 depicts the general relationships among the steps described 

above. 

If the previous set of routes was infeasible, then overall 

costs will deteriorate because of the increase in fixed costs. However, 

the increased service will normally reduce infeasibility, and the 

change is therefore accepted. In the case of an infeasible network 

those arcs that are oversaturated at the final flow assignment 

will have very low, or extreme, values for infeasibility parameters. 

Hence, those arcs will tend to have their capacity increased first. 

Appending Guideway Arcs to Existing Routes 

This phase of the algorithm tries to extend existing reversal 

run routes by appending pairs of arcs to them. Such route lengthening 

is allowed only at the end away from the major station in order to 

maintain a consistent multi-zone route structure. 

Here the guideway insertion improvement parameters are used to 

select the guideway pair with the best sum of parameter values. Then a 

preliminary test is made against the fixed cost for the guideway pair. 

Next, a route is located to which the pair may be appended. If there 
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exists more than one such route, the selection process favors the one 

for which the service frequency, on the last section of the reversal 

run route, most closely approaches the capacity desired on the new 

section. 

Since zero-level routes constitute an artificial device to 

obtain improvement parameters, they are not considered for lengthening. 

Anyway, lengthening a zero-level route would achieve no increase in 

capacity since the service on the new section could not exceed the 

zero service frequency on the old section. 

If the guideway pair can be appended, then any corresponding 

zero-level route is dropped. The revised network is constructed, the 

multicommodity routine is entered to assign the flow, and total costs 

are computed. 

An overall cost improvement leads to computation of new 

parameters and the selection of the next guideway pair. In the case of 

deterioration the previous routes, flow, and parameters are reestablish

ed, and the guideway pair is placed in a hold list. The next guideway 

pair is then selected. 

If a guideway pair cannot be appended to a route, it is also 

placed in the hold list, and the next pair is selected. Any time the 

appending of a pair results in an overall cost improvement, the hold 

list is cleared of all entries. 

Figure 11 shows the flowchart for this phase of the algorithm. 

The phase is exited either by failing the preliminary test or by 

exceeding the allowable length of the hold list. 
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Route Const miction 

A third method of inserting a route into the network is to 

construct an entirely new route. The idea is to select guideway arcs 

for the new route so that the resulting route improvement parameter 

has a large, negative value. 

The route is constructed "by a routine which "builds a cycle of 

the most negative length on the graph of open guideway arcs. The 

length of each arc in the cycle is defined to "be: 

ji. . = guideway insertion improvement parameter, if 
negative; otherwise, 

. = vehicle operating cost c . i •] c. 11 
- savings m passenger transfer time costs. 

If the insertion parameter is negative, it already reflects the major 

change in total costs expected from inserting the arc into a route. 

If not, no variable cost savings are expected, and the measure of 

change in total costs due to inserting the arc is the vehicle operating 

cost less the savings in passenger transfer costs. 

The route insertion improvement parameter for the cycle so 

constructed is simply the length of the cycle. In this phase of 

the algorithm, then, a route parameter also reflects the potential 

savings in transfer time costs "between guideway arcs for which the 

infeasibility parameters are zero. 

The route constructed must meet the usual restrictions con

cerning major station starting point, loop or reversal run form, and 

maximum number of arcs. Accordingly, the route starting point is 
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selected to be a major station at the end of a guideway arc with an 

extreme parameter value. 

The negative cycle is constructed in two steps. First, an 

out-tree is constructed using the route starting point as the origin. 

The rules governing tree construction are the same as for Whiting 

and Hillier's minimum path tree algorithm ( 5 0 ) , except that no cycles 

are permitted at this stage. The tree is constructed by successively 

adding to the tree the node closest to the origin. 

In executing this part of the routine the origin node is 

initially labeled with the permanent value zero, and all other nodes 

are tentatively labeled with a value of infinity. The terminal node 

of each arc emanating from the origin node is then assigned a new 

label based on its distance from the origin node and is entered in the 

cumulative table. The labels of all nodes in the table are compared, 

the smallest label is declared permanent, and the node possessing 

this label is entered in the tree. The terminal node of each arc 

emanating from the newly entered node is entered in the cumulative 

table and tentatively relabeled with the smaller of the following two 

values: (l) its existing label, and (2) the sum of the newly entered 

node label and its distance from this node. If a node is already in 

the permanent tree, then it is not entered in the cumulative table, 

thus avoiding cycles. The minimum of the labels in the cumulative 

table is then declared permanent, the node possessing this label is 

added to the tree, and the relabeling process is repeated. If routes 

are limited to b arcs in length, the out-tree construction process 
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continues until all nodes within b /2 arcs from the origin are per

manently labeled. 

The second step of the negative cycle routine is to take each 

of the nodes in this out-tree and find paths "back to the route starting 

point. For reversal runs this implies doubling "back along the corre

sponding guideway arcs. For loop routes the procedure is to con

struct, for each node j of the out-tree, an in-tree with node j as 

its origin. The rules governing tree construction are the same with 

one additional restriction: the in-tree may not contain any node 

that is an intermediate node in the out-tree path from the route 

starting point to node j. The out-tree path from the starting point to 

j is then combined with the in-tree path from j to the starting 

point to form a loop route. The restriction regarding intermediate 

nodes in the out-tree path is needed so that the resulting loop route 

has exactly one arc incident to and exactly one arc incident from each 

node contained in the route. 

The second step thus produces two potential routes for each 

node in the out-tree. The route with the nost negative length, or 

the "best insertion improvement parameter, is then selected for testing. 

Since transfer time savings depend upon the particular route 

"being constructed, they cannot be determined in advance and must 

therefore be computed at each stage of the tree building process. 

The savings for placing two adjacent guideway arcs in a route are 
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-transfer fi 
time 

savings 
( d t ) . (U-8) 

If another route already contains the two arcs in succession, then no 

transfer time savings are attributed, as it is assumed the commodities 

can flow on that route and indicate any desired capacity increase 

by the infeasibility parameters. No transfer time savings are 

attributed to flow not already flowing over the two guideway arcs in 

succession. 

Before the constructed route is inserted into the revised 

network for testing, it is compared with existing routes. If it 

matches an existing route or a section of a route, then service is 

simply increased on the latter route. If not, a check is made to 

see if any zero-level routes can be dropped, and then the revised net

work is constructed. 

Figure 12 shows the general steps of this section of the 

algorithm. Success leads back to the phase on increasing service on 

existing routes, and failure leads to route deletion. 

Route Deletion and Route Deletion Parameters 

Eliminating Excess Capacity 

One obvious way of reducing the fixed costs c.. in the revised 

network without increasing unduly the variable costs d. d , and d, 

° 1 j' w' t 

is to reduce service on routes with excess capacity. 

The first phase of this process selects the route or route 

section with the maximum uniform excess capacity. Uniform excess 
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capacity is defined as the minimum excess capacity of any arc in 

the route or section. Thus, the selection process obtains 

maximum uniform 
excess capacity 

maximum 
over routes 
and sections 

minimum 
over arcs 
in route 
or section 

excess capacity 
of arc U-9) 

The route or section so selected then has service reduced on 

it by the excess capacity computed in (h-9), and the total fixed 

and variable costs are obtained for the new revised netowrk. If 

overall improvement occurs, the process is repeated, whereas deterior

ation leads to the second phase. 

In the second phase the route with the maximum total excess 

capacity is selected, where 

maximum total 
excess capacity 

Each arc of the selected route has service reduced by this excess 

capacity. If the effect is to improve overall costs in the revised 

network, the process is repeated. If deterioration occurs, the 

algorithm enters phase three and computes arc deletion parameters 

for the selective reduction of route sections. 

Arc Deletion Improvement Parameters 

While the arc and route insertion improvement parameters are a 

natural by-product of the multicommodity flow routine, the deletion 

parameters are not so easily obtained. There is nothing in the flow 

maximum 
over routes arcs 

excess capacity 
of arc ( U - I O ) 
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assignment routine that measures the potential increases in variable 

costs due to reducing arc capacities. 

One method of obtaining deletion improvement parameters for 

several arcs at a time is the following: reduce service on each arc 

of a route by one vehicle per time period, construct the revised 

network, and obtain the usual arc infeasibility parameters. Then 

define arc deletion parameters as follows: 

arc deletion" 
improvement 
parameter 

-arc infeasibility 
parameter ( + ) 

plus 

saving in vehicle 
operating cost (-) 

(U-ll) 

The arc infeasibility parameter for each arc is a measure of the 

potential savings in variable costs to be obtained by increasing the 

capacity of the arc. Since service on the arc had been reduced, i t is 

also an indication of potential variable cost increases due to 

reducing capacity. The sign of the negative infeasibility parameter 

needs to be changed to indicate a potential cost increase. The other 

element in the deletion parameter is the fixed cost saving. 

These arc deletion parameters are then used to determine which 

section of a reversal run route to reduce. The criterion is to 

maximize the sum of the arc deletion parameters over the section. The 

in i t ia l selection of a route for computation of deletion parameters 

is done on the basis of maximum total excess capacity (1+-10). 



Overview of Route Deletion 

The three phases in the deletion part of the route insertion-

deletion algorithm are all similar to each other and generally follow 

the same sequence of operations. Figure 13 shows the three phases 

and the relationships among them. Certain preliminary tests in each 

phase have been omitted from the flowchart for simplification. 

Phase 1 selects for testing the route or route section with the 

maximum uniform excess capacity. Phase 2 selects entire routes on the 

basis of maximum total excess capacity. Phase 3 examines only reversal 

run routes, using maximum total excess capacity as the selection 

criterion. 

If phase 2 is exited and the route tested was a reversal run, 

then all the information is already available for computing arc 

deletion parameters. On the other hand, if the unsuccessful test in 

phase 2 involved a loop route, then another reversal run route must be 

selected for phase 3. Likewise, if the arc deletion parameters 

indicate that the entire route is to have service reduced, then the 

results of that operation are available. 

When reducing reversal run routes the multi-zone service levels 

must remain feasible; that is, the more frequent service must occur 

near the major station. Also, each open guideway must be covered by 

either one or more regular routes or a zero-level route. 

The exit from phase 3 is also the exit from the deletion part of 

the route insertion-deletion algorithm. If an overall cost improvement 

has occurred in any of the three phases, then the insertion part 
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is entered again. The algorithm alternates between insertion and 

deletion until no further cost improvement can be made in either part. 

Guideway Insertion 

The route algorithm just described determines the best 

passenger flow, vehicle routes, and route service frequencies for a 

given set of open guideway arcs Al. This algorithm is then imbedded 

in a guideway insertion-deletion algorithm that makes changes in the 

set Al, as shown in Figure 3 . 

The method of obtaining guideway insertion improvement 

parameters is similar to that for route parameters: 

(1) Recall the final set of routes from the previous 

execution of the route algorithm. 

(2) Establish a zero-level route for each closed guideway. 

(3) Construct a revised network from the routes in 1. and 2 . 

(h) Enter the multicommodity routine and assign the 

passenger flow. 

(5) Cumulate the arc infeasibility parameters to the guideways, 

thus obtaining guideway infeasibility parameters. 

(6) For each closed guideway define 

gui deway 
insertion 
improvement 
parameter 

The potential saving in passenger travel and delay time costs 

guideway 
infeasibility 
parameter 

(-) 

fixed cost 
p. . of 
gui deway 

( + ) 

(^-12) 
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d.., d , and d, from opening a guideway is indicated "by the guideway 1,3 w X, 

infeasibility parameter. The other cost element is the guideway fixed 

cost p.., of course. 
The guideway pair with the best, or most negative, sum of 

improvement parameters is then declared open. The route algorithm 
is used to obtain the best flow, routes, and frequencies, and then 
the results are evaluated. If there is a decrease in the sum of guide-
way costs p. ., vehicle costs c. ., and passenger time costs d. . , d , 

J i j * & I J ' w' 

and d^, the guideway insertion was successful and the entire process 

is repeated. If not, the selected guideway is closed again, the 

previous set of routes and frequencies is reestablished, and the 

guideway algorithm proceeds to deletion. 

When called, the route algorithm normally begins with the 

final set of routes from the previous execution. The first operation 

then is the establishing of a zero-level route for the newly-opened 

guideway. Then follow the usual steps of increasing service on 

routes, appending arcs, constructing routes, etc. 

Guideway Deletion 

The difficulties in obtaining route deletion parameters 

carry over directly to the guideway algorithm. A further complication 

is the fact that closing a guideway forces readjustments in the existing 

set of routes. 

The process devised for selecting guideways to delete is 

based on comparing passenger flows and guideway fixed costs: 
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( 1 ) RECALL THE FINAL FLOW ASSIGNMENT FROM THE PREVIOUS 
EXECUTION OF THE ROUTE ALGORITHM. 

( 2 ) CUMULATE THE FLOW ON ROUTE ARCS TO THE GUIDEWAYS. 
(3) FOR EACH OPEN GUIDEWAY DEFINE 

GUIDEWAY DELETION IMPROVEMENT PARAMETER 
PASSENGER FLOW ON GUIDEWAY 

1 FIXED COST 
P I J OF 
GUIDEWAY 

( U l 3 ) 

THE GUIDEWAY WITH THE SMALLEST PARAMETER IS SELECTED FOR 
DELETION, SUBJECT TO THE CONDITION THAT ALL STATIONS REMAIN CONNECTED. 
THE REASONING IS THAT A SMALLER FLOW ON THE GUIDEWAY IMPLIES FEWER 
PASSENGERS WILL HAVE TO ALTER THEIR PATHS, AND THE RESULT WILL BE A 
LESSER INCREASE IN PASSENGER TIME COSTS D. ., D , AND D, . THE FIXED 

^ 0 i j ' W T 
COST ACTS INVERSELY AND THUS FAVORS GREATER COST SAVINGS. 

AFTER THE SELECTED GUIDEWAY IS DECLARED CLOSED, THE ROUTE 
ALGORITHM IS ENTERED TO OBTAIN THE BEST FLOW, ROUTES, AND FREQUENCIES. 
ON THE FIRST ITERATION OF THE ROUTE ALGORITHM THE STARTING ROUTES 
ARE ADJUSTED TO CONFORM TO THE NEWLY-CLOSED GUIDEWAY. 

AS USUAL, A DECREASE IN THE OVERALL COSTS LEADS TO REPETITION 
OF THE DELETION PROCESS. IF THE DELETION WAS UNSUCCESSFUL, THE 
SELECTED GUIDEWAY IS OPENED AGAIN, AND THE PREVIOUS ROUTES AND 
FREQUENCIES ARE REESTABLISHED. 

IN THE SAME MANNER AS THE ROUTE ALGORITHM, THE GUIDEWAY 
ALGORITHM ALTERNATES BETWEEN INSERTION AND DELETION UNTIL NO FURTHER 
COST IMPROVEMENTS CAN BE MADE. 
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Summary of Solution Procedure 

The research problem attacked is to select fixed-cost guideways 

for inclusion in a transit network, determine vehicle routes and route 

service frequencies, and assign passengers in the form of multi-

commodity flow to the different vehicle routes. The objective is 

to minimize the sum of guideway fixed costs, passenger travel and 

delay time costs, and vehicle operating costs. 

Four separate but closely inter-related techniques are used to 

reach an approximate minimum cost solution: 

( 1 ) guideway insertion-deletion algorithm 

( 2 ) route insertion-deletion algorithm 

(3) penalty-cost multicommodity flow assignment routine 

(K) shortest path assignment routine. 

The relationships among these routines is shown in Figure LK. 

The shortest path assignment routine calculates the least 

cost path for each passenger commodity with respect to travel time, 

waiting time, and transfer time costs. The shortest paths are 

calculated without regard to arc capacity constraints. The penalty-cost 

multicommodity flow assignment routine tests for excessive flow on 

individual arcs and reassigns commodity movements to arcs that are not 

overloaded on the basis of the least cost increase between the shortest 

path and the second shortest path. All these operations are performed 

on the revised network, constructed from the set of vehicle routes. 

Once a feasible flow assignment has been achieved, it is 

declared the best flow assignment for the set of routes. Arc improvement 
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parameters are then computed from the infeasibility parameters 

generated by the multicommodity flow routine. The route insertion-

deletion routine checks the level of traffic on each route, and 

decides whether new routes are needed or whether routes can be 

dropped, using the information embodied in the arc improvement 

parameters. 

When the route algorithm can make no more improvements in 

the sum of vehicle operating and passenger time costs, it sends the 

best set of routes to the guideway algorithm. The latter changes the 

set of open guideways in trying to minimize^the grand total of costs. 

The guideway algorithm also calls on the multicommodity flow 

routine, to obtain guideway insertion improvement parameters. Again, 

the operations of the multicommodity routine are performed on a 

revised network, constructed from the set of regular vehicle routes 

plus a zero-level route for each closed guideway. 

Figure 1 5 shows a simplified flowchart of the solution 

procedure. A successful change in any phase of either guideway or 

route algorithm results in a repeat of that phase, indicated by a 

dashed line. A solid line indicates normal progress of the program 

or the exit from a phase after an unsuccessful change. 
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existing routes 

Construct new 
routes 
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sections, 
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excess capacity 

J. 
Reduce routes, 
maximum total 
excess capacity 

Reduce routes, 
arc deletion 
parameters 

Stop 

I—I 

k-, 

• 

Guideway insertion Guideway deletion 

Figure 15. Flowchart of Solution Procedure. 
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CHAPTER V 

COiMPUTATIONAL RESULTS 

A FORTRAN V computer program has been written for the solution 

procedure, and several small test problems have been solved on the 

Univac 1 1 0 8 . The program occupies a total of approximately 2 9 , 0 0 0 

words in core, 1 5 , 0 0 0 for instructions and lU ,000 for data. Virtually 

all data is maintained in integer form. 

This chapter presents selective examples illustrating the major 

routines and summary data on all the test problems solved. Test 

problems are designated by symbols of the type C, CI, and Cla, where 

C designates the given station locations and travel 
demands, and the set of all possible guideways, 

1 represents a set of open guideways for problem C, 

a represents a set of vehicle routes for problem CI. 

In this framework, then, the guideway algorithm works with 

problem C and passes on to the route algorithm problems CI, C2, C3, 

etc. The route algorithm works on a problem of type CI and passes on 

to the multicommodity assignment routine problems Cla, Clb, Clc, etc. 

Construction of the Revised Network 

The revised network is constructed just before executing the 

multicommodity routine. The problems handled are therefore of the type 
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Cla. 

Figure l6 shows the 12 station locations and 21 possible 

guideway pairs in problem C, and the 15 open guideway pairs in problem 

CI. The travel demands in problem C are given in Table 1. The 

vehicle routes and service frequencies in problem Cla are depicted 

graphically in Figure 17. 

The construction of the revised network can be imagined as a 

linking together of the routes in Figure 17. The resulting network 

of 51 nodes and 115 arcs is shown in Figure 18. In addition to the 

six regular routes given there were established four zero-level routes 

for the four uncovered, open guideways: (U,5), (3,6), (6,9), and (10,11). 
Passenger travel time and waiting time costs are both assumed 

to be $0.03/minute, while a transfer time cost equivalent to 15 
minutes is used. The operating time period is taken to be one hour. 

Penalty-Cost Multicommodity Flow Assignment Routine 

The first step of the multicommodity routine is to assign each 

commodity to its shortest path. This results in nine infeasible 

"til 
arcs and l6 commodities flowing over them at the 0 iteration, shown 

in Table 2. The computation of eps = 12, rounded up to eps = 13, 

results in commodity 27 being reassigned to its second shortest path. 

Commodity 15 is dominated by the criterion in (U-6), and it is flagged 
by the 99 in the n^ column. The infeasibility parameter of each arc 

in Table 2 is incremented by -(13 x excess flow). 
At iteration 1, shown in Table 3, there are still nine infeasible 
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(20,110) 

o 
CO 
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(2U,lU0) 
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(2^150} 
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(20,100) 

H 

OJ 

^ 6 
^ 7 

o 
ON 

OJ 

o 
CO 
o 
CJ 

•3 
OJ 
OJ 

-<- (20,80) 

^ ) Station location in problem C 

Major station location in problem C 

Guideway open in problem CI 

Guideway closed in problem CI 

(23,lQ0j (Travel time in minutes, guideway relative fixed cost) 

Figure 16 . Station Locations and Possible Guideways in 
Problem C. Open Guideways in Problem CI. 
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Table 1 . Travel Demands in 
Problem C. 

Commodity Number Origin Stat ion Destination Station Travel Demand/Hr 

1 1 k 500 
2 1 5 200 
3 1 7 200 
k 1 8 1+00 
5 2 3 200 
6 2 5 300 
7 2 6 100 
8 2 8 6 0 0 

9 3 2 300 
10 3 5 1+00 
11 3 6 1+00 
12 3 8 1+00 
13 3 9 100 
Ik i+ 1 200 
15 k 5 200 
1 6 k 7 100 
IT k 8 500 
1 8 5 2 100 
1 9 5 1+ 100 
20 5 6 100 
21 5 8 500 
22 6 3 100 
23 6 5 300 
2k 6 8 700 
2 5 6 Q y 200 
2 6 7 k 100 
2 7 7 5 100 
28 7 8 800 
29 7 9 200 
30 7 11 100 
31 8 5 100 
32 8 7 200 
33 8 9 100 
3k 8 11 300 
35 9 6 100 
3 6 9 8 700 
37 9 11 300 
38 10 5 100 
39 10 8 700 

ko 10 11 600 
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Table 1 . Continued. 

Commodity Number Origin Station Destination Station Travel Demand/Hr 

1+1 11 8 500 
h2 11 10 300 
1+3 11 12 100 
hh 12 8 500 
1+5 12 10 100 
1+6 12 11 200 



Figure IT . Vehic le Routes and Frequencies in Problem Cla. 
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C] origin node — route arc 
& destination node boarding, transfer, or 

route node terminal arc 
HO ,2^.0 arc number, travel time in 

minutes 

Figure 1 8 . Revised Network in Problem Cla. 
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Table 2 . Problem Cla , I terat ion 0. 
Infeas ib le Arcs , Commodity Set K l . 

Arc Flow Excess 

I T 500 500 
2 6 1+00 1+00 
Uo 100 100 
h9 100 100 
5 2 300 300 
58 1900 300 
9h 100 100 

102 6 0 0 6 0 0 
111 1+00 1+00 

k n l n 2 p l P 2 ^k 

2 1 0 587 1022 1+35 
1+ 1 0 5 1 7 7 1 6 1 9 9 

11 1 0 2l+0 805 565 
13 2 0 1+1+0 905 233 
1 5 1 99 2l+0 663 
I T 1 0 357 5 5 6 1 9 9 
1 9 1 0 21+0 663 1+23 
22 1 0 21+0 8 0 6 56U 

2 5 1 0 200 809 6 0 9 
— > 2T 1 0 51+3 555 12 

28 1 0 237 21+9 12 
30 1 0 6 2 9 61+1 12 
35 1 0 200 809 6 0 9 
ho 1 0 200 732 532 
h2 1 0 200 731 531 
h5 1 0 5 9 2 9 3 1 339 

ICAND = 27 INCMNT = 13 

Note: Values for p l 9 p 2 , and û  are in tenths of a minute. 



Table 3 . Problem Cla, I terat ion 1 . 
Infeas ib le Arcs , Commodity Set K l . 

Arc Flow Excess 

1 7 5 0 0 5 0 0 
2 6 1+00 1+00 
1+0 1 0 0 1 0 0 

kg 1 0 0 1 0 0 
5 2 300 3 0 0 
5 8 1 8 0 0 2 0 0 
9h 1 0 0 1 0 0 

1 0 2 6 0 0 6 0 0 
1 1 1 1+00 1+00 

k n^ N 2 p l P 2 \ 
2 1 0 6 0 0 1 0 2 2 1+22 
1+ 1 0 5 3 0 7 1 6 1 8 6 

1 1 1 0 2 5 3 8 0 5 5 5 2 

1 3 2 0 1+66 9 0 5 2 1 9 
1 5 1 9 9 2 5 3 6 7 6 -
1 7 1 0 3 7 0 5 5 6 1 8 6 

1 9 1 0 2 5 3 6 6 3 1+10 
2 2 1 0 2 5 3 8 0 6 5 5 3 
2 5 1 0 213 8 0 9 5 9 6 
2 8 1 0 2 5 0 21+9 - 1 
30 1 0 61+2 61+1 - 1 

3 5 1 0 2 1 3 8 0 9 5 9 6 
1+0 1 0 2 1 3 7 3 2 5 1 9 
1+2 1 0 213 7 3 1 5 1 8 

1+5 1 0 6 0 5 931 3 2 6 

ICAND = 2 8 INCMNT = 1 
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arcs , but the excess flow on arc 5 8 has been reduced from 300 to 200. 

For the 15 commodities in the set Kl i t i s necessary t o calculate 

only one second shortest path, for the dominated commodity 1 5 . 

Commodity 28 i s the candidate for reassignment with a value of eps = 1 , 

rounded up from eps = 0 . Ac tua l ly , commodity 2 8 was t i e d with 27 for 

reassignment at i t erat ion 0. 

Table k shows the s i tuat ion at i t erat ion 2 , with eight 

in feas ib le arcs and 11 commodities in K l . The reassignment of 28 

a lso freed commodities k, 1 7 , and 30 . 

Problem Cla required 13 i terat ions before achieving f e a s i b i l i t y , 

and thus the best flow assignment. The i n f e a s i b i l i t y parameters for 

arcs and guideways are presented in Table 5« 

For the t y p i c a l l y small problems tes ted the multicommodity 

routine usual ly required s l i g h t l y fewer i terat ions than the number 

of commodities in the set Kl at the f i r s t i t e ra t ion . Table 13 in a 

l a t e r sect ion summarizes the computational experience with th i s 

routine. 

At times the routine f a i l e d to obtain a f eas ib l e solution when 

one ex i s ted . Such a s i tuat ion can occur when i t i s not poss ib le t o 

reassign a commodity from i t s shor tes t , in feas ib le path to a f e a s i b l e , 

second shortest path because some other commodity on the l a t t e r path 

needs to be reassigned f i r s t . I f th i s other commodity i s flowing over 

a f eas ib l e path, i t i s not considered for reassignment and hence i t 

blocks the reassignment of the f i r s t , in feas ib le commodity. 
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Table k. Problem Cla, I terat ion 2 . 
Infeas ib le Arcs , Commodity Set K l . 

Arc Flow Excess 

IT 5 0 0 5 0 0 
2 6 1*00 koo 
ho 1 0 0 1 0 0 

h9 1 0 0 1 0 0 
5 2 3 0 0 300 
9>+ 1 0 0 1 0 0 

1 0 2 6 0 0 6 0 0 
111 Uoo 1+00 

k n l n2 Pi P 2 \ 
2 1 0 6 0 1 8 3 T 2 3 6 
11 1 0 251+ 8 0 5 5 5 1 

— > 13 2 0 h6Q 9 0 5 2 1 8 

1 5 1 0 25h 6TT 1+23 
1 9 1 0 25h 6 6 3 1+09 
22 1 0 25h 8 0 6 5 5 2 
2 5 1 0 2lh 8 0 9 5 9 5 
3 5 1 0 21k 8 0 9 5 9 5 
ho 1 0 21k T 3 2 5 1 8 
h2 1 0 21k 731 517 
1+5 1 0 606 9 3 1 3 2 5 

ICAND = 1 3 INCMNT = 2 1 9 



Table 5« Problem Cla. Improvement 
Parameters at Final Iteration. 

Guideway 
Origin Destination 

Arc Number Parameter Station Station Parameter 

IT -Tl+9 3 6 -71+9 
2 6 - 1 + 1 3 1+ 5 - 1 + 1 3 
1+0 - 1 2 7 5 1+ - 1 2 7 
1+9 - 1 6 9 6 3 - 1 6 9 
5 2 -1+36 6 9 -1+36 
5 8 - 1 3 7 8 - 13 
9U - 1 8 2 9 6 - 1 8 2 

1 0 2 - 9 5 8 1 0 1 1 - 9 5 8 
1 1 1 - 5 8 3 1 1 1 0 - 5 8 3 
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Route Insert ion-Delet ion Algorithm 

This algorithm i s i l l u s t r a t e d using the same t e s t problem CI , 

shown in Figure l6 and Table 1. The i n i t i a l set of vehicle routes are 

the same as presented in Figure IT. The f i r s t subproblem passed on 

to the multicommodity routine i s therefore problem Cla. A vehicle 

operating cost of $1.00 per minute i s used. 

An unusual feature of the improvement parameters for th i s 

problem can be observed in Table 5: only one guideway l i s t e d i s 

covered by a regular route. The algorithm thus bypasses the f i r s t 

phase, increasing service on routes , and proceeds to append guideway 

arcs to routes. 

The following changes are made at i t erat ions 1 , 2, and 3: 

1: append (10,11) to route 5 

2: append (3,6) to route 3 

3: append (6,9) t o route k. 

These changes are shown in Figure 19 and also l i s t e d in Table 6. The 

guideway pair (U,5) cannot be appended to any route and i s placed in 

the hold l i s t . Just before entering the route construction phase 

the guideway improvement parameters are 

(^,5) -U3U 

{59k) -127 

(7,8) - 28. 



Route 5 

Figure 19. Problem CI, Changes During Route-Insertion, 
(Changes are indicated by dashed arcs) 
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T h e o u t - t r e e " b u i l t d u r i n g t h e g u i d e w a y c o n s t r u c t i o n p h a s e i s 

s h o w n i n F i g u r e 2 0 , a l o n g w i t h t h e v a r i o u s r e v e r s a l r u n a n d l o o p 

r o u t e s e x a m i n e d . T h e r o u t e s e l e c t e d f o r i n s e r t i o n a t i t e r a t i o n h i s 

5-^ -5 , a l s o s h o w n i n F i g u r e 1 9 -

T h e a l g o r i t h m g o e s t h r o u g h a n u n s u c c e s s f u l o p e r a t i o n , c o n s t r u c t 

i n g r o u t e 5 -8 -7 -8 -5 , b e f o r e e n t e r i n g r o u t e d e l e t i o n . 

I n t h e d e l e t i o n p a r t o f t h e a l g o r i t h m t h e f i r s t p h a s e d o e s m o s t 

o f t h e w o r k i n P r o b l e m C I . T h e c r i t e r i o n o f m a x i m u m u n i f o r m e x c e s s 

c a p a c i t y o v e r r o u t e s a n d s e c t i o n s {h-9) i s u s e d t o s e l e c t r o u t e s f o r 

r e d u c t i o n o f s e r v i c e . 

T h e ^ f i r s t s u c h i t e r a t i o n r e d u c e s s e r v i c e o n t h e l a s t b r a n c h o f 

r o u t e 2 f r o m 2 3 v e h i c l e s p e r h o u r t o 1 1 p e r h o u r . T h i s i s s h o w n i n 

T a b l e 6 a t i t e r a t i o n 7. I t e r a t i o n 8 r e d u c e s s e r v i c e o n t h e f i r s t 

b r a n c h o f r o u t e 5> A t a l a t e r i t e r a t i o n , n u m b e r 1 0 , t h e s e r v i c e o n 

t h e f i r s t t w o b r a n c h e s o f r o u t e 2 i s r e d u c e d . 

A f t e r s e v e r a l m o r e i t e r a t i o n s t h e d e l e t i o n p a r t o f t h e a l g o r i t h m 

e n t e r s p h a s e 2 . H e r e r o u t e 1 i s s e l e c t e d , o n t h e b a s i s o f m a x i m u m 

t o t a l e x c e s s c a p a c i t y ( H - I O ) . T h e s e r v i c e l e v e l i s r e d u c e d b y o n e 

v e h i c l e p e r h o u r , a s s h o w n i n T a b l e 6 a t i t e r a t i o n ih. 

H e r e t h e m u l t i c o m m o d i t y a s s i g n m e n t r o u t i n e d e t e c t s a n i n f e a s i b l e 

n e t w o r k , a n d t h e r o u t e a l g o r i t h m r e j e c t s t h e c h a n g e . S i n c e r o u t e 1 i s 

a r e v e r s a l r u n , a l l t h e i n f o r m a t i o n i s k e p t a n d t h e a l g o r i t h m s w i t c h e s 

t o p h a s e 3 . T h e f o l l o w i n g d e l e t i o n p a r a m e t e r s a r e t h e n g e n e r a t e d 

f o r r o u t e 1 : 
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R o u t e s e x a m i n e d : 

5 - 2 - 5 

5 - ^ - 5 

5 - ^ - 7 - ^ - 5 
5 _ l i _ 7 _ 8 - 5 

5 - U - 7 - 8 - 7 - U - 5 
5 _ i i _ 7 _ 8 - 5 

5 _ i + _ 7 _ 8 - i i - 8 - ^ - 5 

5 - 1 1 - 7 - 8 - 1 1 - 1 0 - 1 1 - 8 - 7 - ^ - 5 

5 _ i i _ 7 _ 8 - l i - i 2 - l l - 8 - 7 - 1 + - 5 

5 _ I + _ 7 _ 8 - 9 - 8 - 7 - ^ - 5 

5 - ^ - 7 - 8 - 9 - 6 - 5 
5_l+_l_}+_5 
5 _ l i _ 7 _ 8 - 9 - 6 - 9 - 8 - 7 - 1 + - 5 

5 - ^ - 7 - 8 - 9 - 6 - 5 

5 - . U _ 7 _ 8 - 9 - 6 - 3 - 6 - 9 - 8 - 7 - 1 + - 5 

5 _ l + _ 7 _ 8 - 9 - 6 - 3 - 2 - 5 

O u t - t r e e c e n t e r e d a t s t a t i o n 5-

^ " ^ * o u t - t r e e a r c 

• < p o t h e r g u i d e -

w a y , a r c o p e n 

i n C I 

F i g u r e 2 0 . P r o b l e m C I , R e s u l t s o f R o u t e C o n s t r u c t i o n P h a s e , a t 

I t e r a t i o n h. 
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Arc ( 8 , 7 ) ( 7 , U ) ( U , L ) ( 1 , 1 0 ( f c ,7 ) ( 7 , 8 ) 

Parameter - 1 9 - 1 1 - 1 5 + 1 0 2 1 - 1 1 + 1 1 

The high value for guideway ( l , U ) stems from the i n f e a s i b i l i t y 

of the network. The sect ion of route 1 with the best route deletion 

parameter consists of arcs ( 8 , 7 ) , ( 7 , * 0 , ( H , 7 ) , and ( 7 , 8 ) . Accordingly, 

the service on those branches i s reduced by one unit from the previous 

service l e v e l of 1 6 . Service on the l a s t branch, arcs ( H , l ) and ( L , H ) , 

i s kept at the previous l e v e l of 13 . This operation i s performed at 

i t e ra t ion 1 5 . 

I terat ions 1 6 and 1 7 repeat the steps done at Ik and 1 5 . At 

i t era t ion L 8 route 2 i s se lected for reduction, with i n f e a s i b i l i t y 

again occurring. The arc delet ion parameters are: 

Arc ( 8 , 5 ) ( . 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 

Parameter - 1 2 -ih - 1 9 + 1 0 1 7 + 1 0 2 2 - 1 2 

The only sect ion of route 2 with a negative route delet ion 

parameter i s the f i r s t branch, containing arcs ( 8 , 5 ) and ( 5 , 8 ) . 

Service on that branch cannot be reduced because i t would resu l t in 

l e s s service on ( 8 , 5 ) than on ( 5 , 2 ) , v i o l a t i n g the multi-zone route form. 

Thus, the route algorithm ex i t s phase three and, at the same t ime , the 

delet ion part . 

Since successful changes were made in the delet ion par t , the 

insert ion part i s entered again. After a f u t i l e e f for t to construct a 
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route the algorithm stops. The final set of routes in problem CI 

is listed at the end of Table 6. 

Guideway Insertion-Deletion Algorithm 

Test Problem E 

The operation of the guideway algorithm is illustrated with 

three examples. The first of these, test problem E, is a small 

problem designed to see if the algorithm can achieve a fairly obvious 

optimal solution. Problem E is shown in Figure 21 and Table 7» The 

guideway travel times and fixed costs and the travel demands have 

been structured so that the optimal guideway set consists of the tree 

within the perimeter of the network. 

The progress of the guideway algorithm is detailed in Table 8 

and illustrated graphically in Figure 22. At the end of the 0 t h 

iteration the improvement parameters for closed guideways are 

arc ( 2 , 3 ) -2 ,356 

(3,1+) -10,783 

(l+,5) -3,21+6. 

The two-way guideway connecting stations 3 and k has the best value 

and is thus selected for insertion. The route algorithm appends (3,1+) 

to one of the initial routes and effects a substantial saving in 

passenger time and vehicle operating costs : 

(6,U) [U,6) becomes (6 ,U) (U,3) (3,1+) ( l+,6) . 
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T a b l e 6 . Problem C I , R e s u l t s o f Route 
A l g o r i t h m . 

I t e r . Pass . Time V e h i c l e Optg. 
Mo. Change Costs Costs T o t a l I n p v t . 

I n i t i a l s o l u t i o n , s t a r t i n g r o u t e s are 

1 ( 8 , 7 ) ( 7 , U ) ( U , D ( 1 , U ) ( U . 7 ) ( 7 , 8 ) 
16 16 16 16 16 16 

2 ( 8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
23 23 23 23 23 23 

3 ( 8 , 5 ) ( 5 , 6 ) ( 6 , 5 ) ( 5 , 8 ) 
15 15 15 15 

h ( 7 , 8 ) ( 8 , 9 ) ( 9 , 8 ) ( 8 , 7 ) 
12 12 12 12 

5 ( 8 , 1 0 ) ( 1 0 , 8 ) 
15 15 

6 ( 8 , 1 1 ) ( 1 1 , 1 2 ) ( 1 2 , 1 1 ) ( 1 1 , 8 ) 
lU ll+ Ih Ik 16 ,136 7,831* 23 ,970 

1 Append ( 1 0 , 1 1 ) t o r o u t e 5 
( 8 , 1 0 ( 1 0 , 1 1 ) ( 1 1 , 1 0 ) ( 1 0 , 8 ) 
15 6 6 15 lU,863 8,07!+ 22 ,937 1,031+ 

2 Append ( 3 , 6 ) t o r o u t e 3 
( 8 . 5 ) ( 5 , 6 ) ( 6 , 3 ) ( 3 , 6 ) ( 6 , 5 ) ( 5 , 8 ) 
15 15 5 I 15 15 14,221+ 8,31>+ 22 ,538 398 

3 Append ( 6 , 9 ) t o r o u t e k 
( 7 , 8 ) ( 8 , 9 ) ( 9 , 6 ) ( 6 , 9 ) ( 9 , 8 ) ( 8 , 7 ) 

12 12 3 3 12 12 1 3 , 8 7 2 8,1+31+ 22 ,306 233 

k Cons t ruc t new r o u t e 7 
( 5 , M (l+,5) 

3 3 13 ,626 8,578 22,20U 102 

5 Cons t ruc t new r o u t e 8 
( 5 . 6 ) ( 8 , 7 ) ( 7 , 8 ) ( 8 , 5 ) 

1 1 1 1 13 ,728 8,61;!+ 2 2 , 3 7 2 - 1 6 8 

6 R e e s t a b l i s h p r e v i o u s r o u t e s 13 ,626 8 ,578 22,20*+ 

7 Reduce s e r v i c e on r o u t e 2 s e c t i o n by 
12 u n i t s 

( 8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
23 23 11 11 23 23 13 ,753 8 ,098 2 1 , 8 5 1 353 

8 Reduce s e r v i c e on r o u t e 5 s e c t i o n by 
7 u n i t s 

( 8 , 1 0 ) ( 1 0 , 1 1 ) ( 1 1 , 1 0 ) ( 1 0 , 8 ) 

£ 6 6 1 13 ,870 7 ,678 2 1 , 5 ^ 8 302 
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TABLE 6. CONTINUED. 

ITER. 
NO. CHANGE 

PASS. TIME VEHICLE OPTG. 
COSTS COSTS TOTAL IMPVT, 

9 REDUCE SERVICE ON ROUTE 6 SECTION BY 
6 UNITS 

( 8 , 1 1 ) ( 1 1 , 1 2 ) ( 1 2 , 1 1 ) ( 1 1 , 8 ) 
1U 8 8 1U 

10 REDUCE SERVICE ON ROUTE 2 SECTION "BY 
5 UNITS 

( 8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
18 18 U 11 18 18 

11 REDUCE SERVICE ON ROUTE 3 SECTION "BY 
5 UNITS 

(8 ,5 ) ( 5 , 6 ) ( 6 , 3 ) ( 3 , 6 ) ( 6 , 5 ) ( 5 , 8 ) 
10 10 5 5 10 10 

12 REDUCE SERVICE ON ROUTE 6 SECTION BY 
k UNITS 

( 8 , 1 1 ) ( 1 1 , 1 2 ) (12 ,11 ) ( 1 1 , 8 ) 
10 8 8 10 

13 REDUCE SERVICE ON ROUTE 1 SECTION BY 
3 UNITS 

( 8 , 7 ) (T,U) (U,L) (L,H) ( U J ) ( 7 , 8 ) 
16 16 13 13 16 16 

lk REDUCE SERVICE ON ROUTE 1 BY ONE UNIT, 
COMPUTE DELETION PARAMETERS 

( 8 , 7 ) (7 ,M ( U , I ) (1 ,10 (U,7) ( 7 , 8 ) 
15 15 12 12 15 15 

-19 -11 - 1 5 +1021 -11 +11 

13,996 7 ,^38 2 1 , ^ Ilk 

lh,0k5 7 ,158 21,203 232 

LL* ,123 6,788 20,911 292 

LU,I70 6,628 20,798 113 

LU.212 6,532 20jkk 5h 

INFEASIBLE NETWORK 

15 REDUCE SERVICE ON ROUTE 1 SECTION BY 
1 UNIT 

( 8 , 7 ) (7 ,10 (k,i) (1 ,10 ( U J ) ( 7 , 8 ) 
15 15_ 13 13 15 1 1 

16 REDUCE SERVICE ON ROUTE 1 BY ONE UNIT, 
COMPUTE DELETION PARAMETERS 

( 8 , 7 ) ( 7 ,U ) ( M ) (1 ,10 (U,7) ( 7 , 8 ) lk lk 12 12 lk lk 
- 1 9 -11 - 1 5 +1021 -11 +15 

1U,219 6,1+68 20,687 

INFEASIBLE NETVCRK 

57 

17 REDUCE SERVICE ON ROUTE 1 SECTION BY 
1 UNIT 

( 8 , 7 ) (l,k) (k,i) (1 ,10 ( U J ) ( 7 , 8 ) 
LU lk 13 13 lk lk 

18 REDUCE SERVICE ON ROUTE 2 BY ONE UNIT, 
COMNUTE DELETION PARAMETERS 

( 8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
17 17 10 10 17 17 

-12 -LU - 1 9 +1017 +1022 - 1 2 

L»+,226 6,1+01+ 20,630 

INFEASIBLE NETWORK 

57 
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Table 6. Continued. 
Iter. Pass. Tine Vehicle Optg. 
No. Change Costs Costs Impvt. 
19 Reestablish previous routes lU,226 6,1+01+ 20,630 
20 Construct new route 8 (5,8) (8,7) (7,8) (8,5) 1 1 1 1 ll*,325 6,1+70 20,795 -16U 
21 Reestablish previous routes 

Stop, Final routes are ll+,226 6,1+0*+ 20,630 1 (8,7) (7,1+) (1+,D (1,M (l+,7) (7,8) 
Ik ll+ 13 13 Ik Ik 

2 (8,5) (5,2) (2,3) (3,2) (2,5) (5,8) 
18 18 11 11 18 18 

3 (8,5) (5,6) (6,3) (3,6) (6,5) (5,8) 
10 10 5 5 10 10 

1+ (7,8) (8,9) (9,6) (6,9) (9,8) (8,7) 12 12 3 3 12 12 
5 (8,10) (10,11) (11,10) (10,8) 

8 6 6 8 6 (8,11) (11,12) (12,11) (11,8) 10 8 8 10 7 (5,1+) (l+,5) 3 3 
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Figure 21. Problem El, Open Gui decays and Starting 
Vehicle Routes. 
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Table 7 . Problem E, Travel Demands. 

Commodity Origin Destination Travel 
Number Station Station Demand 

1 1 2 100 
2 1 3 **00 
3 1 k 300 
k 1 5 100 
5 1 6 100 
6 2 1 100 
7 2 3 koo 
8 2 k 200 
9 2 5 100 
10 2 6 100 
11 3 1 200 
12 3 2 200 
13 3 k koo 
lk 3 5 100 
1 5 3 6 100 
1 6 U 1 100 
1 7 u 2 100 
1 8 k 3 Uoo 
1 9 k 5 200 
20 k 6 200 
21 5 1 100 
22 5 2 100 
23 5 3 300 
2k 5 k Uoo 
2 5 5 6 100 
2 6 5 1 100 
27 6 2 100 
2 8 6 3 300 
2 9 6 k Uoo 
30 6 5 100 
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Table 8. Guideway Algorithm, Results of 
Problem E, Starting with E l . 

I t e r . Change Pass. Time Vehicle Optg. Guideway Total Impvt. 
Costs Costs Fixed Costs 

0 Start 17,735 5,1+31+ l+,550 27,719 -
1 Insert (3,10 10,171+ l+,072 i+,6io 18,856 8,863 

2 Insert (U,5) 10,171+ l+,072 l+,690 18,936 -80 

3 Delete (2,6) 9,969 2,976 3,110 16,055 2,801 

h Delete (1 ,5) 10,052 2,966 1,710 ll* ,728 1,327 

5 Insert (U,5) 6,172 2,606 1,790 10,568 i+,i6o 

6 Insert (2,3) l+,5l+9 2,351+ 1,890 8,793 1,775 

7 Insert (.1,5) l+,5l+9 2,351+ 3,290 10,193 -1,1+00 

CO Delete (5,6) H,l+i+l+ 2,098 1,090 7,632 1,161 

9 Delete (1,2) l+,392 1,39U 1+90 6,276 1,356 

Stop, 
Final Tota l costs = 6,276 
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1 : I N S E R T (39h) 3 : delete ( 2 , 6 ) • k: delete ( 1 , 5 ) 

5 : I N S E R T ( U , 5 ) 6 : I N S E R T ( 2 , 3 ) 

8 ; delete [5,6\ 

Figure 2 2 . Problem E, Starting With. El, Guideway Changes. 
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Next, an attempt i s made to insert ( H , 5 ) . Because of l imi ted 

invest igat ion of the route algorithm no savings are achieved with 

respect to passenger time or vehic le cos t s . The guideway cannot be 

appended to any route , and the f i r s t newly constructed route using 

the guideway resu l t s in a cost deter iorat ion. No improvement occurs 

during route delet ion e i ther . 

At i t era t ion 3 the guideway ( 2 , 6 ) i s de le ted , resul t ing in 

savings of f ixed plus variable cos t s . The guideway deletion necess i tates 

changing one of the s tar t ing routes 

( 6 , 2 ) ( 2 , 1 ) ( 1 , 2 ) ( 2 , 6 ) becomes ( 2 , 1 ) ( 1 , 2 ) 

and th i s restructuring leads to further route improvements. 

After delet ing ( 1 , 5 ) the algorithm inserts ( H , 5 ) and ( 2 , 3 ) . 

At i t e ra t ion 7 an attempt i s made to reinsert ( l , 5 ) . Guideway ( 5 , 6 ) 

i s then deleted at i t era t ion 8 . Here again savings are made in passenger 

and vehic le cos t s . The guideway ( 5 , 6 ) was flowless but covered by a 

route. The route restructuring thus reduced vehic le cos t s . Further 

invest igat ion in the route insert ion phase produced a new route , 

providing the savings in passenger cos t s . 

This same set of circumstances i s repeated at i t erat ion 9 , where 

guideway ( l , 2 ) i s deleted. The route algorithm by i t s e l f did not obtain 

the savings u n t i l the routes were forc ib ly restructured. 

As expected, the f ina l set of guideways i s the tree at i t erat ion 

9. 
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Test Problem C 

The second example i l l u s t r a t i n g the guideway algorithm i s 

t e s t rpoblem C, which has already been described in Figure l6 and Table 

1 in the previous sect ion. Beginning with the set of open guideways and 

th 

i n i t i a l routes for problem CI , the 0 i t erat ion of the guideway 

algorithm i s the same as the execution of the route algorithm for' 

problem CI, previously described. 

At the end of the O^*1 i t erat ion the improvement parameters for 

closed guideways are 

arc (1,2) - KVJ 

(1 ,5) -1,296 

(3,5) -1 ,012 

(7,10) - 216 

(8,12) -l,2i+2 

(9,12) - 1+61. 

The two-way guideway connecting s tat ions 1 and 5 has the best value and 

i s thus se lected for insert ion . 

The route algorithm t r i e s t o append arc (1 ,5) t o route 1 , but 

th i s leads to a deteriorat ion of passenger time and vehic le cos t s : 

arc (8,7) (7,1+) (U , l ) (1 ,5) (5 ,1) UM ( M ) (7,8) 

service LK LK 13 6 6 13 LK LK . 

The construction routine within the route algorithm then builds a new 

route 
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arc ( 5 , 1 ) ( 1 , 5 ) 

service 3 3 

for a slight cost improvement. After some minor adjustments to the 

other routes, the first guideway algorithm iteration finishes, showing 

an overall cost deterioration of 1 1 1 , as shown in Table 9 . 

The insertion of guideway (l ,5) is rejected, the guideway 

algorithm exits the insertion phase, and the two-way guideway (H ,5) 

is selected for deletion. The second guideway algorithm iteration 

produces no substantial changes in the routes or flow. There is an 

overall cost deterioration of 8 8 , and the deletion of (H ,5) is rejected. 

At this point the program stops with the final set of guideways, routes, 

and flow, shown in Table 9 . 

Problem C was tested a second time using a different starting 

set of open guideways. This starting set C2, shown in Figure 23, contains 

1 9 open guideways. The initial routes are the same as for problem CI. 

Table 1 0 shows the results of this run. 

At iteration one the two-way guideway (l ,5) is inserted 

unsuccessfully. Thereafter, a number of flowless guideways are deleted, 

( 8 , 1 2 ) , ( U , 5 ) , ( 9 , 1 2 ) , ( 1 , 2 ) , and ( 7 , 1 0 ) . Since there are no routes 

traversing these guideways the only changes in total costs are due to 

guideway fixed cost savings. 

At iteration seven guideway ( 8 , 1 0 ) is deleted, forcing an 

initial readjustment in route 5 * 
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Table 9. Guideway Algorithm, Results of Problem 
C, Start ing with CI. 

Start ing set of open guideways i s 

1 , 1 . ) ( 2 , 3 ) ( 2 , 5 ) ( 3 , 6 ) (1+,5) (l+,7) ( 5 , 6 ) ( 5 , 8 ) 
6 . 9 ) ( 7 , 8 ) ( 8 , 9 ) ( 8 , 1 0 ) ( 8 , 1 1 ) ( 1 0 , 1 1 ) ( 1 1 , 1 2 ) 

I n i t i a l routes are: 

8 . 7 ) (7,1+) (K9L) (1,1+) (l+,7) ( 7 , 8 ) 
1 6 1 6 1 6 1 6 1 6 1 6 

8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
23 23 23 23 23 23 

8 , 5 ) ( 5 , 6 ) ( 6 , 5 ) ( 5 , 8 ) 
15 15 15 15 

7 . 8 ) ( 8 , 9 ) ( 9 , 8 ) ( 8 , 7 ) 
12 12 12 12 

8 .10) ( 1 0 , 8 ) 
15 15 

8 .11 ) ( 1 1 , 1 2 ) ( 1 2 , 1 1 ) ( 1 1 , 8 ) 
LK LK LK LK 

I t e r . 

0 

Change 

Start ing set 

Open guideway ( 1 , 5 ) 

Costs: 

Travel time l l + , 2 2 6 

Vehicle 6,1+01+ 

Guideway 1,900 

Total 2 2 , 5 3 0 

Costs: 

Travel time ll+,035 

Vehicle 6 ,506 

Guideway 2 , 1 0 0 
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T a b l e 9« C o n t i n u e d . 

O p e n g u i d e w a y ( l , 5 ) ( C o n t i n u e d ) 

C l o s e g u i d e w a y (l+,5) 

T o t a l 22,61+1 

I m p r o v e m e n t - I l l 

C o s t s : 

T r a v e l t i m e lU,l+70 

V e h i c l e 6,388 

G u i d e w a y 1,760 

T o t a l 22,610 

I m p r o v e m e n t - 88 

S t o p 

F i n a l r o u t e s a r e 

8.7) (7,*0 (U,l) (1,1+) (U,7) (7,8) 
Ik ih 13 13 ll+ lU 

8,5) (5,2) (2,3) (3,2) (2,5) (5,8) 
18 18 11 11 18 18 

8,5) (5,6) (6,3) (3,6) (6,5) (5,8) 
10 10 5 5 10 10 

7.8) (8,9) (9,6) (6,9) (9,8) (8,7) 
12 12 3 3 12 12 

8.10) (10,11) (11,10) (10,8) 
8 6 6 8 

8.11) (11 ,12) (12 ,11) (11,8) 
10 8 8 10 

5,1+) (l+,5) 
3 3 

F i n a l t o t a l c o s t s = 22,530 
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open guideway in problem 02 

, closed guideway in problem C2 

Figure 23. Open Guideways in Problem 02. 
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Table 10. Guideway Algorithm, Results of 
Problem C, Starting With 02. 

Starting set of open guideways is: 

(1,2) (1,1*) (2,3) (2,5) (3 ,6) (1*,5) (U,7) (5 ,6) (5,8) (6,9) 
(7,8) (7,10) (8,9) (8,10). (.8,11) (8,12) (9,12) (10,11) (11,12) 

Initial routes are: 

(8.7) (7,10 (U,l) (1,*0 (U,7) (7,8) 
1 6 1 6 1 6 1 6 1 6 1 6 

(8,5) (5,2) (2,3) (.3,2) (2,5) (5,8) 
23 23 23 23 23 23 

(8,5) (5 ,6) (6,5) (5,8) 
1 5 1 5 1 5 15 

(7.8) (8,9) (9,8) (8,7) 
12 12 12 12 

(8.10) (10,8) 
1 5 1 5 

(8.11) (11,12) (12,11) (11,8) 
ll* lU LK LK 

Iter. Change 

0 Starting set Costs: 

Travel time ll+,l+35 

Vehicle 6,1+28 

Guideway 2,3l+0 

Total 23,203 

1 Open guideway (1,5) Costs: 

Travel time ll* ,1+35 

Vehicle 6,1+28 

Guideway 2,51+0 
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Table 1 0 . Continued. 

1 Open guideway (l,5) (Continued) Total 23,1+03 

Improvement - 200 

2 Close guideway (8,12), Costs: 
completely flowless 

Travel time 1M35 
Vehicle 6 , U 2 8 

Guideway 2,190 

Total 23,053 

Improvement 150 

3 Close guideway (l+,5), Costs: 
completely flowless 

Travel time lU ,U35 

Vehicle 6,1+28 

Guideway 2,050 

Total 22,913 

Improvement ll+0 

1+ Close guideway (9,12), Costs: 
completely flowless 

Travel time ll+,l+35 

Vehicle 6 ,1+28 

Gui deway 1,91+0 

Total 22,803 

Improvement 110 

vn
 Close guideway (1,2), Costs: 

completely flowless 
Travel time ll+,l+35 

Vehicle 6,1+28 
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Table 1 0 . Continued. 

Close guideway (l , 2 ) , 
completely flowless (Continued) 

Close guideway ( 7 , 1 0 ) , 
completely flowless 

Close guideway ( 8 , 1 0 ) 

Open guideway (l ,5) 

Guideway 1,81+0 

Total 2 2 , 7 0 3 

Improvement 1 0 0 

Costs: 

Travel time ll+,l+35 

Vehicle 6,1+28 

Guideway 1 , 7 6 0 

Total 2 2 , 6 2 3 

Improvement 8 0 

Costs: 

Travel time LK,601 

Vehicle 6 , 6 2 8 

Guideway 1 , 5 1 0 

Total 2 2 , 7 3 9 

Improvement - 1 1 6 

Costs: 

Travel time ll+,l+27 

Vehicle 6,1+28 

Guideway 1 , 9 6 0 

Total 2 2 , 8 1 5 

Improvement - 1 9 2 

Stop 



1 1 7 

Table 1 0 . Continued. 

Final open guideways are: 

( 2 , 3 ) ( 2 , 5 ) ( 3 , 6 ) ( U , 7 ) ( 5 , 6 ) ( 5 , 8 ) ( 6 , 9 ) 
( 7 , 8 ) ( 8 , 9 ) ( 8 , 1 0 ) ( 1 0 , 1 1 ) ( 1 1 , 1 2 ) 

Final routes are: 

( 8 . 7 ) ( 7 , H ) ( U , l ) ( 1 , U ) ( U , 7 ) ( 7 , 8 ) 
1 6 1 6 13 13 1 6 1 6 

( 8 , 5 ) ( 5 , 2 ) ( 2 , 3 ) ( 3 , 2 ) ( 2 , 5 ) ( 5 , 8 ) 
1 8 1 8 1 1 1 1 1 8 1 8 

( 8 , 5 ) ( 5 , 6 ) ( 6 , 3 ) ( 3 , 6 ) ( 6 , 5 ) ( 5 , 8 ) 
1 0 1 0 5 5 1 0 1 0 

( 7 . 8 ) ( 8 , 9 ) ( 9 , 6 ) ( 6 , 9 ) ( 9 , 8 ) ( 8 , 7 ) 
1 2 1 2 3 3 1 2 1 2 

( 8 . 1 0 ) ( 1 0 , 1 1 ) ( 1 1 , 1 0 ) ( 1 0 , 8 ) 
8 7 7 8 

( 8 . 1 1 ) ( 1 1 , 1 2 ) ( 1 2 , 1 1 ) ( 1 1 , 8 ) 
1 0 8 8 1 0 

Final total costs = 2 2 , 6 2 3 
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arc ( 8 , 1 0 ) ( 1 0 , 1 1 ) ( 1 1 , 1 0 ) ( 1 0 , 8 ) becomes ( 1 0 , 1 1 ) (ll ,10) 

service 8 7 7 8 7 7 . 

The resulting revised network is infeasible, and five iterations 

of the route algorithm are necessary merely to achieve feasibility. At 

the end of guideway algorithm iteration seven route five has the.follow

ing form: 

arc ( 1 0 , 1 1 ) ( 1 1 , 8 ) ( 8 , 7 ) ( 7 , 8 ) ( 8 , 1 1 ) ( 1 0 , 1 1 ) 

service LK 9 1 1 9 LK. 

The additional service on the first two branches compensates for the 

deleted service on ( 8 , 1 0 ) . 

The deletion of ( 8 , 1 0 ) is unsuccessful. At iteration eight 

the guideway algorithm inserts ( ^ , 5 ) , also without success, and con

sequently stops. The final set of open guideways and vehicle routes 

is shown in Table 1 0 . 

Test Problem D 

The third example to illustrate the guideway algorithm is 

shown in Figure 2k and Table 1 1 . The network consists of 1 2 stations 

and 2 5 possible guideways, of which 1 9 are open in the starting problem 

Dl. Figure 2 5 shows the form of the vehicle routes at the beginning 

and end of the 0 guideway algorithm iteration. The results of the 

guideway algorithm are summarized in Table 1 2 . 

At iteration one an attempt is made to insert (l,^) into the 

network. The next three iterations remove successfully ( 1 1 , 1 2 ) , ( 1 0 , 1 1 ) , 
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^* open guideway in problem DI 

">* closed guideway in problem DI 

ll ,L60 travel time in minutes, relative 
fixed cost 

Figure 2k. Open Guideways in Problem DI. 
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T a b l e 11. P r o b l e m D, T r a v e l D e m a n d s . 

raiodity O r i g i n D e s t i n a t i o n T r a v e l 

i m b e r S t a t i o n S t a t i o n D e m a n d 

1 1 . 2' 300 
2 1 8 2Q0 

cn 1 10 200 
h 1 11 200 

vn 2 1 300 
6 2 k 200 
7 2 5 200 

CO
 2 12 200 

9 3 5 30Q 
10 3 6 3Q0 
11 3 10 200 
12 3 11 200 
13 h 2 3 0 0 
III k 6 3 0 0 
15 h 7 2 0 0 
1 6 k 8 200 
1 7 5 2 3 0 0 
1 8 5 3 3 0 0 
1 9 5 9 200 
20 5 12 200 
21 6 3 3 0 0 
22 6 U 1+00 
23 6 8 200 
2h 6 9 200 
2 5 7 1 3 0 0 
2 6 7 3 300 
27 7 6 300 
2 8 7 9 200 
2 9 7 11 200 
30 8 6 200 
31 8 2 3 0 0 
32 8 10 200 
33 9 12 200 
3h 9 1 200 
35 9 2 300 
36 9 7 200 
37 9 11 100 
38 10 1 3 0 0 
39 10 3 300 
ho 10 6 300 
hi 10 8 200 
h2 10 12 200 
h3 11 1 200 
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Table 11 . Continued. 

Commodity Origin Destination Travel 
Number Station Station Demand 

kk 1 1 h 3 0 0 
1*5 1 1 7 2 0 0 
1*6 1 1 9 1 0 0 
1*7 1 2 3 3 0 0 
1*8 1 2 1* ' 3 0 0 
1*9 1 2 8 2 0 0 
5 0 1 2 1 0 2 0 0 
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Figure 2 5 . Problem D, Starting With DI, Vehicle Routes at 
Beginning and End of Guideway Algorithm Iteration 0. 
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Table 1 2 . Guideway Algorithm, Results of Problem D, 
Start ing with DI. 

I t e r . Change Pass. Time Vehicle Optg. Guideway Total Impvt. 
Costs Costs Fixed Costs 

0 Start 2 7 , 3 ^ 6 7 , 5 9 7 3 , 3 1 0 3 8 , 2 5 3 -
1 Insert ( l .U) 2 8 , 0 9 2 6 , 9 1 1 3 , 5 0 0 3 8 , 5 0 3 - 2 5 0 

2 Delete ( 1 1 , 1 2 ) 2 7 , 3 5 7 7 , 5 2 9 3 , 1 6 0 3 8 , 0 1 + 6 2 0 6 

3 Delete ( 1 0 , 1 1 ) 2 7 , 8 0 U 7 , 3 0 5 2 , 9 2 0 3 8 , 0 2 9 1 7 

1+ Delete ( 7 , 8 ) 2 9 , 1 ^ 0 5,81+1+ 2 , 6 3 0 3 7 , 6 L L + 1+15 

5 Insert ( 1 , 1 0 2 8 , 6 5 7 5 , 8 2 0 2 , 8 2 0 3 7 , 2 9 7 3 1 6 

6 Insert ( 1 , 5 ) 28,1+51+ 5 , 9 0 U 2 , 9 7 0 3 7 , 3 2 8 - 3 1 

7 Delete (l.fc) 2 8 , 6 5 7 5 , 8 2 0 2 , 6 3 0 3 7 , 1 0 7 1 9 0 

8 Insert ( 1 , 1 * ) 2 8 , 6 5 7 5 , 8 2 0 2 , 8 2 0 3 7 , 2 9 7 - 1 9 0 

9 Delete ( 3 , 8 ) 3 0 , 1 2 5 7 , 1 0 6 2 , 5 1 0 3 9 , 7 + 1 - 2 , 6 3 1 + 

Stop 

Final t o t a l costs = 3 7 , 1 0 7 
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and ( 7 , 8 ) . At this point the computer program is restarted, in the 

guideway insertion phase, and (l.,l+) is again selected for insertion, 

at iteration five. This time the insertion is successful, hut not 

because of flow on ( 1 , 1 + ) . During the removal of ( 7 , 8 ) at iteration four 

the route algorithm reached a local minimum and stopped. During 

iteration five this local minimum was bypassed and the route alg6rithm 

proceeded to make further improvements totaling 5 0 7 . At the end of 

iteration five the guideway ( 1 , 1 + ) is completely flowless and not 

covered by a regular route. The further improvement of 5 0 7 is 

sufficient to result in an overall cost improvement, however, despite 

the added fixed cost for (l,l+). 

At iteration six the algorithm tries to insert (l , 5 ) , unsuccessful' 

ly. At iteration seven the flowless guideway ( 1 , 1 + ) is deleted for a 

saving equal to its fixed cost. The computer program is again restarted, 

and after two unsuccessful iterations, the algorithm stops. The final 

sets of guideways and vehicle routes are shown in Figure 2 6 . 

Summary of Results 

Convergence 

Problem C and D were started with several different sets of open 

guideways and behicle routes. The results from these computer runs are 

compared here and evaluated. 

Figure 2 7 shows the final guideways and total costs for six 

runs of problem C. The runs starting with Cla and C2 have already been 

described. The starting set C3 is a tree of 1 1 two-way guideways. 
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Guideways and Routes. 



Figure 27. Problem C, Final Sets of Guideways and 
Total Costs , Various Runs. 
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The set Ck is identical to that for Cla except that (1 ,5) has 

"been substituted for (H ,5). It will be recalled that when the algorithm 

started with Cla, it attempted to insert (l,5) and then delete ( ^ ,5 ) , 

both changes being unsuccessful. Starting with Ck the algorithm 

deleted (1 ,5) but made no other changes. 

The sets Clb and Clc have the same open guideways as Cla'but the 

initial routes differ. It will be instructive to examine these cases in 

more detail. Figures 28, 29, and 30 show the initial and final vehicle 

routes at guideway algorithm iteration zero. This allows one to 

compare the results of the route algorithm, for a given set of open 

guideways, when started with different initial routes. 

The initial route set in Cla, Figure 28, consists of CBD-

oriented routes. These are changed only slightly, by appending and by 

constructing one new route. The starting set in Clb, Figure 29, 

consists entirely of reversal runs connecting two stations each. Again, 

the route changes are limited to a few cases of appending. 

A radically different approach is taken in Clc, Figure 30. 

Here the starting set contains only one route, a reversal run connecting 

stations 8 and 5- The route algorithm then appends four guideway pairs 

to this initial route and also constructs four new routes. 

The respective costs for these three solutions of the route 

algorithm are 

Starting Set' Passenger Time Costs Vehicle Optg. Costs Sum 
Cla lU,226 69k0k 20,630 
Clb 15,6l6 6,082 21,698 
Clc lU,296 l,h6h 21,760. 
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Figure 2 8 . Problem CI , Starting With Cla, I n i t i a l and Final 
Routes for Guideway Set CI. 
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Figure 2 9 . Problem CI , Starting With Clb, I n i t i a l and 
Final Routes for Guideway Set CI. 
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Figure 30. Problem CI , Starting With Clc , I n i t i a l and Final 
Routes for Guideway Set CI. 
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I t i s seen that the route algorithm is dependent upon the set 

of s tar t ing routes and that the qual i ty of the solutions obtained var ies . 

The main d i f f i c u l t i e s appear to be fa i lure t o t ry combining routes , 

and f a i l u r e to restructure poor routes while maintaining f e a s i b i l i t y . 

The resu l t s of four dif ferent runs for Problem D are shown in 

Figure 3 1 . Problem Dla i s the one described in the previous sect ion. 

The s tart ing set of guideways included 1 9 , of which three were de leted , 

( 1 1 , 1 2 ) , ( 1 0 , 1 1 ) , and ( 7 , 8 ) . The guideway ( l , U ) was inserted and 

subsequently deleted. 

Problem Dlb started with the same set of guideways but a 

di f ferent set of routes. Only one guideway change occurred during 

th i s run, the delet ion of ( 1 0 , 1 1 ) . There i s a substantial difference 

in the f ina l t o t a l costs for the two runs, 3 7 , 1 0 7 for Dla and 3 5 , 1 + 6 1 

for Dlb. Part of the d i f f i c u l t y may be attributed to the route 

algorithm. When a l l 1 9 guideways were open for Dla the route algorithm 

obtained t o t a l passenger time and vehicle costs of 3 ^ , 9 ^ 3 . At the end 

of the run s tart ing with Dlb , when only 1 8 of these same guideways 

were open, the route algorithm obtained costs of 3 2 , 3 9 1 . 

Another aspect of the problem l i e s in se lect ing guideways to 

de le te . In executing the run s tart ing with Dla the algorithm t r i e d 

to detete ( 3 , 8 ) , resu l t ing in a large cost increase. Since ( 3 , 8 ) i s 

included in a l l of the f ina l so lu t ions , i t appears that the guideway 

delet ion cr i ter ion should be changed. 

The run beginning with D2 produced no changes in the guideway 

network and resulted in the lowest t o t a l costs . Likewise, no changes 
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Figure 31. Problem D, Final Sets of Guideways and Total 
Costs , Various Runs. 
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were made in the s tart ing set D3, a tree structure. An attempt was 

made to insert ( 9 , 1 0 ) , hut th i s resulted in a cost increase. The 

guideway with the second best improvement parameter was ( 3 , ^ ) , hut 

th i s insert ion was not t e s t ed . This again points to the need for a 

more v a l i d guideway improvement parameter. 

Execution Time 

The computer running times for the multicommodity flow 

assignment routine and for the guideway algorithm are presented in 

Tables 13 and ik, respect ive ly . The flow assignment routine accounts 

for most of the time spent during each i t era t ion of the route algorithm. 

A separate tab le for the l a t t e r i s thus not needed. 

Table 1 3 indicates that the execution time of the flow ass ign

ment routine i s influenced by the s ize of the network and the percentage 

of in feas ib l e networks constructed. The r a t i o of arcs t o nodes may be 

a f a c t o r , but there i s insuf f i c ient data to ver i fy t h i s . 

The times for the guideway algorithm range from 0 . 2 5 t o 3 . 0 8 

minutes per i t e r a t i o n , and 0 . 9 7 t o 1 8 . 1 2 minutes per problem. No clear 

patterns emerge here as the times seem dependent upon start ing point 

and the type of network involved. 
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Table 1 3 . Summary of Computational Experience 
for Multicommodity Assignment Routine. 

Problem Average Average Average Average Average 
Start ing Number Number Number of Percent of Time Per 

Set of Nodes of Arcs Zero-Level Infeas ib le I t e r a t i o n , 
Rout es Networks Seconds, 

U-1108 

Clb 51 .2 1 1 1 . 8 2.1+ 1 . 3 0 0 

Clc 1+8.3 1 1 5 . 1 k.6 12% 8.921+ 

C5 1+0.0 70 .0 0 . 0 2 .510 

Dla 6o.o 157.1+ 1.6 29% 9.21+1 

Dlb 6i+.l 171 .6 3 .7 k% 6.007 

D2 1+8.0 106.0 0 . 0 0% .530 

D3 1+3.0 83.0 0 . 0 36% 1+.531 

El 2 2 . 0 1+2.0 0.0 0% .231+ 

Note: Times given are for the O^*1 guideway algorithm i terat ion in each 
case. 
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Table Ik. Summary of Computational Experience for 
Guideway Algorithm. 

Problem Number of Ave. No. of Route Ave. No. of Time, 
Start ing I terat ions Alg . I t e r , per Infeas ib le Minutes, 

Set of Guideway Guideway Alg. I t e r . Networks per U - 1 1 0 8 
Algorithm Guideway Per 

Alg . I t e r . I t e r . Total 

Cla 3 lk.0 2 . 3 . 3 2 ' . 9 7 

Clb 5 15.k 5.k . 5 0 2 . U 8 

Clc 7 1 2 . 6 7 . 6 1 . 0 5 7 - 3 6 

C2 9 7 . 2 1 . 6 . 2 5 2 . 2 2 

C3 6 9 . 5 2 . 7 . 3 7 2 . 2 0 

Ck 5 1 3 . 0 3 . 0 . 2 8 1 . 3 8 

Dla 1 0 1 6 . 5 2 . 2 1 . 8 1 1 8 . 1 2 

Dlb 5 29.k 1 . 3 3 . 0 8 1 5 . ^ 0 

D2 2 7 . 5 0 . 0 .5k 1 . 0 7 

D3 2 1 6 . 5 5 . 5 2 . 0 1 k.02 

El 1 0 Ik. 3 2 . 7 . 3 6 3 . 6 2 



136 

CHAPTER V I 

FUTURE E X T E N S I O N S 

T h e s o l u t i o n p r o c e d u r e d e v e l o p e d a n d d e s c r i b e d i n t h i s t h e s i s 

i s b y n o m e a n s r e a d y f o r d e s i g n i n g t r a n s i t n e t w o r k s o f a r e a l i s t i c 

s i z e . N o r i s i t p a r t i c u l a r l y e f f i c i e n t f o r e v e n s m a l l n e t w o r k s . I n 

t h e s e c t i o n s t h a t f o l l o w t h e r e a r e p r e s e n t e d , a s s u g g e s t i o n s f o r f u t u r e 

r e s e a r c h , a n u m b e r o f a l t e r n a t i v e s t r a t e g i e s f o r o b t a i n i n g f a s t e r a n d 

b e t t e r s o l u t i o n s a n d f o r h a n d l i n g l a r g e r n e t w o r k s . 

O b t a i n i n g a n I n i t i a l S e t o f O p e n G u i d e w a y s 

O t h e r r e s e a r c h e r s u s i n g i n s e r t i o n - d e l e t i o n a l g o r i t h m s t y p i c a l l y 

s t a r t w i t h e i t h e r a m i n i m a l s p a n n i n g t r e e o r a m a x i m a l l y c o n n e c t e d 

n e t w o r k . T h e p r e v i o u s c h a p t e r o n c o m p u t a t i o n a l r e s u l t s s h o w s c l e a r l y 

t h a t t h e c o m p u t e r p r o g r a m r u n n i n g t i m e d e p e n d s h e a v i l y u p o n t h e s t a r t i n g 

s e t o f o p e n g u i d e w a y s . 

T h e i n i t i a l s o l u t i o n p r o p o s e d h e r e i s d e s i g n e d t o o b t a i n a 

b e t t e r s t a r t i n g s e t a n d h e n c e r e d u c e t h e n u m b e r o f i t e r a t i o n s r e q u i r e d 

t o a c h i e v e t h e b e s t n e t w o r k . T h e e s s e n t i a l c o n c e p t i s t o u s e t h e 

d i f f e r e n c e s b e t w e e n s h o r t e s t p a t h s a n d n ^ - s h o r t e s t p a t h s f o r t h e 

c o m m o d i t i e s . 

T h e m e t h o d b e g i n s b y f i n d i n g t h e q s h o r t e s t p a t h s f o r e a c h 

c o m m o d i t y o n t h e g u i d e w a y n e t w o r k ( N , A ) . A s d e f i n e d p r e v i o u s l y , t h e 

s e t A c o n t a i n s a l l p o s s i b l e g u i d e w a y a r c s . T h e l e n g t h o f e a c h arc 
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( i , j ) e A i s t a k e n t o b e t h e p a s s e n g e r t r a v e l t i m e d . . . 

N e x t , f o r e a c h a r c ( i , j ) e A t h e r e i s c o m p u t e d a w e i g h t i n g f a c t o r 

k e K n = l ^ ° k n 

w h e r e 

K i s t h e s e t o f c o m m o d i t i e s , t r a v e l d e m a n d s b e t w e e n 

n o d e p a i r s i j 

r t h e t r a v e l d e m a n d f o r c o m m o d i t y k 

X " the l e n g t h o f t h e q ^ ^ - s h o r t e s t p a t h f o r c o m m o d i t y k , 

o r t h e " l o n g e s t " p a t h 

Jl t h e l e n g t h o f t h e n ^ - s h o r t e s t p a t h f o r c o m m o d i t y k 
k n 

m ^ n ^ . a l o g i c o p e r a t o r , m ^ . n ^ • - 1 i f a r c ( i , j ) i s i n t h e n^-
n i < ^ s h o r t e s t p a t h f o r commodity k b u t n o s h o r t e r p a t h f o r 

c o m m o d i t y k , m ^ n ; j _ j = 0 o t h e r w i s e 

t t h e n u m b e r o f a r c s i n t h e n ^ - s h o r t e s t p a t h f o r c o m m o d i t y 
k n , 

k . 

T h e w e i g h t i n g f a c t o r w ^ f o r a n a r c r e p r e s e n t s t h e p o t e n t i a l 

t r a v e l t i m e c o s t s a v i n g t o b e a c h i e v e d , s u m m e d o v e r a l l c o m m o d i t i e s , b y 

i n t r o d u c i n g t h e a r c i n t o t h e n e t w o r k . T h e (I -JL ) i s t h e d i f f e r e n c e 
k q k n 

b e t w e e n t h e q " ^ ^ - s h o r t e s t , o r " l o n g e s t " , p a t h a n d t h e n ^ - s h o r t e s t o n e . 

T h e l o g i c o p e r a t o r m j t n j _ j a t t r i b u t e s t h e s a v i n g o n l y t o t h o s e a r c s t h a t 

t h 

a r e i n c l u d e d i n t h e n - s h o r t e s t p a t h a n d n o s h o r t e r p a t h , t h u s p r e v e n t i n g 

d o u b l e c o u n t i n g o f s a v i n g s . T h e f a c t o r l / t , d i v i d e s e a c h s a v i n g 
KJCi 

t h 

a t t r i b u t e d t o a n a r c b y t h e n u m b e r o f a r c s i n t h e n - s h o r t e s t p a t h 

f o r c o m m o d i t y k . 

A s a n e x a m p l e c o n s i d e r t h e n e t w o r k i n F i g u r e .32 a n d t h e a s s o c i a t e d 
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arc i s included in 5 th , 9 t h , and 10th shortest 
5 , 9s 10 paths for commodity k 

Figure 32. Example for Computing Guideway Weighting 
Factors. 
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ARC-PATH I N C I D E N C E M A T R I X I N TABLE 1 5 FOR COMMODITY K , GOING FROM NODE 

ONE TO E I G H T . I F Q I S SET EQUAL TO 1 0 , THEN THE LONGEST PATH HAS 

LENGTH Ji1 = _ RT = ih. CONSIDER ARC ( 1 , 2 ) I N THE NETWORK. I T I S I N 
TO KQ KLO ' 

T H E 2 N D , 3 R D , U t h , 6 T H , AND 7 T H - S H O R T E S T P A T H S . T H U S , ARC ( L , 2 ) HAS 

A T T R I B U T E D TO I T A POTENTIAL S A V I N G OF R ( l U - 9 ) ( L / 3 ) FOR COMMODITY 

K . ARC ( 1 , 5 ) I S C R E D I T E D WITH R K ( l U - L L ) ( L / U ) , ARC ( 1 , 6 ) WITH 

r k ( l U ) ( l / 3 ) , E T C . 

T H I S W E I G H T I N G SCHEME THUS DETERMINES THE IMPORTANCE OF EACH 

ARC W I T H RESPECT TO POTENTIAL TRAVEL T I M E COST SAVINGS FOR ALL 

COMMODITIES ON THAT ARC. I F T H E V E H I C L E OPERATING COSTS C . . VARY 

D I F F E R E N T L Y THAN T H E ARC TRAVERSAL T I M E S , THEN THE LENGTH OF EACH ARC 

MAY B E TAKEN TO B E ( D . . + C . . / G ) , WHERE G I S THE CAPACITY OF A V E H I C L E . 

1 0 I J 

THE W E I G H T I N G FACTORS W I L L THEN REFLECT ALSO SOME P O T E N T I A L SAVINGS 

I N T H I S cj_y ^ N P R A C T I C E T H E NUMBER OF SHORTEST PATHS Q MAY B E 

L I M I T E D TO T H R E E , F O U R , OR F I V E . 

THE W E I G H T I N G FACTORS W . . FOR EACH GUIDEWAY P A I R MAY NOW B E 

-̂ J 
COMBINED W I T H T H E GUIDEWAY F I X E D COSTS P . . TO FORM A P R I O R I T Y RANKING 

I J 
THAT R E F L E C T S BOTH V A R I A B L E AND F I X E D COSTS: 

H . . = W . . + W . . - P . . - P . . . ( 6 - 2 ) 
I D I J J I I J Ji 

T H E S E P R I O R I T Y RAT INGS TU ^ CAN B E USED TO SELECT GUIDEWAY P A I R S FOR 

T H E I N I T I A L SET A . 

ONE WAY OF DOING SO I S TO I N S E R T GUIDEWAY P A I R S I N DESCENDING 

ORDER OF H . . U N T I L ALL STATIONS ARE CONNECTED. THE R E S U L T I N G NETWORK 
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Table 1 5 * Example for Computing Guideway Weighting 
Factors. Arc-Path Incidence Matrix for 
Commodity ( 1 , 8 ) . 

o. 
d. 

1 
2 

1 
5 

1 
6 

2 
3 

2 
6 

2 
7 

3 
k 

3 
7 

3 
8 8 

5 
6 

5 
9 

eo 
7 

* 7 
10 8 

9 
7 

9 
10 

10 
8 

path 
1 l 1 1 8 3 
2 1 1 1 9 3 
3 1 1 1 10 3 
k 1 1 1 l 11 k 
5 1 l 1 1 11 k 
6 1 l 1 1 11 h 
7 1 1 1 1 11 h 
8 1 1 1 12 3 
9 1 1 1 1 13 1+ 

10 1 1 1 1 ih if 
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w i l l a l m o s t c e r t a i n l y c o n t a i n m o r e g u i d e w a y s t h a n a s p a n n i n g t r e e 

( c o n s t r u c t e d o f t w o - w a y g u i d e w a y s e q u i v a l e n t t o t h e p a i r s ) , b u t f a r 

f e w e r t h a n t h e c o m p l e t e g u i d e w a y n e t w o r k . A l s o , t h i s n e t w o r k w i l l 

p r o b a b l y h a v e m o r e g u i d e w a y a r c s t h a n t h e f i n a l , b e s t n e t w o r k . T h e 

r e a s o n f o r t h i s l i e s i n t h e f a c t t h a t m o r e t h a n 1 0 0 p e r c e n t o f t h e 

t r a v e l c o s t s a v i n g s a r e a t t r i b u t e d t o a r c s . 

A n o t h e r w a y o f s e l e c t i n g a s t a r t i n g s e t A i s t o c o n s t r u c t a 

t r e e ( o f e q u i v a l e n t t w o - w a y g u i d e w a y s ) . G u i d e w a y p a i r s a r e i n s e r t e d 

i n d e s c e n d i n g o r d e r o f h . , p r o v i d e d n o c y c l e s a r e f o r m e d . 

i j 
H o p e f u l l y , t h e c o m p u t a t i o n s i n v o l v e d i n d e t e r m i n i n g t h e s e h . . 

i J 
w i l l b e j u s t i f i e d b y t h e i m p r o v e d q u a l i t y o f t h e i n i t i a l n e t w o r k . 

A l t e r n a t i v e M e t h o d o f G e n e r a t i n g G u i d e w a y 

I m p r o v e m e n t P a r a m e t e r s 

T h e g u i d e w a y i n s e r t i o n a n d d e l e t i o n p a r a m e t e r s g e n e r a t e d d u r i n g 

t h e s o l u t i o n p r o c e d u r e , a s d e s c r i b e d i n C h a p t e r I V , a r e i n f l u e n c e d b y 

t h e c u r r e n t s e t o f v e h i c l e r o u t e s . A m e t h o d o f e l i m i n a t i n g s u c h b i a s i s 

t o i m b e d t h e r o u t e a l g o r i t h m d i r e c t l y i n t o B i l l h e i m e r ' s g u i d e w a y 

i n s e r t i o n - d e l e t i o n a l g o r i t h m ( 8 ) . 

B i l l h e i m e r ' s a l g o r i t h m s o l v e s t h e f o l l o w i n g p r o b l e m : 

M i n i m i z e Zh = E u . . p . . + E £ f ^ . v . . ( 6 -3 ) 

( i , j ) e A 1 J 1 J ( i , j ) e A k e K 1 J l j 

( g u i d e w a y f i x e d c o s t s ) ( v a r i a b l e f l o w c o s t s ) 

S u b j e c t t o : 
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F l o w r e q u i r e m e n t s : 

j e A ( i ) 1 J 

E : L \ \ = r k , k e K , i e N 

, e B ( i ) ^ 1 

(6-10 

I n t e g r a l i t y : 

u. . = 0 , 1 , ( i 9 ( j ) e A (6 -5 ) 

N o n - n e g a t i v i t y a n d f e a s i b i l i t y 

f ? . = 0 i f u . . = 0 

> 0 i f u . . = 1 
- i j 

( i , j ) e A (6 -6 ) 

w h e r e 

v . . i s t h e v a r i a b l e u n i t f l o w c o s t o n a r c ( i , j ) , 

a n d o t h e r t e r m s a r e a s p r e v i o u s l y d e f i n e d . 

T h i s p r o b l e m i s i d e n t i c a l t o t h a t p o s e d f o r t h e g e n e r a l a r c 

i n s e r t i o n - d e l e t i o n a l g o r i t h m i n C h a p t e r I I I , ( 3 -13 ) t h r o u g h ( 3 - 1 ? ) , 

e x c e p t f o r t h e a b s e n c e o f a r c c a p a c i t y r e s t r i c t i o n s . E q u a t i o n (6 -6 ) 

i m p l i e s t h a t a n o p e n g u i d e w a y a r c h a s u n l i m i t e d c a p a c i t y . 

T h e s o l u t i o n f o r ( 6 - 3 ) t h r o u g h (6 -6 ) i s o b t a i n e d b y a n a r c 

i n s e r t i o n - d e l e t i o n a l g o r i t h m . T h e a b s e n c e o f t h e c a p a c i t y c o n s t r a i n t s 

s i m p l i f i e s t h e p r o b l e m c o n s i d e r a b l y i n s e v e r a J w a y s : 

( l ) B o u n d s c a n b e e s t a b l i s h e d o n v a r i a b l e c o s t s a v i n g s f o r 
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I N C L U D I N G A R C S . THESE HOUNDS CAN THEN B E USED TO I D E N T I F Y C E R T A I N 

ARCS THAT MUST B E INCLUDED I N T H E OPTIMAL SOLUTION AND TO I D E N T I F Y 

OTHERS THAT MUST B E EXCLUDED. T H I S HAS THE E F F E C T OF REDUCING THE 

PROBLEM S I Z E . 

(2 ) S I N C E T H E SECOND SHORTEST PATH CAN ALWAYS ACCEPT THE FLOW, 

T H 

THERE I S NO NEED TO F I N D N - S H O R T E S T PATHS BEYOND THE SECOND ONE. 

(3) COMPUTING ARC I N S E R T I O N AND DELET ION PARAMETERS I S MUCH 

MORE D I R E C T , I N V O L V I N G ONLY A REROUTING OF R E L A T I V E L Y FEW COMMODITIES 

FOR EACH A R C . 

THE ROUTE ALGORITHM CAN B E IMBEDDED I N B I L L H E I M E R ' S GUIDEWAY 

ALGORITHM B Y APPROPRIATE D E F I N I T I O N OF THE V . . : 

G Q-

C . 
V . = D. . + + D T Q 0 + D, Q„ 

W W u 2 T^3 (6-7) 
1 

WHERE 

I S THE AVERAGE PERCENT V E H I C L E OCCUPANCY, THROUGHOUT THE 
NETWORK, 

I S THE AVERAGE PERCENTAGE OF PASSENGERS ON A V E H I C L E 
WHO E X P E R I E N C E D A W A I T I N G T I M E AT THE O R I G I N OF THE ARC 
B E I N G T R A V E R S E D , 

T H E AVERAGE PERCENTAGE OF PASSENGERS ON A V E H I C L E WHO 
E X P E R I E N C E D A TRANSFER AT THE O R I G I N OF T H E ARC B E I N G 
T R A V E R S E D , 

T 
W 

T H E AVERAGE W A I T I N G T I M E E X P E R I E N C E D B Y PASSENGERS WHEN 
BOARDING A V E H I C L E , 

AND OTHER TERMS ARE AS P R E V I O U S L Y D E F I N E D . 

THE V A R I A B L E FLOW COST V . . FOR EACH ARC THUS CONSISTS OF 

THE V A R I A B L E PASSENGER TRAVEL T I M E COST ON T H E A R C , 
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a n a v e r a g e p e r p a s s e n g e r c o s t o f o p e r a t i n g a v e h i c l e 

o n t h e a r c , 

a n a v e r a g e p e r p a s s e n g e r w a i t i n g t i m e c o s t , 

a n a v e r a g e p e r p a s s e n g e r t r a n s f e r t i m e c o s t . 

T h i s d e f i n i t i o n o f v . . i s d e s i g n e d t o a l l o w o n e t o w o r k w i t h t h e 

o r i g i n a l g u i d e w a y n e t w o r k i n c o m p a r i n g g u i d e w a y f i x e d c o s t s p . . v e r s u s 

v a r i a b l e c o s t s d . . , c . . , d , a n d d , , u n e n c u m b e r e d b y a n v s e t o f v e h i c l e 

r o u t e s . V a l u e s f o r t h e p a r a m e t e r s q ^ , q ^ , q ^ 3 a n d t ^ c a n b e d e t e r m i n e d 

f r o m p a r t i c u l a r s o l u t i o n s t o t h e r o u t e a l g o r i t h m a n d u p d a t e d a s 

n e c e s s a r y . 

v a l u e s o f q ^ , q ^ , q ^ * and- "t^ f o r d i f f e r e n t p o r t i o n s o f t h e n e t w o r k . 

T h e d i f f e r e n c e s i n v a l u e s w o u l d m o s t l i k e l y r e l a t e t o t h e d i s s i m i l a r 

t y p e s o f f l o w i n t h e c e n t r a l , a n d o u t e r p o r t i o n s o f t h e n e t w o r k . 

A l t e r n a t i v e M e t h o d o f G e n e r a t i n g A r c D e l e t i o n P a r a m e t e r s 

W h i l e t h e a r c i n s e r t i o n p a r a m e t e r s a r e a n a t u r a l b y - p r o d u c t o f 

t h e m u l t i c o m m o d i t y a s s i g n m e n t r o u t i n e , t h e c o m p u t a t i o n o f a r c d e l e t i o n 

p a r a m e t e r s i s , a t b e s t , a p i e c e m e a l e f f o r t . T h e a l t e r n a t i v e m e t h o d 

d e s c r i b e d b e l o w i s s u g g e s t e d t o r e m e d y t h i s s i t u a t i o n . 

T h e n e w p r o c e d u r e w o u l d u s e a n e n t i t y s i m i l a r t o t h e a r c 

i n f e a s i b i l i t y p a r a m e t e r , e x c e p t t h a t n o w e x c e s s a r c c a p a c i t y w o u l d b e 

m e a s u r e d . R e c a l l t h a t a t e a c h i t e r a t i o n o f t h e m u l t i c o m m o d i t y r o u t i n e 

t h e i n f e a s i b i l i t y p a r a m e t e r o f a n o v e r s a t u r a t e d a r c i s i n c r e m e n t e d b y 

- ( e x c e s s f l o w x e p s ) . T h i s i s s t e p n i n e o f t h e m u l t i c o m m o d i t y r o u t i n e , 

d e s c r i b e d i n C h a p t e r I V . A f t e r t h e c o m m o d i t y k * h a s b e e n r e a s s i g n e d 

A m o r e s o p h i s t i c a t e d d e f i n i t i o n o f v . . w o u l d u s e d i f f e r e n t 
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from i t s shortest t o i t s second shortest path in step t e n , some of 

the arcs w i l l s t i l l have excess capacity. For each such arc define an 

excess capacity parameter, and increment i t by (excess capacity x eps ) . 

At the termination of the multicommodity routine t h i s parameter 

for an arc "will represent the cumulative excess capacity of the arc 

during the process of changing from an i n i t i a l in feas ib le flow assign

ment to a f i n a l f eas ib le assignment. These parameters can then be 

used to determine which section of which route to reduce. 

Just as the i n f e a s i b i l i t y parameters, the excess capacity 

parameters would be generated for a l l arcs each time a flow assignment 

i s made. 

Consistent Designation of Revised Network Nodes and Arcs 

One of the most time consuming operations in the computer 

program i s the multicommodity flow assignment routine. This routine 

i s executed each time a change i s made in the set of vehic le routes , 

be i t a completely new route or a change in route service frequency 

on only one branch. Considerable time could be saved i f the flow 

assignment routine were able t o s tart with the flow from the previous 

execution. 

A major reason for not doing so i s the method of constructing 

the revised network. Nodes are generated in order of s tat ions and arcs 

in order of s tat ions within a route. Arcs are then reordered by node 

number and, within that ordering, by length. The flow assignment 

routine then takes advantage of t h i s arc ordering. 
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Several modifications are needed if the multi-commodity flow 

routine is to start with a previous assignment: 

((l) There must he a consistent system of designating route 

nodes and arcs in the revised network. In the current program a 

revised network node can be traced directly to its station and route. 

To this identification must be added the position within the route. 

(2) A method must be devised for properly constructing new 

arcs and deleting old arcs, and for changing arc capacities and lengths, 

whenever changes are made in the set of routes. 

(3) Deleted arcs must be kept in the network long enough for 

the multicommodity routine to reassign their flow. On the other hand, 

such deleted arcs must not be allowed to swell the list of total arcs 

beyond the declared matrix size. 

(h) The multicommodity routine must be changed to handle 

unordered arcs. 

(5 ) A way must be found for updating arc infeasibility 

parameters from one iteration to the next. 

If the changes (l), ( 2 ) , and (3) were made it might be worth

while to attempt using an exact multicommodity routine. An additional 

benefit would then be the information embodied in the dual variables. 

Multiple Guideway Changes 

Inserting and deleting guideways one at a time overlooks the 

possibility of reducing total costs by making multiple guideway changes. 

The simplest such case is the simultaneous insertion of one guideway 

and deletion of another. Either change by itself may result in higher 
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total costs while the combined changes may produce an overall improve

ment. The guideway insertion parameters may be used for selecting the 

guideways involved in the substitution process. 

More difficult is the extension to two or more guideways for 

insertion, deletion, or substitution. Consider the partial network 

shown in Figure 33. If there is a substantial travel demand between 

stations 1 and 3, the insertion of either (1,1*) or (U,3) by itself will 

5^" 

> • > © 

•< >-open guideway 
closed guideway 

Figure 33. Example Relating to Multiple Guideway Changes. 

do little to reduce variable costs for that demand. What is needed, of 

course, is the simultaneous insertion of (1,1*) and (U,3). In order to 

reduce total costs it may be necessary to delete at the same time one or 

more guideways. 

The problem of multiple guideway changes bears some resemblance 

to that of selecting route arcs to change. The differences are that 

guideways are either open or closed and that they need not conform to any 

pattern. Nevertheless, it may be possible to extend the general concepts 

of the route algorithm to the problem here. 
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Computer Program Improvements 

Packing the Data 

Some l U , 0 0 0 -words of core data storage are required for a 

problem consist ing of 1 2 s t a t i o n s , 3 0 poss ib le two-way guideways, 5 0 

t r a v e l demands, and 1 5 routes of length not exceeding 1 2 arcs each. To 

handle problems of 5 0 s t a t i o n s , 1 0 0 guideways, 2 0 0 t rave l demand's, and 

50 routes of length 30 arcs , there are needed approximately 7 8 , 0 0 0 

words. Considering the 1 5 , 0 0 0 words needed for ins truct ions , the t o t a l 

core requirement for such a problem becomes 9 3 , 0 0 0 words. This amount 

exceeds the 6 5 , 0 0 0 word capabi l i ty of the Univac 1 1 0 8 on the Georgia 

Tech campus, and that of many other f a c i l i t i e s . 

The larges t arrays involved are the shortest path and the 

second shortest path matrices , of s i ze 2 0 0 x 3 0 each for the second 

problem described above. Since the number of revised network arcs i s 

l i m i t e d , t o 2 0 0 0 in t h i s case , the largest entry in the shortest path 

matrix occupies only 1 1 b i t s (2^"'" = 2 0 U 8 ) , or l e ss than one-third of 

a 3 6 - b i t word. Hence, one can use the FLD function ( H 8 ) t o pack each 

2 0 0 x 3 0 array into an 2 0 0 x 1 0 array. Similar storage space savings 

can be made with the other arrays involved. Such data packing makes 

i t poss ib le to handle problems of moderate s i ze on exis t ing computers 

without the use of external storage devices. 

Adaptive Switching Rules 

There appear t o be an endless number of switching rules t o 

control the progress of computations through the various phases of the 

guideway and route algorithms. A few of these are avai lable as options 
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T o t a l c o s t s v . . a n d p . . f o r 

a f e a s i b l e s o l u t i o n j 

j l ' l i n i m u m v a r i a b l e c o s t s v . . ~| 

j w h e n a l l g u i d e w a y s a r e o p e n j 

(6 -8 ) 

i n t h e e x i s t i n g p r o g r a m : t h e i n s e r t i o n p a r t o f t h e r o u t e a l g o r i t h m c a n 

e n t e r f i r s t t h e s e c t i o n o n i n c r e a s i n g s e r v i c e o n r o u t e s o r t h e s e c t i o n 

o n a p p e n d i n g g u i d e w a y s , a n d c u t - o f f p a r a m e t e r s f o r p r e l i m i n a r y t e s t s 

c a n "be a d j u s t e d . 

I t m a y b e h e l p f u l t o e x p a n d o n t h e s e t o i n c l u d e s u c h c a s e s a s 

t h e f o l l o w i n g : ( l ) E n t e r g u i d e w a y d e l e t i o n f i r s t i f t h e r e a r e 

r e l a t i v e l y f e w c l o s e d g u i d e w a y s . ( 2 ) I f r o u t e c o n s t r u c t i o n i s u n 

s u c c e s s f u l a t t h e d e t e r m i n e d s e r v i c e f r e q u e n c y , t e s t t h e s a m e r o u t e 

w i t h a n o t h e r f r e q u e n c y . (3 ) I f a g u i d e w a y i n s e r t i o n i f u n s u c c e s s f u l 

d o n o t a l l o w t h e s a m e g u i d e w a y t o b e c o m e t h e f i r s t c a n d i d a t e f o r 

i n s e r t i o n a t a l a t e r e n t r y o f t h e g u i d e w a y i n s e r t i o n p h a s e . 

B o u n d s o n O p t i m a l S o l u t i o n 

B o t h G r a y (.17) a n d B i l l h e i m e r (8) u s e d b o u n d s o n v a r i a b l e a n d 

f i x e d c o s t s t o r e d u c e t h e n u m b e r o f s o l u t i o n s t o b e e x a m i n e d . R e c a l l 

B i l l h e i m e r 1 s p r o b l e m ( 6 -3 ) t h r o u g h ( 6 - 6 ) . A n u p p e r b o u n d o n t h e f i x e d 

c o s t s p . . c a n b e o b t a i n e d a s f o l l o w s : 

U p p e r b o u n d o n 

f i x e d c o s t s p . . 

T h e v a r i a b l e c o s t s a r e m i n i m i z e d w h e n a l l g u i d e w a y s a r e o p e n . T h e 

f i x e d c o s t s f o r t h e o p t i m a l s o l u t i o n c a n n o t e x c e e d t h e d i f f e r e n c e 

b e t w e e n t h e t o t a l c o s t s f o r a n y f e a s i b l e s o l u t i o n a n d t h i s m i n i m u m 

v a r i a b l e c o s t . A s b e t t e r s o l u t i o n s a r e o b t a i n e d t h e b o u n d i s t i g h t e n e d . 
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A lower bound on fixed costs may be obtained in the following 

manner: First, there is computed for each guideway the increase in 

variable flow costs for the travel demands between the endpoints if 

the guideway were closed and all others remained open. If this 

increase in variable costs v.. exceeds the guideway fixed cost p.., 

then that guideway must be open in the optimal solution. All such 

guideways are identified, and then a minimal connected graph is 

constructed containing them. The fixed costs for this graph then 

represent a lower bound on those for the optimal solution. In the 

process of obtaining this bound the problem size has been reduced by 

identifying guideways that must appear in the optimal solution. 

While the route structure complicates matters in the research 

problem, it should be possible to extend and apply the same principles 

to its solution. 



1 5 1 

CHAPTER VII 

CONCLUSIONS AND RECOMMENDATIONS 

The focus of t h i s research has been t o develop a procedure for 

so lv ing in a unif ied way the four-component problem that follows af ter 

estimating the trave l demand and determining the stat ion locations for 

a proposed public t rans i t network: How should one simultaneously 

se l ec t f ixed-cost guideways for inclusion in the network, determine 

vehic le routes and route service frequencies , and assign passengers to 

or ig in-des t inat ion paths in order to minimize the t o t a l of construction 

c o s t s , passenger trave l and delay time c o s t s , and vehic le operating 

costs , while sa t i s fy ing the t o t a l transportation demand? 

To date , no successful work on th i s problem has appeared in 

the l i t e r a t u r e . There are two main resul ts of th i s research: 

( 1 ) The problem was formulated in a manner amenable to 

so lut ion . The or ig ina l multicommodity transshipment problem with a l l 

i t s constraints was decomposed into two problems, one imbedded within 

the other. The imbedded problem, the se lect ion of vehic le routes and 

assignment of passenger f low, was further transformed into a simpler 

problem u t i l i z i n g a revised network. 

( 2 ) A heur is t i c program to solve the problem was developed, 

wr i t ten , and t e s t ed . The larges t problem tes ted included 1 2 s t a t i o n s , 

2 5 poss ib le two-way guideways, 5 0 t rave l demands, and 1 5 routes of 

length not exceeding 1 2 arcs each. Solution times ranged from one to 
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1 8 MINUTES ON T H E UNIVAC 1 1 0 8 , WITH ALL DATA HELD I N CORE. 

T H E S E RESULTS I N D I C A T E THAT THE O B J E C T I V E S OF T H I S RESEARCH 

HAVE B E E N A T T A I N E D . DURING THE PROCESS OF T E S T I N G THE PROGRAM WITH 

D I F F E R E N T E X A M P L E S , A NUMBER OF PROBLEM AREAS WERE DISCOVERED R E L A T I N G 

TO CONVERGENCE AND EXECUTION T I M E . ACCORDINGLY, THERE ARE RECOMMENDED 

FOR FUTURE RESEARCH T H E FOLLOWING IMPROVEMENTS AND E X T E N S I O N S : 

( 1 ) THE M A I N EMPHASIS I N THE ROUTE ALGORITHM I S ON EXTENDING 

E X I S T I N G ROUTES AND B U I L D I N G NEW ROUTES. THERE NEEDS TO B E INCORPORATED 

A WAY TO COMBINE E X I S T I N G ROUTES AND TO RESTRUCTURE POOR ROUTES. THE 

ALTERNATIVE ARC D E L E T I O N PARAMETERS CAN B E USED H E R E . THESE ARE 

D E S C R I B E D I N CHAPTER V I AND ARE A D I R E C T ANALOGY OF THE ARC I N S E R T I O N 

PARAMETERS. A L S O , A ROUTE S U B S T I T U T I O N PROCESS NEEDS TO B E D E V I S E D TO 

OVERCOME T H E PROBLEMS OF CHANGING ONE ROUTE AT A T I M E . 

( 2 ) THE MULTICOMMODITY FLOW ASSIGNMENT ROUTINE NEEDS TO B E 

IMPROVED SO THAT I T W I L L OBTAIN WITH B E T T E R R E L I A B I L I T Y A F E A S I B L E 

SOLUTION WHEN ONE E X I S T S , AND DIAGNOSE AN I N F E A S I B L E NETWORK I N A 

SHORTER T I M E . THE CURRENT ROUTINE I S CAPABLE OF HANDLING PROBLEMS 

WITH 1 2 COMMODITIES CORRESPONDING TO 5 0 TRAVEL DEMANDS, 2 0 0 NODES, 

AND 3 8 0 A R C S . 

( 3 ) THE S E L E C T I O N OF GUIDEWAYS FOR I N S E R T I O N AND DELET ION NEEDS 

TO B E REEXAMINED. THE ALTERNATIVE GUIDEWAY IMPROVEMENT PARAMETERS , 

D E S C R I B E D I N CHAPTER V I , APPEAR B E T T E R S U I T E D THAN THOSE CURRENTLY USED 

S I N C E THEY AVOID THE B I A S OF THE E X I S T I N G ROUTE STRUCTURE. H E R E , A L S O , 

A S U B S T I T U T I O N PROCESS WOULD OVERCOME T H E D I F F I C U L T I E S OF CHANGING ONE 

GUIDEWAY AT A T I M E . 
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In addition t o the above there are recommended a number of items 

t o speed convergence and handle larger networks: 

{k) An i n i t i a l set of guideways should be se lected using some 

method, such as described in Chapter V I . The computational experience 

indicates that the best solut ions and execution times are obtained 

when one s tar t s with a guideway set larger than a spanning tree but 

smaller than a maximally connected graph. 

( 5 ) The pr inc ip les u t i l i z e d by Billheimer ( 8 ) , discussed in 

Chapter V I , should be extended to Identify guideways that must be 

included in the optimal solution and to obtain bounds on f ixed and 

variable cos ts . 

(6) The data should be packed t o enable the handling of 

larger problems in core. 

(7 ) A method for obtaining an i n i t i a l set of routes should be 

developed and te s ted . Such a method could be u t i l i z e d at the beginning 

of the program or at each i t era t ion of the guideway algorithm. 
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