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Abstract

A method for temporally integrating appearance-based
body-part labelling is presented. We begin by modifying the
silhouette labelling method ofGhost[4]; that system first
determines which posture best describes the person cur-
rently and then uses posture-specific heuristics to generate
labels for head, hands, and feet. Our approach is to assign
a posture probability and then estimate body part locations
for all possible postures. Next we temporally integrate these
estimates by finding a best path through the posture-time
lattice. A density-sampling propagation approach is used
that allows us to model the multiple hypotheses resulting
from consideration of different postures. We show quanti-
tative and qualitative results where the temporal integra-
tion solution improves the instantaneous estimates. This
method can be applied to any system that inherently has
multiple methods of asserting instantaneous properties but
from which a temporally coherent interpretation is desired.

1. Introduction

The goal of tracking the body parts of people from video
has received much attention in recent years. The majority
of efforts involve some explicit three-dimensional model of
the human body, typically a model of the potential dynamics
that govern its motion, and an imaging model that describes
the type and location of image features that would be gener-
ated if a human body in a given state were imaged. Relevant
examples of this are [3, 1, 9, 12, 2].

The standard approach is to somehow initialize the body
model to align with the image and then to track the changes,
where tracking entails modifying the articulation parame-
ters in such a way as to agree with the measurements as

much as possible. Most of these methods rely on edges
of binary body-contours because of the (often erroneously)
presumed simplicity of extracting the human figure from
the background. Because measurements are uncertain and
contours may be ambiguous, the formulations are gener-
ally probabilistic and the goal of the system is to maintain
a maximum likelihood estimate of joint angles, and some-
times to maintain an uncertainty estimate (as in Kalman fil-
tering) to integrate over time.

The approach presented here differs substantially from
the above. Our work leverages the method of [4]. Their in-
sight was that the binary images of body contours contain
sufficient information to determine in whichposturea per-
son was posed. Posture examples include sitting, standing,
leaning-to-the-right. They further noted that given a posture
there are simple heuristics for identifying likely locations
of key body parts, in particular head, hands, and feet. The
system they constructed would, for each frame, analyze the
shape of the contour to determine posture, and then label
the body parts using the posture-appropriate methods. The
result of each processed frame is independent of any other
frame. The results were remarkably good when the postures
were clear and canonical; the position labelling failed, how-
ever, at posture transitions or when the posture could not be
reliably determined.

Clearly missing form that effort is the notion of temporal
integration. Integration should overcome temporary diffi-
culties in posture assessment and help to filter out affects of
erroneous position labels generated during transient phases.
The mechanism we develop is designed to perform such an
integration.

Furthermore, integration can help improve not only
body-part location estimates but also the accuracy of the
posture labels. The idea there is to use dynamic constraints
to enforce temporally consistent motion of the body-parts
and then use the better body-part locations to help deter-
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mine which of the postures gave better initial estimates. The
actual method derived calculates all the probabilities simul-
taneously in an attempt to integrate as much information as
possible. This aspect of the work is closely related to some
previous efforts such as [10, 11, 7]; that and other work will
be discussed in the next section.

The layout of the paper is as follows: We begin with a
brief description of three areas of work that are directly rel-
evant and upon whose results we draw. To provide instanta-
neous posture and body-part location estimates we present
our extensions to the Ghost system [4]. We next present our
general formulation and algorithm for how we integrate the
instantaneous (discrete) label and (continuous) position es-
timates. Finally we show how application of the integration
process yields qualitatively and quantitatively better results
than the instantaneous estimates (no surprise), and how the
mechanism provides a general method to use continuous
output, state-conditional estimates to better assert the dis-
crete labels.

1.1. Relation to Previous Work

There are three areas of research directly related to the
work here, and from which this work derives. The first is
that of the application, namely body-part labelling. Here
we intend to distinguish labelling from tracking. We define
labelling systems as those that do not require initialization.
One of the earlier systems is Pfinder [13] which used color
blob finding to attempt to label the position in the image of
the heads, hands, and (by silhouette) feet. Pfinder was later
extended in [14] to include dynamics and the notion of in-
tegration; the integration there was strictly parametric using
Kalman filtering techniques. Of course another labelling
scheme is the Ghost system [4] upon which we draw heav-
ily.

The more theoretical underpinnings come from theCON-
DENSATION algorithm [6, 8] and its derivatives in which
densities are represented by samples allowing the model-
ing of non-Gaussian, multi-modal distributions. In the work
we present here we also adopt a variation of theCONDEN-
SATION algorithm and a smoothing filter enhancement of
it. Furthermore, their extensions toCONDENSATIONtrack-
ing using automatic-model switching [7] parallels our own
model switching in selection of posture labels. The pri-
mary difference is that we are not switching between dy-
namic models but between different methods of generating
the measurements. The work of [5] also used switching be-
tween shape models to facilitate tracking.

Also closely related to the temporal integration devel-
oped here is the work on using Dynamic Bayesian Networks
to model multi-state dynamic control for tracking a contin-
uous process, typically tracking body-parts [10, 11]. Like
CONDENSATION switching, the premise there is that there

are multiple dynamical models that may be driving the state
to be estimated. The system models these different systems
and the probability of transitioning between them; it uses
the measurements to attempt to optimally determine which
dynamical system was in effect at each time step. Their
computational formulation uses a graphical model frame-
work and either solves for the probability of each dynamic
system at each time step, or uses a Viterbi like algorithm to
determine the most likely dynamic-system state sequence.

2. Instantaneous State Estimation

2.1. Ghost

The Ghost system explained in [4] does posture and
body-part labelling instantaneously on a per-frame basis. It
first makes a prediction about the posture of the person in
the current frame by analyzing his/her silhouette. This clas-
sifier uses the vertical and horizontal projection histograms
of the silhouette-image as features. In the training phase,
a mean histogram for each posture is computed and stored.
In the estimation phase, the most likely posture is computed
using a nearest-neighbor approach. Once the posture is de-
termined, the locations of the head, hands and the feet are
estimated by applying a heuristic scheme to the silhouette,
suitable for that particular posture. The heuristic schemes
do some geometric reasoning about the shape of the silhou-
ette of the person and put the head, hands and feet some-
where on the contour of the silhouette depending upon the
posture. For example, if the posture is standing, the head is
placed on the topmost point of the contour.

2.2. Our Extensions

Our experiments were performed on an extension of the
Ghostsystem. The measurement process still involved the
classification of the silhouette-image into postures followed
by some geometric reasoning about the body-parts, given
the posture. However, the posture classification method was
adapted to generate probabilistic estimates of the posture.
A nearest neighbor approach as used in the original system
wasn’t sufficient enough to do that. The silhouette-image
features, which were still the horizontal and vertical projec-
tion histograms were assumed to be normally distributed for
each posture. The statistics for the distribution of each pos-
ture were computed and stored. These statistics were used
to generate an instantaneous confidence measure for each
posture during estimation .

We adapted the postures defined in the originalGhost
system to span a larger and more disparate set of body-part
labelling schemes. The postures we used were -standing,
sitting, crawling/bending-sideways, lying-sideways-facing
left, lying-sideways-facing right. Of these it is obvious that
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lying and standing would span radically different portions
of the body-part location space. Crawling/Bending and sit-
ting, however, abridge the gap between standing and lying.
A standing person may go through either or both of these
postures to reach the lying posture and vice-versa.

When the person transitions from one posture to another,
say for example standing to bending, the posture predic-
tion using silhouette-image features can be unstable. Con-
sequently, the body-part labelling would also be unstable.
Applying temporal integration should however improve the
estimates of both the postures and the body-part locations.
We try to verify this in our experiments using qualitative
and quantitative results.

3. Temporal Integration of Instantaneous hy-
potheses

The goal of the system is to simultaneously estimate the
posture as well as the body-part locations in each frame. In-
stantaneous estimation as described above assumes that the
current posture and body-part locations are independent of
their state in the previous frame. Such a system does not
use any knowledge about the dynamics of the state and re-
lies entirely on the measurements it obtains from the image.
The relationship between the states and their measurements
is depicted using a graphical model in Figure 1.

h1 h5h4h3h2

z1 z5z4z3z2

x1 x2 x3 x4 x5

q5q4q1 q2 q3

Figure 1. A graphical model of a mixed dis-
crete and continuous state system. h is the
observation for the discrete state q; and Z is
the observation for the continuous state x.

The state at each time-instant is a combination of the dis-
crete posture state (qt) and the continuous body-part loca-
tion state (xt). The instantaneous measurement is a combi-
nation of the silhouette-image features (ht) and the body-
part location hypotheses (Zt). Note that our measurement
is now probabilistic. Therefore we should include inZt the
body-part location hypothesis for each possible posture pre-
diction:

Zt = {zq
t : q ∈ Q}

whereQ is the set of all possible postures. In order to rep-
resent the mixed states and measurements, we define:

bt = (xt, qt) mt = (Zt,ht)

Temporal integration of the measurements obtained from
the entire sequence requires computing the posterior distri-
butionp(bt|MT ) whereT is the total number of frames in
the sequence, and

Mτ = {mt : 1 ≤ t ≤ τ}

We first concentrate on computing the causal posterior:

p(bt+1|Mt+1) ∝ p(mt+1|bt+1)p(bt+1|Mt) (1)

where

p(mt+1|bt+1) = p(Zt+1|xt+1, qt+1)p(ht+1|qt+1) (2)

and

p(bt+1|Mt) =
∑
qt

∫
xt

p(xt+1|xt)P (qt+1|qt)p(bt|Mt)

(3)
These factorizations conform to the variable dependencies
indicated in Figure 1. For the likelihood in (2), it means
that the body-part location measurement and the silhouette-
image features are independent given the current posture
and actual body-part locations. Further, we assume that the
silhouette-image features depend only on the current pos-
ture. In case of the prior in (3), the current posture and
body-part locations are assumed to be independent given
their previous estimates. In other words, the discrete and
continuous state dynamics are considered to be independent
processes.

3.1. Process and Observation Density

The continuous state process density -p(xt+1|xt) is
modelled as a simple velocity predictor with some white
noise added to it. Further more, since the continuous state
represents body-part locations of the person, it is restricted
to lie within the silhouette. This is ensured by projecting
any point in the predicted state vector that lies outside the
silhouette onto the closest point on it. This not only ensures
the sanity of the state samples but also reduces the number
of samples required to adequately represent the state pdf.
The discrete state process follows the transition probability
from one posture to another:
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P (qt+1|qt) ≡ P (qt+1 = j|qt = i) = Tij

To compute the observation densityp(Zt|xt, qt), we ob-
serve thatZt consists of|Q| measurements:zq

t for each
postureq ∈ Q. Eachzq

t is computed assuming thatq was
the current posture. If indeed that was the case, i.e.q = qt,
we can believe that the measurements bear relevance to the
sample statext. Hence, we model these measurements as a
truncated Gaussian which takes into account the possibility
of the measurement being false:

p(zqt

t |xt, qt) ∝ exp{−
∑

i

f(i)} (4)

where

f(i) = min(δ, (zi,qt

t − xi
t)

T R−1
i (zi,qt

t − xi
t)) (5)

wherexi
t is theith body-part location andzi,qt

t is its mea-
surement.Ri is the noise covariance for theith body-part
location.δ is the cutoff Mahalanobis distance after which a
measurement is considered to be false and assigned a con-
stant probability density.
Forq 6= qt, the measurements are assumed to be distributed
uniformly along the silhouette contour:

p(zq
t |xt, qt) = k ∀q 6= qt (6)

wherek is the uniform probability density of the measure-
ment. The combined pdf forZt is:

p(Zt|xt, qt) = k(|Q|−1)p(zqt

t |xt, qt) (7)

The observation densityp(ht|qt) is also modelled as a trun-
cated Gaussian. The parameters of this density are obtained
by collecting a set of silhouette-images for each posture,
extracting the features from each image (vertical and hori-
zontal histograms in this case) and computing the mean and
covariance of these features.

3.2. Density Propagation

The pdf propagation step is an adaptation of theCON-
DENSATION algorithm to incorporate discrete as well as
continuous states. The key point is that considerable re-
duction in the number of samples required for approximat-
ing the state pdf can be achieved by combining the pro-
cess and observation density of the discrete states. A regu-
lar CONDENSATION algorithm would sample the new dis-
crete states fromP (qt+1|qt) and then weight each sam-
ple byp(ht+1|qt+1). We can instead directly sample from
P (qt+1|ht+1, qt) for the discrete case. We note that:

P (qt+1|ht+1, qt) ∝ p(qt+1,ht+1|qt) (8)

and

p(qt+1,ht+1|qt) = P (qt+1|qt)p(ht+1|qt+1) (9)

which is the product of the process and observation density.
For the discrete case it is feasible to sample in such a way
because we can compute these densities for all possible des-
tination states. In the continuous case, the possible number
of destination states is potentially infinite. Therefore, direct
sampling is not always possible unless the density we are
sampling from has a known parametric form. We can now
describe our density propagation algorithm:

1. Generate a set ofN random samples. Each sample
s
(n)
t consists of a body-part location vectorx(n)

t , a pos-
tureq

(n)
t and a sample confidenceπ(n)

t . For each sam-
ple s

(n)
1 , generate postureq(n)

1 according top(h1|q1)
andx(n)

1 according top(Z1|x1, q
(n)
1 ) which is assumed

to be a wide Gaussian centered aroundzq
(n)
1

1 . Initialize

π
(n)
1 = 1/n ∀n (uniform prior). Initialize the transi-

tion matrixT , with Tij = p(qt+1 = j|qt = i).

2. Select a samples′(n)
t = s

(j)
t−1 from the population with

probability∝ π
(j)
t−1. MakeN such selections.

3. Computep(ht|q) ∀q ∈ Q. Obtain the posture predic-
tion matrixF which is defined asFij = p(ht|q =
j)Tij . NormalizeF so that

∑
j Fij = 1.

4. For eachs′(n)
t , predict the destination samples(n)

t =
(x(n)

t , q
(n)
t ) as follows:

(a) Predictq(n)
t = j with probabilityFij wherei =

q′(n)
t .

(b) Predictx(n)
t by samplingp(xt|xt−1 = x′(n)

t ).
As described before, this involves doing a ve-
locity prediction followed by addition of Gaus-
sian noise. Further any prediction that falls out-
side the silhouette boundary is projected onto the
closest point on the silhouette.

5. Computeπ(n)
t = p(Zt|xt = x(n)

t , qt = q
(n)
t ). Goto

Step 2.

3.3. Smoothed State Estimation

The algorithm described above computes the causal pos-
teriorp(bt|Mt) at each time step. In order to do smoothing
on the causal posterior, we can run either the two-pass algo-
rithm or the sequence-based algorithm as described in [8].
The two-pass algorithm has the advantage that it computes
the entire posteriorp(bt|MT ). However, it is computa-
tionally more expensive than the sequence-based algorithm.
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The latter proves to be sufficient in most cases if the goal is
just to compute an estimate of the state at each time step.
Therefore we use the sequence-based algorithm to compute
for every time stept, the most-likely postureqt and the ex-
pected body-part locationE(xt) givenMT .

The algorithm works as follows: Each samples
(n)
t is re-

placed by its entire history -(s(n,1)
t , ...., s

(n,t)
t ). Heres

(n,t)
t

is same as the samples(n)
t . s

(n,t−1)
t is the sample that was

chosen in Step 2 of the density propagation algorithm to
predict s(n,t)

t . All other samples in the history are recur-
sively defined in a similar fashion. Once the entire sequence
of T time steps is completed, the MAP estimate of the pos-
ture at timet is now computed as:

q̂t ≈ arg max
i

∑
ni

π
(ni)
T

where
ni = {n : q

(n,t)
T = i}

The continuous state estimate at timet is computed as:

x̂t = E(xt|MT ) ≈
∑

n∈nq̂t
π

(n)
T x(n,t)

T∑
n∈nq̂t

π
(n)
T

4. Results and Evaluation

To evaluate our system, we estimated the body-part lo-
cations (head, hands, and feet) of a person doing certain
actions against a fixed background. The person visits vari-
ous postures during the course of the entire sequence which
was 11 second long. We ran both the extended version of
Ghostand our temporal integration system on the sequence
to estimate the posture and the body-part locations in each
frame. The extendedGhostsystem generated instantaneous
probabilities for each posture and the corresponding body-
part labels at each frame. These were then passed on as
measurements to the temporal integration system.

Figure 3 shows a comparison between the two systems.
The top row shows Ghost’s estimate of the body-part lo-
cations during a portion of the sequence. The middle row
shows the position of the head as labelled by the standing,
bending and the sitting postures. The images in the2nd

column show that there was a posture which did the correct
labelling but it wasn’t the most likely one in that frame. The
3rd column indicates that none of the postures could label
the head correctly. In both cases however, the temporally
integrated estimate was close to the actual position of the
head.

We further evaluated the systems by comparing their es-
timates against ground truth information about the body-
part locations and the postures. This information was ob-
tained by manually clicking on the locations of the body-

parts and recording the postures. Figure 2 shows a com-
parison between the true and estimated values of thex −
coordinate of head, hands and the feet. TheGhostsys-
tem is inherently incapable of tracking the hands and feet
individually. Therefore the hands and feet graphs are su-
perpositions of the left and right hands and feet graphs, re-
spectively. It can be seen that extensive shot noise exists
in the raw measurements, most of which is successfully re-
moved by temporal integration. We also computed the mean
squared error of the estimates for individual body-parts and
the total mean error obtained by combining all of them. The
error was significantly less in case of temporal integration.
Table 1 shows these statistics.

Table 1. Mean Squared Error for body-part lo-
cation estimates.

Head Hands Feet All
Temporal Integration 18.8 223.2 61.9 117.8
ExtendedGhost 279.8 869.6 246.2 502.3

In order to evaluate the resistance of temporal integration
to shot noise in the measurements, we plotted the fraction
of times the estimate of a body-part location was less thanε
pixels away from its actual value (Figure 4). Note that in the
case of temporal integration, the fraction of good estimates
reaches1.0 after certainε. The extendedGhostestimate
however does not always fall within a reasonable window.

The posture recognition rate of the two systems was also
studied. The error rates of extendedGhostand temporal
integration were7% and3%, respectively. While the false
recognition in extendedGhostwas spread all over the se-
quence, temporal integration got confused only in the be-
ginning of the sequence.

5. Conclusion

A method for temporally integrating appearance-based
body-part labelling is presented. It suggests that for the
application of body-part labelling, kinematic-chain track-
ing may not be essential. The technique integrates essen-
tially two different estimation paradigms that are coupled
to each other. The output of a method-based labelling ap-
proach is integrated to produce better labels for continuous
states. Conversely, the better labelling of continuous states
provides a better estimate of the correct method. Here, in
particular, the method is the posture-specific heuristic or the
posture itself and the continuous state is the set of actual
body-part positions.

5



0 50 100 150 200 250 300 350
60

80

100

120

140

160

180

200

220

240

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

0 50 100 150 200 250 300 350
40

60

80

100

120

140

160

180

200

220

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

0 50 100 150 200 250 300 350
60

80

100

120

140

160

180

200

220

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

0 50 100 150 200 250 300 350
60

80

100

120

140

160

180

200

220

240

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

0 50 100 150 200 250 300 350
40

60

80

100

120

140

160

180

200

220

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

0 50 100 150 200 250 300 350
60

80

100

120

140

160

180

200

220

Frame Number

P
os

iti
on

 : 
x

Ground Truth
Estimate    

Head Location Hands’ Location Feet Location

Figure 2. This figure shows a plot of the x-position of each body-part as it moves in the sequence.
The top row shows the estimates produced by extended Ghostand the second row shows the result
of temporal integration.
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Figure 3. Qualitative comparison of body-part location estimates: Each row contains snapshots from
different portions of a sequence. The first row shows the raw output of the extended Ghostsystem.
It labels the head incorrectly in the second and the third snapshot. Also, it doesn’t know where one
of the hands is (which is indicated by placing it at the image-origin). The second row shows the
head labelling obtained from three different postures - standing, sitting and crawling/bending. In the
second snapshot, one of the postures does the labelling correctly, but extended Ghostis unable to
pick that posture because of its low instantaneous probability. In the third snapshot, all the three
postures label the head incorrectly and therefore an instantaneous estimate would have been wrong
even if the chosen posture was correct. The third row shows the result of temporal integration. All
body-parts are estimated successfully in all snap-shots.
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Figure 4. This figure shows a plot against ε, of the fraction of times an estimate of a body-part location
was less than ε pixels away from its actual value. The solid curves correspond to the temporally
integrated estimates and the dotted ones represent raw estimates of extended Ghost. It is clear that
the temporally integrated estimates of the body-parts lie within a reasonable window of their actual
positions, as opposed to the raw estimates. For example, for the head location, the temporally
integrated estimates are within 20 pixels of their actual values.
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