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SUMMARY

Numerous studies héve been made of continuous flow stirred tank
reactors ( CSTR's ); however, most of the work has centered about steady-
state operation, In this work the periodic ( deliberate unsteady-state )
operation of an experimental CSTR, in which two simultaneous hydrolysis
reactions were carried out, was studied by monitoring the time-averaged
yield of the products of these reactions under various periodic con-
ditions., The objective of this work was to show that actual increases
in yield of 5-10% above the conventional steady-state could be obtained
by the periodic operation of the CSTR.

The reactor system consisted of reactant feed tanks, constant
head flow controllers, reactant rotameters, a reactant cooler and CSTR.
The reactants were gravity fed to the constant head flow controllers
which assured a constant flow to the rotameters., Fine adjustments to
the flow rate were made with needle valves in the rotameters. Reactants
entered the CSTR, were mixed with a three-blade impeller while reacting
and overflowed into a receiving vessel where the reactions were quenched.
The volume of liquid in the reactor was maintained constant at two liters,

The reactions studied, over the temperature range of —1OOC to
6OOC, were the simultaneous alkaline hydrolyses of methyl acetate and
ethyl benzoate in an acetone-water solution. The latter hydrolysis,
being much slower than the first, was made competitive by fixing the
ethyl benzoate feed concentration to be ten times that of either the

methyl acetate or sodium hydroxide. Reaction rate constants for these
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two reactions were determined experimentally; the frequency factors and

activation energies were found to be:

k. = 1.8552-107 liter/gmole-min E 8,800 cal/gmole

10

Koo = 1.0283+10%° liter/gmole-min E

il

14,750 cal/gmole

11

when the reactant solution consisted of 70 parts by volume acetone made
up to 100 parts by the addition of distilled water plus reactants,

The experimental method consisted of generating a periodic heat
flux ( maximum of 2,3 KW ) to the reactor by means of an electrical
heating element. The heat flux was caused to be periodic by a cycle
timer, which allowed control of the amount of time the heat flux was
on and off, The subsequent result was a square-wave variation in the
heat flux.

During operation the concentrations of the reactants and products
vary as a function of time; their time-averaged values over one cycle,
however, approach a constant or pseudo-steady-state value after a small
number of cycles. These pseudo-steady-state concentrations were mea-
sured by allowing the reactor effluent to accumulate over one cycle in
a receiving vessel and measuring the product concentrations in this
composite sample.

Experimental runs were made at ¢= 0.95, 0,90, 0.80, 0.70 and
0.60 ( ¢ is the fraction of the cycle during which the heat flux is at
its lower limit of zero ). The concentration of ethanol ( one of the

products of the reaction with the higher activation energy ) in the
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composite samples was measured with a Perkin-Elmer gas chromatopgraph
equipped with a flame ionization detector. Experimental results were
compared with results of a computer simulation of this operation and
agreed favorably. Improvements of up to 11% were observed in the pseudo-~
steady-state yield of ethanol over its conventional steady-state yield,

The yields of the products of the other reaction were found to decrease.



CHAPTER I
INTRODUCTION

Many studies (3,39) of continuous flow stirred tank reactors
(CSTR's) have been made in the past; however, most of the work has been
centered about steady-state operation. This is primarily due to the
fact that steady-state operation is the simplest to describe mathe-
matically and often the simplest to implement physically. In many re-
action systems, such as competitive reactions of different orders or
consecutive reactions, there is usually an upper limit to the possible
yield of a desired product in a CSTR. Thisbupper limit will be referred
to as the optimum steady-state value. This optimum steady-state may be
either a global optimum, where within the range of operating conditions
the change of the desired variable with respect to the control variable
is actually zero, or a local optimum, where further increase in the
desired variable is prevented by some physical restraint (such as
boiling point, heat transfer rate, flow rate, etc.). Both types of
systems occur in practice and were examined in this work.

An alternative to steady-state operation is unsteady operation,
which has many forms, one of which is periodic reactor operation. In
periodic reactor operation, one or more of the control variables of
the reactor is varied periodically with respect to time until a pseudo-
steady-state 1is reached. This pseudo-steady-state is similar to con-

ventional steady-state in that the time-averaged value of the state



variables (rather than the state variables themselves) over the period
of the variation approach a constant value. Although the state vari-
ables are a function of time, they have the same values at the end of
the period of variation that they did at the beginning, once pseudo-
steady-state has been reached. The form of the periodic variation of
the control variable may be a triangular wave, sine wave, square wave,
etc. Several of these variations have been studied theoretically and
will be mentioned later. Depending on the type of variation used,
periodic unsteady-state processes may be broken down into three general
categories: (a) pulsed operation, (b) chemical oscillators, and (c¢) con-
trolled cycling. Only the latter mode of periodic operation will be
considered in this work. For some classes of reactions, the operation
of the reactor periodically can generate increases in the product yield
of 5%-507% above the conventional steady-state values. Whether periodic
operation can imprbve the product yield beyond the optimum steady-state
depends strictly on the reaction system and the type of optimum in-
volved (global or local). Several theoretical studies have been made
which demonstrate the desirability of periodic reactor operation; how-
ever, no experimental work has been done in the area of competitive re-
action systems to verify these results. 1t was the purpose of this
work to perform experimental work to show that in some reaction systems
improvements in product yields can be obtained by the periodic operation
of the reactor and to investigate more fully the phenomena associated

with periodic operation.



CHAPTER II
UNSTEADY-STATE PROCESSING

Unsteady-state operation is not novel to chemical and petro-
chemical processing. Many times plants operate close to steady-state
but, in general, have variations in the systems which cause them to
behave essentially in unsteady-state fashion. The question that arises
then is whether this is favorable or detrimental to the process. Schrodt
(56,57) maintains that significant benefits can be obtained by delib-
erately operating a system at unsteady-state conditions. He cites ex-
amples of the unsteady-state operation of distillation columns, ex-
traction columns, packed bed absorbers, crystallizers, ion exchangers
and chemical reactors, suggesting in each case that performance can be
improved to some degree by unsteady-state operation. In addition, Horn
(33) has investigated the performance of periodic countercurrent pro;
cesses and shown that, theoretically, efficiency can be improved con-
siderably over conventional steady-state. The optimal operation of a
variable-volume stirred tank reactor was investigated by Lund and
Seagrave (42) in a theoretical study and the results showed that the
unsteady-state variation of the volume of the reactor could produce an
increase in the yield of the desired product for some classes of re-

actions.



Pulsed QOperation

Pulsed operation, as mentioned in the literaturé, generally
refers to a periodic variation in one of the input variables to a
reactor (flow rate, initial concentration, etc). Laurence and Vasudevan
(38) and Ra; (50) performed theoretical studies on the périodic opera-
tion of polymerization reactors. In both cases_periodic operation was
achieved by the sinusoidal variation of the monome; feed concentrations;
neither study presented experimental results. Theoretical studies have
also been made by Douglas and Rippin (23), Dorawala and Douglas (21),
Renken (51), Ritter and Douglas (52), and Douglas (22) concerning the
effect of a sinusoidal variation of feed concentration and the effect
of the frequency of the variation on non-linear systems of reactions
occurring in CSTR's. Agéin, in all cases, no experimental work was
done to vérify the theoretical results obtained from the analytical
and numerical studies. Experimental work performed by Li‘(AO) showed

improvement in the extraction of benzoic acid from water into toluene

in a perforated plate tower by pulsed operation (pulsed flow rate).

Chemical Oscillators

Chemical oscillators are reaction systems possessing inherent
instabilities which cause natural oscillations in the system output
while the input variables remain constant. In order for the system to
exhibit this natural oscillation, the system parameters must fall with-
in a specified range; that is, any given combination of parameters
would not necessarily produce oscillati&n. Douglas and Rippin (23) have

also studied chemical oscillators and the conditions necessary to cause



natural oscillations in non-linear systems. Experimental work in this
area has been done by Baccaro, Gaitonde and Douglas (6), who designed
a laboratory reactor to operate as a chemical oscillator for the hy-
drolysis of acetyl chloride. The object of the experimental work was
to compare the actual oscillatory behavior with the behavior predicted

by a mathematical model. Agreement was fairly good.

Controlled Cycling

Controlled cycling, which is also known as '"bang-bang" or "on-
off" operation is a type of periodic unsteady-state operation wherein
the control variables of the system are deliberately varied with time
in a square-wave or '"bang-bang" manner. This type of operation can be
applied to many different types of equipment in chemical unit operations.

Cannon (13,14) conceived the idea of controlled cycling about
1952. Later experimental work was performed by Gaska and Cannon (28)
and M®Whirter and Cannon (44). Their investigations into both sieve
and screen plate columns and packed plate columns showed that controlled
cyclic operation of separation columns could increase column through-
put without sacrificing efficiency. Sommerfeld et al. (61) performed
analog computer simulations of a controlled cycled distillation column.
An improved separating ability of a column operated in this fashion
was shown to be due to the effective plate efficiency being signifi-
cantly greater than the point efficiency for any given plate. Chien
et al. (16) and Robinson and Engel (54) simultaneously derived the
analytical expressions describing the cyclic operation of a distilla-

tion column. Chien et al. (16) concluded that improvement in the



separating ability of a distillation column could be obtained by cyclic
operation. Robinson and Engel (54) stated that controlled cycling at
best should give separation comparable to that of a conventionally
operated column with no liquid mixing on the trays. A subsequent ex-
perimental study performed by Schrodt et al. (58) separating an acetone-
water mixture showed, however, that the primary advantage of cyclic
operation was that two or more times the conventional column throughput
could be obtained. May and Horn (46) have also studied the periodic
operation of a distillation column but their primary concern was the
stage efficiency and effect of mixing on periodic countercurrent pro-
cesses,

Several studies on equipment other than distillation columns
have also been made. Kowler and Kadlec (37) have shown experimentally
that the optimal control of a periodic adsorber is "bang—bang" and
that this mode of operation produces better separation than conventional
steady-state operation. Bailey and Horn (8) have shown that cyclic
operation of catalytic reaction systems improves catalyst selectivity
and Bailey, Horn and Lin (9) have investigated the effects of heat and
mass transfer resistance in the cyclic operation of a CSTR. Horn and
Lin (32), Codell and Engel (17) and Matsubara et al. (45) have all in-
vestigated the periodic operation of CSTR's. The latter five studies,
which entailed no experimental work, showed that for some classes of
reactions, improved yield of a desired product could be obtained by
the cyclic or periodic operation of the reactor.

Several experimental studies have been done recently in the area



of periodic operation. One of these included the operation and model-
ling of a periodic, countercurrent liquid-solid reactor by Dodds et
al. (20) in which an ion exchange resin was transferred periodically
from stage to stage of a Cloete-Streat stage-wise solid-liquid reactor
counter-current to an aqueous sodium hydroxide stream. Results indi-
cated that, for a certain range of operating conditions, unsteady-state
operation (with periodic transfer of solid resin) was superior to con-
tinuous steady-state operation.

A second experimental study was performed by Ausikaitis and Engel
(5). 1In this study, a CCTR (controlled cycled tank reactor) was inves-
tigated using the reaction between sodium thiosulfate and hydrogen
peroxide. The purpose of the work was to investigate multiplicity of
steady-states. Results indicated that this reactor (CCTR) could be
operated stably in a region which would be unstable under normal steady-
state operating conditions. This periodic operation of the CCTR also

resisted efforts of transient upsets to cause the system to go unstable.

Optimization Theory

The optimal design of conventionally operated CSTR's has been
treated by Aris (3,4) and Bellman (10) both of whom used dynamic pro-
gramming as their optimization technique. Beveridge and Schechter (12)
have compiled an excellent review of numerous optimization techniques
which can be used to determine the optimal steady-state operating policy.
One of the most powerful tools developed in recent years for the de-
termination of optimal control policies is the Pontryagin Maximum Prin-

ciple, which was published in English in 1962 from the original Russian



work of Pontryagin et al. (49). An excellent review of the Maximum
Principle and some examples of its use are given by Rozonoer (55).
Siebenthal and Aris (60) have applied the Maximum Principle to the
control of CSTR's and Shatkhan (59) has applied it to the optimization
of parallel chemical reactions. Bertucci and Lapidus (11) have attempted
to simplify calculations by using a Modified Maximum Principle. This
modification to the Maximum Principle, introduced by Chaprun (15) in
1967, removes the instability in the adjoint variable integration.
Application of the Maximum Principle in most cases requires a knowledge
of the calculus of variations. Gelfand and Fomin (29), Akhiezer (2)
and Elsgolc (25) have all prepared texts on the calculus of variations.
Analoguous to the optimum (either global or local) which may
exist in conventional steady-state operation, there may also exist an
optimum periodic state. The determination of the optimal “bang-bang"
control policy for linear and non-linear systems has been investigated
by Edgar and Lapidus (24) in which the authors studied the minimum
time control of a two-stage CSTR being operated periodically. Lin and
Horn (32) investigated the optimization of a competitive second and
first-order reaction system using the Pontryagin Maximum Principle,
Bailey (7) studied optimal periodic processes in the limits of very
fast and very slow cycling and Locatelli and Rinaldi (41) investigated

optimal quasi-stationary periodic processes.

Experimental Reaction System

The reaction system chosen for this experimental work had to

meet rigorous requirements regarding the ratio of activation energies,



overall rate of reaction, and stability. The reaction system which
offered the most promise was the simultaneous alkaline hydrolysis of

two carboxylic esters. A survey of the literature showed that the
activation energies for most hydrolysis reactions occurring in pure
water were not sufficiently far apart to give the desired increase in
product yield by periodic operation. However, studies showed that the
same reactions occurring in certain aqueous-organic solvent systems had
significantly different activation energies. Therefore, the reaction
system chosen was the simultaneous alkaline hydrolyses of methyl acetate
and ethyl benzoate in a 70% aqueous-acetone medium (this will be de-
fined more explicitly in Chapter VI). The alkaline hydrolysis of methyl
acetate in various aqueous-organic solvents has been studied extensively
by Davies and Evans (19), Gallagher et al., (27), Jones and Thomas (36)
and Yager et al. (66). In addition, the alkaline hydrolysis of ethyl
benzoate in aqueous-organic solvents has been studied by Evans et al.
(26), Ingold and Nathan (34), Newling and Hinshelwood (47), Timm and
Hinshelwood (62), Tommila (63), Tommila and Hinshelwood (64), and
Tommila et al, (65). Reaction rate constants, activation energies,
solvent effects and types of mechanisms have all been previously de-

termined and the rate constants were verified experimentally in this

work.
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CHAPTER III
THE PONTRYAGIN MAXIMUM PRINCIPLE

In 1962 with the translation from Russian to English of the
work of Pontryagin et al. (49), a powerful technique for the determin-
ation of optimal control policies was made available. This method,
known as the Pontryagin Maximum Principle, is quite sophisticated and
involves the usage of several theorems which will be merely stated
here; no attempt to prove these theorems will be made, since the proofs
are lengthy and have already been presented by Pontryagin and others
(49). The Maximum Principle, as it applies to periodic chemical pro-
cesses, however, will be described as thoroughly as possible.

All unsteady-state processes in the chemical industry can be
described by a system of material and/or energy balances. These are
often ordinary differential equations (linear or non-linear) which can

be expressed in state variable form:

dx ., _' . .o
i = fi( Xl’XZ""’Xn 3 ul,uz,...,ur ) i=1,2,...,n (3.1)
dt
where X oewe» X are the state variables (variables describing the

state of the system, such as concentration, temperature, etc.) and

u u are the control variables of the system (variables which

1

may be controlled, such as heat flux, flow rate, initial concentration

3 e e ey

of reactants, etc.). Since in periodic reactor operation, the be-
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havior of the system (once pseudo-steady-state has been achieved) 1is
identical from one period to the next, the time interval under con-

sideration will be 0 < t < T, where T is the length of the period in
dimensionless time units. In order that optimal control be achieved,
the control variables will be allowed to be a function of time during

the period, or

u, = u_ (t), j=1,2,..., 1 (3.2)
J J

If the initial values of the state variables are known, a solu-
tion to Equations (3.1) can be uniquely determined.

The following consideration of the Pontryagin Maximum Principle
is taken principally from the published work of L. S. Pontryagin et al.

(49) in order that the approach to the solution of the problem be

clear.
Consider the functional:
T
J = fo £l XpreesX 3 upseoou_)de (3.3)
where fO(xl,..., Xn; Upseees ur) is a specified function. For any set

of control policies U(t), specified over the interval 0 < t< T, the
value of J is uniquely determined. TIf there exist various sets of
control functions, U(t), which transfer the controlled system from the
initial state, X(0), to the final state, X(T), then the object is to

find that control set, U(t), which transfers the system from the initial



12

to final states and at the same time minimizes the value of the func-

tional J.

It is now necessary to define a new state variable, XO, which

obeys the relation
LU ) (3.4)

in which fo is the same function which appeared in Equation (3.3). In-
tegration of Equation (3.4) between to and t yields Xq in the following

form:

t

xo(t) = f fo( X(t*) , U(t*) )dex (3.5)
t
0

Setting to = 0 and t = T we obtain:

.
% (T) = fo £, X(6) , U(E) )de = J (3.6)

In other words the optimal control policy is one which transfers the
controlled system from the initial state to the final state in such a
manner that the new state variable, xo, is minimized.

In addition to the system of differential equations in the state
and control variables, it is necessary to introduce a set of adjoint

variables (Wo,w e, ¢n) defined by

1’
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n
dy, f. (X,U
S -5 oL K1) i-0,1,....n (3.7)
X, 4"

k=0 1
Equations (3.7) are a system of linear, homogeneous, differential equa-
tions, which for any given set of initial conditions, admits a unique
solution, ¥ = (wo,..., wn). One additional quantity, known as the

Hamiltonian of the system, is defined as:

n
KCEXU ) = ) g f (X,0) (3.8)
k=0
As a result of this definition, the original system of equations in
the state variables and the system of equations in the adjoint variables

can be rewritten as:

d

_fi = %T i=20,l,...,n (3.9)
dt a¢i

dwl = - aic i= 0,1,-..,11 (310)
dt .

The following definition is also necessary in order to develop the Max-

imum Principle:

£ ¥,X ) = max [}( ¥,X,U )] (3.11)

That is, for fixed values of the elements of ¥ and X, £ is the absolute

value of the maximum of the Hamiltonian. The Pontryagin Maximum Prin-



ciple, then, which is a necessary but not sufficient condition for

optimality, can be stated in the following theorem:

THEOREM 1. If U(t), O £t < T, is an admissible control vector such
that the corresponding trajectory X(t) begins at some point X(0) at

time t = 0 and passes through X(T7) at time t = T, then in order for the
trajectory to be optimal, there must exist a non-zero, continuous vector
function, ¥(t) = (¢O(t),..., ¢n(t)), such that

I. for every t in the range O < t <T the Hamiltonian, ¥(¥,X,U), attains

its maximum value at U = U(t):

3( Y,X,U ) = §( ¥,X ) (3.12)

II. at the final time, T, the following equations must be satisfied:

Up(m) < 0 (3.13)

ECY(T), X(t) ) =0 ‘ (3.14)

In addition if ¥(t), X(t) and U(t) satisfy Equations (3.9) and (3.10),
and condition I, then the functions Yo(t) and E(Y(t), X(t)) are con-
stant. Therefore, Equations (3.13) and (3.14) are true for time

O0< t<T.



CHAPTER IV

APPLICATION OF THE PONTRYAGIN MAXIMUM PRINCIPLE
TO PARALLEL REACTIONS OCCURING IN A CSTR

The kinetics of parallel reactions occuring in a CSTR have been
widely studied for conventional steady-state operation (39); however,
studies of periodic reactor operation have been limited to theoretical
analyses of systems of the type 2A-B, A-C or single reaction such as
2A-B., This is primarily due to the fact that some non-linearity in
the system is thought to be necessary in order to obtain improvement
via periodic operation. An experimental study of an oscillating re-
actor performed by Baccaro et al. (6) and theoretical studies of poly-
merization reactors performed by Laurence and Vasudevan (38) and Ray
(50) all utilized a non-linearity in the reaction order, i.e. the
reactions were at least second-order with respect to one of the re-
acting species. In these studies, the initial concentration of a re-
actant or chain initiator was varied sinusoidally in order to obtain
periodic operation; however, no attempt to compare the results with con-
ventional-steady-state operation was made.

A second non-linearity, which exists in all reaction systems,
irrespective of their order, is the exponential temperature dependence
of the reaction rate constant. Lin (32) has taken advantage of this
non-linearity in a theoretical study to show that increases in product
yield above the conventional-steady-state yield could be obtained by

the periodic variation of the heat flux to or from the reactor., This
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causes the temperature of the reactor to also vary periodically; and
due to the exponential dependence of the rate constant on tempera-
ture, the non-linearity is utilized to its fullest advantage. Schrodt
(56,57) explains the improved operation as the result of a driving
force which changes with time, and whose time average value over one
cycle is higher than the comparable steady-state driving force. It
would appear, then, that in order to take advantage of the temperature
non-linearity, it would not be necessary to have the non-linearity in
the reaction order; and since reactions of the type 2A-B, A-C are not
very common, consideration will be given primarily to reactions of the
form A+B — C+D, A+E - F+G which are first order with respect to each

of the species reacting in both reactions (reactant A).

Parallel Reactions of the Form 2A-B, A-C

It is difficult to think of a pair of reactions which is repre-
sented by this system of equations; however, it might conceivably de-
scribe a second order dimerization of some material accompanied by
a pseudo-first-order hydrolysis or thermal decomposition,

Now consider the case of the two reactions shown below

N

24 1B (4.1)
k

A ~2C (4.2)

where reaction (4.1) is second-order and reaction (4.2) is first-order

and the rate constants can be described by the Arrhenius relationship:
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k, =k, e (4.3)

In this case it will be assumed that reaction (4.1) is desirable and
reaction (4.2) is undesirable. Therefore, only the optimization of
product B will be considered. If these reactions occur in a CSTR
similar to the one shown in Figure 1, the dynamic material and energy

balances for species A and B are given by Equations (4.4)-(4.6).

\’

Figure 1. Diagram of a CSTR
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ch —El/RT 9 —EZ/RT

= -k _ -
dt ' 10° Ca ™ K08 Cp + Qp(Cyp = CPRMV (4.4)
dc, -E,/RT ,

=k -
T 10¢ Cp = /Y (4.5)
a - q/1000p Cc V + Q_(T, - T)/V (4.6)
dt' 2°p F 0 .

These equations can be simplified by the introduction of the following

dimensionless quantities:

X = €4/ (4.7)
%) = C3/Ch0 (4.8)
Xy = RT/E1 (4.9)
£ =t /v (4.10)
o = E,/E, (4.11)
a1 = Vk0%0 % (4.12)
2y = Vkyo/Qp (4.13)
y = RTO/E1 + qR/lOOOpLCpElQF (4.14)

where X x2 and X3 are the state variables and y is the single control

variable of the system., Substitution of these quantities into Equations



(4.4)-(4.6) yields Equations (4.15)-(4.17) which are in state variable

form.

dx 9 -1/x -p/x%
a_t_ = - alxle - alee - X]_ + 1 = fl (4.15)
dx -1/x

2 _ 2 3 _
Fradial St - X, = f2 (4.16)
dx3
T =y - x3 = f3 (4.17)

Because of the definition of the constants a, and ay (as well as that

1
of the dimensionless time t), the reactor volume, flow rate and ini-
tial concentration of reactant are constrained to remain constant.
Therefore, the physical quantity which is being varied in order to
change the value of the control variable (y) is the heat flux (q) to
or from the reactor., The optimal control policy for this system can
be found in several ways; the methods discussed in this work will con-
sist of (1) the Pontryagin Maximum Principle and (2) a numerical so-

lution.

Optimization by the Pontryagin Maximum Principle

As stated in Chapter III, in order to use the Pontryagin Maxi-
mum Principle, it is necessary to define a set of adjoint wvariables,
y(x,y,t). From the definitions of Chapter III, (Equation (3.7)), the

adjoint variables are given by Equations (4.18)-(4.20).



d¢1 { 1/x -p/x3 —1/X3

= = I sy

e tZa x e +a,e + l}ul +'{ 2a1x1e }wz (4.18)
dwz

Tl wz -1 (4.19)
d¢3 -1/x p/x -2

d—t—— = {alxle + alepe }X:S lljl (4.20)

-1/x -2
{- 3}
+ | alxle X3 ¢2 -+ ¢3

In conventional steady-state operation, the state and adjoint
variables would approach some constant value and would then be time
invariant. This is not true in periodic operation. The state and ad-
joint variables are a function of time and vary over the period (or
cycle)., It is therefore necessary to introduce the concept of time-
averaged values into the discussion of this reaction system. The
time-averaged value of a state variable will be denoted by a bar over

the variable and is defined as:

T
J xdt (4.21)
0

- 1
x = =

T
Since the control variable will also vary with time, a similar defi-

nition is made for 1it:

AT
J ydt (4.22)
0

<
il
A=
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In analogy with conventional-steady-state operation, it is the time-
averaged values of the state variables which approach constant or
pseudo-steady-state values as time progresses.

One last definition, then, is that of the objective function
for this system. Letting species B (state variable x2) be the desired

product, then the objective function M is defined as:

(4.23)

=
i
= =
[ S—
Gl
o
t

This objective function corresponds to the objective function J in
Chapter III except that it is now our desire to maximize M where J
was minimized previously.

Prior to the solution of this system, the importance of a value
for the constant p will be discussed. There are several constraints
which must be met by equations (4.15)-(4.17) in conventional steady-
state operation in order to assure an optimum steady-state. The first

is:

dx2
E§_ = 0 (4.24)
and the second is
Z 1. < 0 (4.25)
. 1a 2
i=1 y

Implicit differentiation of Equations (4.15)-(4.17) and re-

arrangement yields the following equation for condition (4.24):
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= nla, (2p - 1 4.26
Y opt o/tnla, (2o )] ( )
which restricts p to be greater than 0.5. 1In addition, Lin (32) has
shown that condition (4.25) restricts p to be less than one in order
for the stationary point to be a maximum., Reviewing the constraints

we see that

0.5<p<1 (4.27)

Therefore, for a value of p within these limits, there exists a station-
ary point for X, which is a maximum. It can also be shown, that for

p within these limits, the value of the redundant state variable x,

(CC/CAO) does not have a stationary point but increases monotonically
with vy,

Since Lin (32) has also shown that the optimal control policy
was '"bang-bang'' operation (see Figure 2), this mode of variation of
the control variable will be used throughout this thesis as the optimal
control policy without further proof. As a check, the square wave
variation was compared to triangular wave variation and found to be
superior with respect to improvement of the desired product yield.

Prior to the use of the Maximum Principle, it is necessary to
place some bounds on the control variable y. The lower bound will be
fixed by the temperature of the incoming reactant stream (for heat

flux into the reactor) or by the incoming temperature and the rate of

cooling (for heat flux out of the reactor). Limitations on heat trans-
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Figure 2. '"Bang-Bang' Variation of Control Variable

fer rates, boiling points and other physical quantities will set a

limit on the upper bound.

The optimal control policy can then be determined by integra-

tion of Equations (4.15)-(4.20) subject to the boundary conditions:

1,2,3 (4.28)

x. (0) x,(T1) i
i i

Il

1,2,3 (4.29)

,—l-
fl

|
§,(0) = ¢, (™)
These boundary conditions apply specifically to periodic operation of
a CSTR. The optimization procedure is carried out by guessing values
for the state and adjoint variables and for t1 and ty (see Figure 2).

The system of Equations (4.15)-(4.20) is then integrated over one



period (or cycle). 1If boundary conditions (4.28)-(4.29) are obeyed,
then the system is at its pseudo-steady-state condition for the con-
trol policy selected. 1If they are not obeyed, the initial values of
the state and adjoint variables are then adjusted based on the dif-
ference between the initial and final values of both the state and
adjoint variables during the first trial. The system of equations is
integrated again using the new initial values and the process is re-
peated until the pseudo-steady-state is reached (boundary conditions
(4.28) and (4.29) are met). Since the values of X, are now known as
a function to time, it is possible to calculate the value of the ob-
jective function from Equation (4.23). 1In addition, since the values
of t1 and t2 chosen were not necessarily the optimal values, Lin (32)

showed that the value of the objective function could possibly be in-

creased by selection of new values of t, and t, from Equations (4.30)

1
and (4.31):
* oM
t1 = tl + e atl (4.30)
kg _ al
t2 = t2 + e 3t (4.31)
where
3
oM _ 1 N B} }
Tk {xz t) uE - (4.32)
i=1 O<t<t
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oM _ 1 \' -
" {_x?_ +) uE M} (4.33)

Q

i=]1 tlstST

and ¢ is some small quantity. Using the new values of t1 and t2, a
new pseudo-steady-state is obtained as previously described. This pro-
cedure is repeated until no further increase in M is achieved by
varying t_  and t,. This is the optimum pseudo-steady-state. The fi-

1 2

nal values of t1 and £, along with the upper and lower bounds on the
control variable fully describe the optimal control policy as deter-
mined by the Pontryagin Maximum Principle. By using this technique
in a computer-aided study, Lin (32) suggested that increases in the
yield of product B (state variable x2) of the order of 5%-10% could be
obtained (at the expense of product C) by periodic opération of this
type; however, no experimental work was performed in support of these

results.

Numerical Solution

The numerical integration technique used in finding the optimum
pseudo-steady—state for this system of parallel reactions (Equations
(4.1) and (4.2) is performed without the usage of the Pontryagin Max-
imum Principle and, as a result, is somewhat easier to use. The rea-
son for its use will become apparent later.

In the conventional steady-state operation of this system of
reactions in a CSTR, the value of the control variable y remains con-
stant. Thus for each value of y there is a corresponding value of X, -

The continuous curve drawn through this locus of points (see bottom



curve of Figure 3) exhibits a maximum (for 0.5<p<l) which is the op-
timum steady-state for conventional operation. No further increase
in X, can be achieved by the simple variation of the parameter y to
a new steady-state value. Periodic operation yields the family of
curves above the steady-state curve. Since the control variable is

constant at either the upper or lower bound during the entire period,

Equation (4.22) then reduces to:
y = (tlyu + tzjﬁ)/T (4.34)

where t1 is the length of time (dimensionless) during which the control

variable is at the upper limit and t, is the time during which it is

2
at the lower limit. If we define ¢ = tz/T (or the fraction of the
period during which the control variable is at its lower limit), then

fixing values of T,¢,§ and y& determines the value of Yu by Equation

(4.35), which is obtained from Equation (4.34):

9, = O -9y /0 - @) (4.35)
The family of curves for periodic operation are a function then of ¢
at a given, constant value of x&. As can be seen from Figure 3, the
value of EZ increase as ¢ increases for a given value of ;. The phy-
sical reason for this is that as ¢ becomes larger (and approaches 1.0),
the upper limit, yu, is getting very large in order to maintain a con-
stant value of y. Figure 4 (which is a plot of k2 Vs kl for a value

of p less than one) will help elucidate the effect of an increase in
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Figure 4., Plot of k2 versus kl for p<l
The solid curved line is the locus of values of kl and k2 as a function
of temperature. The direction of increasing y is shown above the curve.
The dotted curves are obtained by solving equations (4.15)-(4.17) for

and represent curves of constant x The

k., in terms of kl and x X

2 2
arrow indicates increasing values of X, - The optimum conventional-
steady-state is located at a value of X, whose dotted curve is tangent
to the solid curve (point a) since only points on the solid curve are
physically.attainable. The very fast switching from a high value of
the control variable (yu) to a low value (y&) prevents the system

from following its normal path down the solid curve and the dashed
line joining points y_  and yu shows the pseudo-steady-state that re-

sults. As can be seen, the dotted line (xz**) which is tangent to

the pseudo-steady-state line at point b represents a higher value of
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X,y than the optimum conventional-steady-state. Also the higher the

value of yu, the larger the value of x2 attained.

In order to compare periodic operation with conventional-steady-
state operation, one should make the comparison for the same value of
;. As can be seen from Figure 3, the optimum conventional-steady-state
occurs at ; = 0.149 and ;2 = 0.0846. The remaining curves represent
periodic operation with a value of y& = 0.049, and converge to the
conventional-steady-state curve at this value of ;. This is reason-
able, since a value of ; below the lower limit has no physical meaning.
As the lower limit is increased, the family of periodic curves is shifted
to the right and always converges to the value of the lower limit on
the conventional-steady-state curve. In comparison, periodic operation
at a value of ¢ = 0.9 and ; = 0.149 yields ;2 = 0.0940 which represents
a 11.1% increase in yield above the optimum conventional-steady-state
value. It should be noted, however, that physical constraints on the
upper limit of the control variable might preclude actual increases of
this magnitude.

Since no experimental work has been done in this area, a chemi-
cal reaction system of the form A +B - C +D, A +E - F + G was se-
lected and operated periodically in order to compare actual pseudo-
steady-state values with those predicted by the numerical solution.

The equations for this system are slightly different and are given in

the next section.

Parallel Reactions of the Form A+B - C+D, A+E — F+G

Since most of the theory discussed in the previous section also



applies to the system of reactions shown below, only the pertinent dif-

ferences will be discussed.

The system examined in the present work is described by Equa-

tions (4.36) and (4.37):

k

A+ B -'C+D (4.36)
ks
A+ESF+G (4.37)

Where reaction (4.36) is second-order overall and reaction (4.37) is
configured to be pseudo-first-order with respect to A. The energy and
material balances around a CSTR in which these reactions are occurring

are given by Equations (4.38)-(4.40):

dc
A = bt - —-—

Fraiie kchcB kchcE + QF(CAO CA)/V (4.38)

dc

Ter - K0 Cp - lp/V (4.39)
UA (T -T)

dT_ _ _ __00 a

ac = /10000, CV + Qp(Ty - T/V (1000)C 5,V (4.40)

Again, these equations can be simplified by the introduction of the
following dimensionless state and control variables, and the stoichio-

metric relationships: C_ = C - CC and CF =C

B BO -G - C

A0 o

X, = CA/CAO



X, = RT/El (4.42)

3
X, = CF/CAO (4. 43)
t = t'QF/V (4.44)
0o = Ez/El (4.45)
a; = VkIOCAO/QF (4.46)
ay = VioCao/ U (4.47)
C, = UOAO/(10OOCpp£QF) (4.48)
C, = RTa/El (4.49)
y = RTO/E1 + qR/looo%cpElQF (4.50)
r1 = Cpo/Cao (4.51)
r, = CEO/CAO (4.52)

Rearrangement and substitution of these quantities into Equations (4.38)-

(4.40) yields the system of equations in state-variable form as shown:

dx1 -l/x3
— = - - - -+
Y 1 Xy alxl(r1 1+ 3 xa)e (4.53)



dx, —p/x3

Pyl ale(r2 - X4>e - %, (4.54)
dx3

—2 =y - +

T vy - A +Cpxy+CC, (4.55)

This system of equations can then be utilized to obtain optimum pseudo-
steady-states by either (1) the Pontryagin Maximum Principle or (2)
the numerical methods presented in the preceding section.

Optimization by the Pontrvagin Maximum Principle

There is a unique difference between this system of reactions
and the system presented previously. In the earlier system, it could
be shown that the yield of the reaction which had the higher activation
energy exhibited a maximum (or optimum value for the state variable X,
when p was within the specified range). In addition, the yield of the
reaction with the lower activation energy (the first-order reaction)
increased monotonically with y. Analysis by construction of a figure
similar to Figure &4 for product C in Equation (4.2) showed that its
yield would only be decreased by periodic operation. It appeared then,
that periodic switching of the heat flux to or from the reactor would
aid the reaction with the highest activation energy. Implicit differ-
entiation of Equations (4.53)-(4.55) resulted in the following condi-

dx2 ~

tions for E§_ =

Yopt = p/{n[az(p - 1 (4.56)



which differs from Equation (4.26) in that it contains the term p, and
not 2p. This difference results from the fact that, although reaction
(4.36) is second-order overall, it is only first-order with respect to
the species reacting in both reactions (A). Equation (4.56) thus has

meaning only for:

o> 1 (4.57)

The system of reactions chosen for experimental work obeyed Equation
(4.57), and therefore the state variable X, (CC/CAO) will have a maxi-

mum, and the state variable x, will increase monotonically with y.

4
Intuition would still lead us to believe that it is %, (the product
of the reaction with the higher activation energy) that could be im-
proved by cycling; but in this case, the possibility of bettering the
optimum steady-state, which would then be a local optimum rather than
a global optimum, would be in doubt. Construction of a diagram simi-
lar to Figure 4 for this system of reactions (p > 1) yielded Figure 5.
As can be seen from this figure, the system has no optimum (no dotted
line tangent to the solid line), but periodic operation should result
in higher yields of %, (at the expense of x2).

Therefore, the Maximum Principle was applied to this system of

reactions in an effort to optimize the value of x Rather than de-

4

termining the optimal values of £y and tZ’ the Maximum Principle pre -

dicted the optimal control to be steady-state control at the upper

limit. This occurred as a result of the absence of a global optimum
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Figure 5. Plot of k2 versus k, for p>1
between the two limits Yy and Yo+ Thus the procedure using the Maxi-
mum Principle was not effective in the absence of a global optimum; and
consequently, the numerical technique previously described was used to
predict the results of periodic operation.

Numerical Solution

Given a set of reactor conditions (flow rate, reactor volume,
etc.), the conventional-steady-state value of x4 as a function of the
control variable y can be determined from Equations (4.53)-(4.55),
using a multi-variable search technique such as Newton's Method (18) in
three variables. The results are the locus of points forming the bottom
curve of Figure 6 (¢=0). A plot like this could be constructed for
every value of T; however, for values of T below approximately 1.0

(length of the cycle corresponds to the residence time), there is no

practical difference in the curves for periodic operation. As before,



35

0.45

0.40

0.35

0.30

0.25

0.20

0.15

0.10

0.05

0 | 1 | Lﬁ ] A P l

|-

L

0.060 0.062 0.064 0.066 0,068 0.070

y

Figure 6. Effect of Periodic Variation of Heat Flux on x

4

0.072

0.074



specification of y , y, 7 and ¢ allows construction of the family of
curves above the conventional-steady-state curve. Clearly, there re-
sults improvement from periodic operation, and it is the purpose of

this work to compare the predicted results of periodic reactor operation
with experimental data obtained from the periodic operation of a labor-

atory reactor.
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CHAPTER V

EXPERIMENTAL APPARATUS

In order to perform the experimental phase of this work, a
continuous-flow, stirred tank reactor system was constructed. Parti-
cular effort was expended to keep the system as simple yet as flexible
as possible, so that future work could be performed using the same
equipment. A diagram of the reactor system is shown in Figure 7;
Figures 8 and 9 give other views of the experimental reactor system.

As can be seen from Figure 7, the reactants were gravity fed to con-
stant-head flow controllers. These controllers were manual overflow
devices which supplied stabilized flows of reactants to an assembly of
rotameters. The rotameters were used to monitor the flows of reactants
to the reactor through the primary cooling coils. The reactor itself
was a simple CSTR with an electrical heating element, thermocouple and
an electric stirrer driven by an explosion-proof motor. The reactions
were quenched chemically with acid in a stirred-beaker sample collection
system. The major components of the reactor system are described in

more detail in the following sections.

Reactant Storage Tanks

The reactant storage tanks were three five-gallon polyethylene
bottles. Each bottle was equipped with a spigot which was used as the
main valve for controlling reactant flow from the storage vessels. The

storage tanks containing the ester solutions were vented directly to
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Table 1.

Identification of Experimental Apparatus Components

Part No, Description
1 methyl acetate storage tank
2 sodium hydroxide storage tank
3 ethyl benzoate storage tank
L-6 constant head flow controllers
7-9 reactant overflow tanks
10-12 reactant rotameters
13 reactant ( primary ) cooling coils
1h constant temperature bath
15 CSTR
16 flexible tubing pump
17 electrical relay
18 cycle timer

19

constant voltage transformer




Figure 8, Overall View of the Experimental Leactor System
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Figure 9, Photograph of Experimental CSIR and Reactant Cooling Unit



the atmosphere, and the tank containing the sodium hydroxide solution
was vented through a tube containing '"Ascarite" to prevent contamina-
tion by CO_. The reactant storage tanks were located on a high plat-
form, well above all other equipment, so that the reactant solutions

could be gravity fed.

Constant Head Flow Controllers

The reactant storage tanks were connected to the constant-head
flow controllers with 1/4" 0.D. polyethylene tubing. The flow con-
trollers (see Figure 10) used an overflow principle to supply reactant
solution to the rotameters, thereby eliminating fluctuations in the
flow rate of reactant to the CSTR, which would be caused by a changing

liquid level in the reactant storage tanks.
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Overflow reactant solution from the center tube flowed by gravity to
three 2.5-gallon glass receiving bottles. From there the solutions

were returned to the reactant storage tanks by means of a Sigmotor flex-
ible tubing pump driven by a General Electric 1/3 HP motor and equipped

with a variable speed reducer.

Rotameters

The rotameters used to control reactant flow rate were mounted
in a single unit (Matheson No. 642 PSV) and equipped with 150mm tubes
(Matheson No. 603)., Needle valves at the entrance to each tube allowed
fine adjustments to be made in flow rate. A calibration curve for a
70% aqueous-acetone solution was constructed using an acetone-water
mixture only and is presented in Appendix C. The solution used for
calibration did not contain ester or sodium hydroxide; because the re-
actant solutions were relatively dilute, (e.g., <0.60 gmole/{ or 0.06
gmole/p, ), it was assumed that the small amount of reactant present did
not affect the flow characteristics. In addition, only one calibration
curve was constructed, because the rotameter tubes as received from

Matheson were assumed to be identical.

Reactant (Primary) Cooling Coils

Experimentally, the maximum allowable operating temperature of
the reactor was the boiling point of the reactant solution, which is
lower than that of pure water. To have restricted operation of the
reactor from ambient temperature (~25°C) to this upper bound would then

have seriously reduced the measurable effects of periodic operation.
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Since the series of simulated pseudo-steady-state curves emanated from
a given lower limit, it was decided that the reactant streams should

be cooled below ambient temperature. The degree of cooling determined
the amount of measurable effect and, in order to better observe the
effects of periodic reactor operation, the reactant streams were cooled
to approximately -10°C. FEach of the three reactant streams, after
flowing through the rotameter tubes, passed through individual ten foot
copper coils in the heat exchanger. A mixture of 507% ethylene glycol
and 50% water was pumped through the shell side of the exchanger by

a submersible pump located in a constant temperature bath (Model 66595,
Precision Scientific Co.) which kept the coolant at -16°C. The holdup
volume of the constant temperature bath was fifteen gallons compared to
the 1.5 gallon holdup of the heat exchanger. The temperature of each
of the reactant streams was monitored by a copper-constantan thermo-
couple in each of the exit lines of the exchanger. All lines and fit-
tings between the heat exchanger and the reactor were made of poly-
ethylene or nylon and surrounded by glass wool to minimize heat trans-

fer between the lines and the surroundings.

Continuous Flow Stirred Tank Reactor

The CSTR was constructed from a cylindrical glass jar (Pyrex)
approximately nine inches high and six inches in diameter. The jar,
purchased from Will Scientific Company (Will Catalog, No. D-17156),
was modified by adding a 5/8" thick-walled side arm near the bottom of
the reactor to facilitate continuous operation. The various component

parts of the reactor included: (1) a reactor cover with associated
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fittings; (2) thermocouple; (3) heating element interfaced with a

cycle timer and other necessary electrical equipment; (4) three blade
impeller driven by an explosion proof electric motor; (5) overflow arm
to maintain constant reaction volume. The reactor was wrapped with one
inch fiberglass insulation to reduce heat loss. A photograph of the
reactor is shown in Figure 11, and a more detailed description of the
reactor components is given in the following sections,

Reactor Cover

The reactor cover was made of aluminum and was approximately
1 1/2 inches thick. It contained two holes for the electrical leads
to the heating element, three holes drilled and tapped with 1/8-27 NPT
threads to accommodate 400-1-2-316 Swagelok male connectors (for the
incoming reactant lines), and one hole drilled and tapped with 1/8-27
NPT threads to accommodate a fitting (Omega Engineering Catalogue No.
BRLK-316) used to fix the reactor thermocouple in place.

Thermocouple

During periodic operation, unlike conventional steady-state
operation, the temperature of the reactor contents purposefully varies
periodically as a function of time. 1In order to observe this tempera-
ture variation, a copper-constantan thermocouple (Omega Engineering)
was installed in the reactor. Copper-constantan was chosen because of

0C to 450

its good response in the temperature range of interest (-20 C).
The thermocouple wire was insulated with a Teflon coating and shielded
with a two-hole ceramic insulator. The insulator was contained in a
fine gauge stainless steel tube (3/16"™ 0.D.) within the reactor. The

thermocouple junction itself was left unshielded for faster response.



Figure 11,

Photograph

of Experimental CSTR
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The stainless steel tube was mounted on the reactor cover (see Figure
11) as previously described and was capable of traversing the entire
height of the reactor to detect the existence of any local temperature
gradients. The copper and constantan leads from the thermocuple were
connected to a terminal strip immersed in an ice-water bath. Copper
leads then joined the terminal strip to a Honeywell Electronik 194
millivolt recorder which had an adjustable millivolt span and was
calibrated with a potentiometer. The temperature of the reactor con-
tents was then followed (to the nearest degree) as a function of time,
and the attainment of thermal pseudo-steady-state was determined by
the temperature profile; that is, when the temperature of the reactor
contents was the same at the beginning and the end of a cycle (or
period), thermal pseudo-steady-state was assumed to have been estab-
lished.

Heating Element

Peripdic reactor operation (or more specifically, periodic vari-
ation of the heat flux to the reactor) was achieved by placing a cy-
clically actuated heating element in the reactor. The heating element
was made of Nichrome metal stripping which was corrugated in order to
take up less space. The element was mounted on a non-conductor frame
in helical fashion as shown in Figure 12. One eighth inch stainless
steel rods were threaded and used as binding posts for the electrical
connections. The support frame also served as a baffle system to pro-
mote mixing of the reactor contents. The electrical leads from the
binding posts were of No. 10 copper wire and were connected to an

electrical relay. The relay was activated and deactivated upon demand
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Figure 12, Experimental Heating Element
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by an Eagle "Flexopulse" cycle timer (model HG94) which interrupted the
flow of current to the heating element for a pre-selected period of
time. The period of variation of the heat flux was determined prior
to operation of the reactor system, and the amounts of "on time" and
"off time" were manually set on the face of the timer. The on-off cy-
cle was then repeated automatically by the timer for as long as de-
sired without further adjustment.

Since the heat flux generated by the heating element was pro-
portional to the power output, it was necessary to have a stable, ad-
justable power supply. The normal 110-volt power supply in the labor-
atory was subject to severe fluctuations which could cause errors in
the experimental work. Thus, a constant-voltage transformer (2KVA,
Sola No. 20-25-220) was installed to insure a constant voltage supply
to the heating element., A variable transformer (Powerstat Type 126u)
was placed between the constant voltage transformer and the relay so
that the voltage could be adjusted to vary the power. Current to the
heating element was monitored by a Triplett ammeter (0-30 amperes) and
a GE precision ammeter (0-5 amperes). Voltage to the heating element
was monitored with a GE precision voltmeter and a Honeywell digital
voltmeter.

Electric Stirrer

The reactor contents were mixed with a stainless steel impeller
with three blades. The impeller was driven by a variable speed, spark-
proof, electric motor. Baffles in the reactor aided in complete mixing

and prevented vorticity. A study (see Chapter VIII) was made to deter-



mine the mixing effectiveness of the impeller and the results were com-
pared to an ideal mixing model. The mixing efficiency of the impeller
was found to be excellent,

Overflow System

A simple overflow system was installed to maintain a constant
volume of liquid in the reactor. The overflow arm (see Figure 9) was
adjustable vertically so that the reactor volume could be changed if
desired. A sightglass was installed and calibrated to indicate the

reactor volume.

Sample System

The reactor effluent could either be diverted to waste containers
or to a sample receiver. This latter vessel was a 2000-ml beaker sup-
ported on a magnetic stirrer and equipped with a Teflon coated stirring
rod. Prior to reactor startup, the beaker, stirrer and a known volume
of standard hydrochloric acid solution were weighed, After a sample was
taken, the beaker and contents were again weighed. The difference be-
tween the initial and final weights was the weight of the sample. The
sample, having been chemically quenched, was then allowed to attain
room temperature and the volume of sample collected was calculated from
the density at room temperature of the mixture (see Chapter VIII) and

the sample weight.

Gas Chromatograph

After chemical quenching, the samples were partially analyzed
using a Perkin-Elmer Model 810 Gas Chromatograph. The chromatograph

contained two one-eighth inch 0D, stainless steel columns each six feet



in length packed with Porapak Q. Nitrogen was used as the carrier
and concentration was measured with a flame ionization detector.
details concerning the operation of the chromatograph are given in

Chapter IX and Appendix E.
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CHAPTER VI
DETERMINATION OF REACTION RATE CONSTANTS

As stated in previous chapters, the chemical system chosen for
experimentation in this work was the simultaneous alkaline hydrolyses
of methyl acetate and ethyl benzoate. These two reactions proceed as
shown in Equations (6.1) and (6.2).

k

CH_COOCH + NaOH i CH,COONa + CH,OH (6.1)
3 3 K 3 3

C6H5COOCZH5 + NaOH 4 C6H5C00Na + CZHSOH (6.2)
Both reactions (6.1) and (6.2) are second order overall. For both of
these reactions, values for the second-order rate constants were found
in the literature (36); but in order to use the numerical values found
in the literature with confidence, it was necessary to verify their
accuracy. Since one of the reactants (specifically, ethyl benzoate)
is only slightly soluble in water, a solvent system composed of an
aqueous-acetone solution was used. Further investigation showed that
the rate of ester hydrolysis for these two esters varied as a function
of the percentage of acetone in the solvent system. Data were avail-
able for the hydrolysis of both methyl acetate and ethyl benzoate in
a 70% aqueous-acetone solution (which is defined throughout this work
to mean 70 ml of acetone made up to 100 ml with distilled water) and it

was decided that this composition would be acceptable for experimental
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purposes. The detailed, step-by-step, experimental procedure used in
determining the reaction rate constants is given in Appendix B, and

the following is a summary of the techniques used and results obtained.

Alkaline Hydrolysis of Methyl Acetate

In an attempt to show the steric influence of the alkyl component
in the alkaline hydrolysis of acetates and propionates, Jones and Thomas
(36) investigated the alkaline hydrolysis of methyl acetate in a 70%
aqueous-acetone solvent. It was found that the rate constant for the

saponification obeyed the Arrhenius relationship

-E/RT
k =k e (6.3)

satisfactorily and the following constants were determined for methyl
acetate: (1) loglo kO(L/gmole-sec.) = 5.5 and (2) E = 8,800 cal/gmole.
The method used in determining these constants was that used by Davies
and Evans (19) in a kinetic study of the acid and alkaline hydrolysis
of several aliphatic esters and is described generally in the following
section.

Rate Measurements

A 0.1IN methyl acetate solution was prepared by weighing 0.01
moles of methyl acetate into a weighed, 100-ml volumetric flask. Care
had to be observed (due to the volatile nature of the ester) to prevent
evaporation during weighing. After the proper amount had been weighed
into the flask, 70 ml of acetone and some distilled water were added

and the mixture was allowed to sit at room temperature for approximately



one hour in order for the change in volume due to mixing to be complete.
After an hour, the flask was filled to the mark with distilled water.
The alkaline solution of the same concentration was prepared in a simi-
lar manner, The two flasks of ester and alkaline solutions were then
placed in a constant temperature bath and allowed to come to the temper-
ature of the bath. Changes in concentration were corrected for by
noting the change in volume of the mixture due to temperature; however,
since the change in volume due to the temperature change was almost the
same for both solutions, their concentrations remained essentially equal.
After thermal equilibrium was achieved, 25 ml of alkaline solution were
transferred by volumetric pipet to a third volumetric flask (50-ml)

also placed in the constant temperature bath. Similarly 25 ml of alka-
line solution were transferred by means of a rapid delivery pipet and
the stopwatch was started at one-half of the delivery of the sodium
hydroxide solution. Samples were taken at various intervals and were
pipetted into hydrochloric acid in order to quench the reaction. The
time recorded for each sample was that time at which one-half of the
sample had run into the quenching solution. The quenched solutions

were then back titrated potentiometically with standard NaOH solution

to their equivalence point in order to determine the concentration of
acid present. fhe reactions occurring in these steps can be represented
as follows:

a) hydrolysis reaction

RCOOR' + OH - RCOO + R'OH (6.4)



b) quenching reactions

_ 4 fast
OH + H - H,O (6.5)
2
_ I fast
RCOO + H - RCOOH (6.6)

Since the number of equivalents of hydrochloric acid used in the quench-
ing solution’was constrained to be stoichiometrically‘equal to the com-
bined number of equivalents of sodium hydroxide and sodium acetate
(i.e., equal to the original sodium hydroxide concentration times the
number of milliliters of sample), then all of the HCl is used up in the
quenching reactions and the back-titration yields the concentration of
carboxylic acid (CCA) formed in reaction (6.6), which is equal to the
concentration of sodium acetate formed in reaction (6.4). Concentration
versus time data were obtained this way; and since the reaction was
second-order with the initial concentrations of reactants equal, Equa-
tion (6.7) was used to calculate the value of the rate constant for

each sample. A tabulation of this data is found in Appendix A.

o

k=2cCc,/[C ( CNaOH - CCA

t 6.7
NaOH )t ( )
The arithmetic average of the rate constants for the samples was deter-
mined and this value was used as the value of the reaction rate constant
at the given experimental temperature., The natural logarithms of the
rate constants at various temperatures were plotted versus the recipro-

cal of the absolute temperature (see Figure 13). Data obtained in this
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work as well as data obtained by Jones and Thomas (36) are shown and
agreement is within experimental error (~2%). Both studies showed the
activation energy for the saponification of methyl acetate in a 707

aqueous-acetone medium to be approximately 8,800 cal/gmole.

Alkaline Hydrolysis of Ethyl Benzoate

Tommila and co-workers (65) have performed investigations of the
alkaline hydrolysis of ethyl benzoate in mixed solvent systems. Since
ethyl benzoate is sparingly soluble in water, mixtures of acetone and
water were investigated as solvents, and the effect of solvent composi-
tion on reaction velocities was studied., Among the compositions studied
was the 707% aqueous-acetone mixture subsequently used in this work.
Since ethyl benzoate is non-volatile, a slightly different experimental
technique was used in this section, but results were in agreement with
those given in the literature.

Rate Measurements

An alkaline solution (0.1N) was prepared by adding 70 ml of ace-
tone to a 100-ml volumetric flask, followed by 10 ml of 1.0N NaOH and
some water. This mixture was allowed to sit at room temperature for
approximately one hour after which the flask was filled to the mark
with distilled water. This flask was then placed in a constant-temp-
erature bath and allowed to reach thermal equilibrium. At that time,
approximately 0.0l mole ( 1.45ml) of ethyl benzoate was injected into
the flask with a hypodermic syringe and the stopwatch was started.
Weighing of the syringe before and after injection yielded the net

weight of ethyl benzoate introduced into the reaction flask. A little
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practice with this technique allowed injection of quantities extremely
close to 0.0l mole. The initial concentrations again were corrected
for change in volume due to the change in temperature from room temper-
ature, although Tommila (65) states that the second-order reaction rate
constant is essentially independent of the initial concentration of the
reactants (indicating that the subject reaction is indeed second-order).
Samples were taken at various times and the quenching technique pre-
viously described was used to determine the concentrations of products.
Again, the arithmetic averages of the rate constants calculated for

the samples by Equation (6.7) were used to represent the reaction rate
constants at various temperatures. The experimental values from this
work and that of Tommila are plotted in Figure 14. Again, as can be
seen, agreement is within experimental error. The values of the acti-
vation energy and pre-exponential factor were (1) E = 14,500 cal/gmole

and (2) log kO(L/gmole-sec.) = 8.18.

10
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CHAPTER VII

COMPUTER SIMULATION OF PERIODIC OPERATION OF A CSTR

The objectives of this work were to demonstrate the phenomena
assoclated with periodic reactor operation and to compare the experi-
mental results obtained by operating the reaction system periodically
with those predicted by a computer simulation of the reaction system.
In general the computer simulation involves the mathematical construc-
tion of the governing differential equations for the system (mass and
energy balances) and analytical or numerical integration thereof, sub-
ject to the constraints of the system (flow rates, volumes, densities,
etc.). For very complex systems involving coupled non-linear differ-
ential equations, numerical integration is most often used.

The modeling of CSTR's is treated in most standard texts on re-
action kinetics (3,39); however, there is no mention of periodic oper-
ation therein and very little said about unsteady-state operation in
general. This chapter covers the mathematical modeling of periodic
operation of the reaction system used in this work. The assumptions
made concerning certain physical properties of the reaction mixture and
the differential equations and boundary conditions (from Chapter IV)
are given in the following sections. 1In addition, there is a brief dis-

cussion of the numerical techniques used,
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Assumptions

In order to simplify the mathematical model as much as rationally
possible, it was convenient to make the following assumptions concerning
the reaction system:

1) The reactor contents were completely mixed (i.e., there were
no thermal or concentration gradients in the reactor).

2) All electrical energy supplied to the heating element was
dissipated to the liquid in the reactor.

3) The density and heat capacity of the liquid in the reactor
remained essentially constant over the temperature range involved (i.e.
an average value for the range was used).

4) The acid hydrolysis of the esters was neglected since these
reactions are much slower than the alkaline hydrolysis (19) and the
time required for analysis was small in comparison.

5) The thermal effects of both hydrolysis reactions were neg-
lected since the concentrations of all reactants were very low.

6) The reaction rate constants obeyed the Arrhenius relation-
ship over the temperature range of interest.

7) The reaction volume remained constant.

In order to verify the validity of some of these assumptions (1,
3, and 6), several auxiliary studies were made. Assumption (1) was
tested by the injection of a dye into the reactor. The change in op-
tical density of the effluent as a function of time was then measured
using a Spectronic 20 spectrophotometer., This study will be described

more fully in the next chapter. Assumption (3) was tested by measuring



the density of a 707% aqueous-acetone mixture as a function of temper-
ature. The resulting curve is shown in Figure 15. While it was evi-
dent that the density of the mixture did vary with temperature, it was
concluded that an average density for the operating temperature range
would be satisfactory. Assumption (6) was verified by the study de-

scribed in Chapter VI to determine reaction rate constants.

Mathematical Model

The material and energy balances comprising a mathematical model
of the CSTR used in this work were given in Chapter IV. As stated in
the previous chapter, the two reactions considered were the alkaline
hydrolyses of methyl acetate and ethyl benzoate. These reactions were

given by Equations (6.1) and (6.2):

k
CH,COOCH, + NaOH L CH,COONa + CH,OH (6.1)
ky
+ 5 +
CH COOC, H, NaOH CH COONa C,H OH (6.2)

and are represented by the following pair of equations:

A+ B L C+D (7.1)

e

A+E F+ G (7.2)

where: A = sodium hydroxide
B = methyl acetate

C = sodium acetate



(o)
(98]

D = methanol

E = ethyl benzoate

F = sodium benzoate

G = efhanol
Derivations of the material balances for sodium hydroxide (A) and so-
dium benzoate (F) and an energy balance around the CSTR were given in
Chapter IV by Equations (4.38) - (4.40). 1Invoking the assumptions
described above, these equations were rewritten as Equations (4.53) -

(4.55), which are in state variable form and are repeated below:

dxl -l/X3
Fralie 1 - Xl - alxl(rl -1+ Xy + x4)e (4.53)
-p/x3
-a. x. (r, - x,)e
R L R IR
dx2 —p/x3
Tl ale(r2 - x4)e - %, (4.54)
dx3

These three differential equations completely describe the behavior of
the system. Other concentrations are obtained by simple stoichiometric
relationships. Boundary conditions at the pseudo-steady-state for these

differential equations were given by Equation (4.28).

xi(O) = xi(T) i=1,3,4 (4.28)
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This merely states that the values of the state variables (or in reality

the concentrations and temperature) must be the same at the end of the
cycle (or period) as they were at the beginning. Since these values
are not known initially, an iterative scheme was used to determine the
boundary conditions. This scheme was as follows:

1) With a given switching policy, assume an initial value for
each of the state variables.

2) Integrate over one cycle (T) and examine the final values of

the state variables (xi(T)).
3) If Equation (7.3) is not satisfied, use Equation (7.4) to find

the new initial values of the state variables.

xi(O) - Xi(T)
X1<0) < €; i=1,3,4 (7.3)

xj(O) = %, (0) + [x,(D - x,(0]/2.0  1=1,3,4 (7.4)

In Equation (7.3) €; (e.g. 10-6) is the convergence criterion which is
some small specified quantity.

4) Repeat this procedure until the boundary conditions match
within the specified accuracy. This method is similar to the bisection
method used in determining roots of polynomial equations (18). It is
simple and works well for small systems of equations, but is certainly
not the only method available for determining the boundary conditioms.
For more complex systems, a method such as the matrix technique described

by Lin (32) could be used. This method, which uses an iterative scheme



similar to Newton-Raphson interpolation, converges to the boundary con-
ditions faster, but is somewhat bulky to use for small systems of equa-
tions; hence, the simpler method of Equation (7.4) was used. Once the
boundary conditions are determined the behavior of the periodic system
at the pseudo-steady-state (for the given switching policy) is com-
pletely specified.

Since Equations (4.53)-(4.55) are non-linear, fourth-order Runge-
Kutta numerical integration of these equations was used. These opera-
tions were performed on a Univac 1108 digital computer and the program
is given in Appendix D. With this background, the next section explains
the use of the computer simulation to produce the theoretical curves with

which the experimental data were compared.

Construction of Theoretical Curves

The family of curves shown in Figures 3 and 6 represent both con-
ventional-steady-state operation (¢ = 0) and periodic operation (O<p<l).
The numerical methods used in determining points on these curves are
discussed in the following sections.

Conventional-Steady-State Curve

The points on the conventional-steady-state curve (¢ = 0) were
determined by setting Equations (4.53)-(4.55) equal to zero. This re-
sulted in three simultaneous, non-linear, algebraic equations in three

unknowns (xl, X X4) of the form given in Equations (7.5)-(7.7):

3

f = f(xl, Xqs x4) - bl =0 (7.5)
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(7.6)

|
O

g = gxp, x5, %) - by =

=
i
1

o

h(xi, Xq5 XA) - b3 = (7.7)

This system of equations was solved using Newton's method (18) in three

variables. This technique utilizes the following algorithm to iterate

on the variables:

1 ax3 ax4
k+1 _ k _ 8 o8
x) =% by 3k 3% (7.8)
3 A
pb ~oh  oh
3 BXB Bx4 |

J(xl, X35 X4)

where:

C af 3f af |
axl ax3 ax4

- 28 028 og
J(xps xg5 %) dx. %, ox (7.9)
1 3 4
>h 2h dh

axl ax3 ax4

and is the Jacobian of the system of equations. Equation (7.8) is
written for the variable Xq3 similar expressions were developed for g

and X, The iteration proceeded until the relative error between suc-
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cessive values of Xy for all state variables was less than 10_6. For
any value of y, then, a unique solution to Equations (4.53)-(4.55)

could be found and the resulting values of x, plotted versus y to yield

4

the conventional-steady-state curve. It is obvious that for conventional-
steady-state operation, Equations (4.21) and (4.22) reduce to Equations

(7.10) and (7.11);

X, = x, i=1, 3, 4 (7.10)

y =y (7.11)

Pseudo~Steady-State Curves

The family of pseudo-steady-state curves (O<p<l) were constructed
by the integration of Equations (4.53)-(4.55) over one cycle (period),
using the iterative technique previously described, until the boundary
conditions matched to within a relative error of less than 10_6. The
parameter ¢ was defined in Chapter IV as the fraction of the period
during which the control variable is at its lower limit. As the value
of ¢ increases toward an upper limit of one, the upper limit of the
control variable (yu) necessarily increases in order to maintain a
constant value of ;. Obviously, a value of ¢ = 1.0 implies that Vg =
and in reality, approach to a value of ¢ close to 1.0 may be restricted
by the upper limit of the control variable. After matching the boundary
conditions, the time-averaged value of the state variable X, was obtained

using Equation (4.21)
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- 1
X, = 7 x,dt (4.21)

The points thus obtained were plotted versus values of ; to produce the
family of pseudo-steady=-state curves. Selection of the value of T (the
period) and the switching policy determined the value of ; in all cases
where the upper and lower bounds on the control variable y had been

previously fixed.



CHAPTER VIII

PRELIMINARY EXPERIMENTAL STUDIES

Prior to making any experimental runs, three studies were under-
taken in order to clear up questions which had arisen during the rate
determination runs. The first concerned the change in volume which
occurred during the mixing of acetone and water. The second concerned
the variation of the density of a 70% aqueous-acetone solution with
temperature and the third concerned the mixing efficiency of the three-

blade impeller used for mixing the reactor contents.

Volume Change Determination

This study was easily accomplished by using only a 50-ml titra-
ting burette and a 100-ml volumetric flask. First, 70.0 ml of acetone
were pipetted into the volumetric flask. Then 30.0 ml of distilled
water were added from the burette and the flask was stoppered, shaken
and allowed to stand for one hour. At the end of one“hour, the mixture
level was observed to be below the mark on the flask; Consequently,
excess water was added to bring the level in the flask up to the mark.
Again the flask was stoppered, shaken and allowed to sit for an hour.
This procedure was repeated several times until no further change in
volume occurred. At that time, the total number of milliliters of
distilled water added to the flask was read from the burette and found

to be 34.0 ml., Therefore, in all subsequent preparations of reactant
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solutions, 700 ml of acetone and 340 ml of distilled water plus reactant
were mixed to form each liter of reactant solution. Thus the total of
the water plus reactants was always equal to 340 ml per liter of re-

actant solution.

Density vs. Temperature Behavior

The objective of this study was to determine the effect of tem-
perature on the density of a 70% aqueous-acetone solution. For this
purpose, a 70% aqueous-acetone solution was prepared in a volumetric
flask as indicated in the previous section. This flask was then thermo-
stated in a constant temperature bath and the contents of the flask
allowed to reach the bath temperature. At this time, the specific
gravity of the solution was measured with a hydrometer. This procedure
was repeated at different temperatures over the range anticipated in
the subsequent experimental work. The results are shown in Table 2
and Figure 15,

As can be seen, the density over this range varies by only 5%
and the subsequent usage of an average density would result in an error

of only + 2-3% well within the overall experimental error.

Mixing Efficiency Study

Although the heating element support frame in the reactor was
also designed as a baffle system, the question of the effectiveness of
mixing in the reactor naturally still arises. Accordingly, a prelimi-
nary experiment was performed in an effort to answer this question.

The objective of this experiment was to compare the ideally predicted



Table 2. Density Versus Temperature for a 70% Aqueous-Acetone Solvent

Temperature (°C) Density (gm/ml)
-17.2 0.930
0.2 0.914
7.8 0.907
10.3 0.905
20.0 0.896
24.8 0.892
30.3 0.887

39.4 0.879




WS 3SAS JUSATOS DU0IIOY-snodnby ¥0/ ® 107 sanjeasdwsl Jo uoljoung B sk A3Tavi) 013109dg ‘¢ 2anS1ig

0%

( oo ) @anjeasduwa]

oY o€ 0z 01 0 01-

0¢-

’ [ I I B T

98°0

—48°0

—188°0

—168°0

—06°0

—16°0

—26°0

—€6°0

~%6°0

—{66°0

£31ARID OTFTOadS



73

behavior of the reactor vessel with its actual behavior; and if the two
agreed within 5%, the reactor would be considered ideal.

A mathematical model of the reactor vessel was constructed assum-
ing the volumetric flow rate (QF) and the reactor volume (V) were con-
stant. At time t = 0, a concentrated solution of KMnO4 was added in-
stantaneously to the reactor. With the initial concentration of dye

in the reactor equal to CO, a material balance about the reactor for

the dye can be described by Equation (8.1)

dc

G = - Qe (8.1)

Rearranging and integrating this equation from CO to C and from t = 0

to t = t, and defining @ = QF/V, Equation (8.1) becomes:

C =2C.e (8.2)

This equation expresses the concentration as a function of time (with
slug injection of material) for an ideally mixed reactor. Since con-
centration is not easily determined directly, the optical density (color
intensity), was followed as a function of time. From the Beer-Lambert

law

Concentration ¢ 0.D. (8.3)

where 0.D, is the optical density of the solution. Therefore, Equation
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(8.2) can be rewritten as

-t
0.D. = (0.D.) e (8.4)

The optical density can then be plotted on semi-log paper versus time
and if the result is a straight line with a slope of @, the reactor can
be assumed to be ideally mixed. The experimental procedure involved
establishing a constant flow of water through the reactor at approxi-
mately 100 ml/min (the flow used in the subsequent experimental runs).
Once the flow rate was established and a constant volume of two liters
was attained, the mixing impeller was started. Then 10 ml of concen-
trated KMnO4 solution were injected into the reactor with a hypodermic
syringe and a stopwatch was started. The optical dinsity of the efflu-
ent of the reactor was measured by taking ten-second samples and sub-
jecting them to colorimetric analysis with a Bausch and Lomb Spectronic
20 spectrophotometer. The optical density was read directly from a
logarithmic scale on the instrument and the results are given in Table 3.
These data were plotted as previously described in semilogarithmic
coordinates with the result shown in Figure 16. The slope of this

line was calculated and found to be 0.05. The value of « determined
from its definition is also 0.05. Since these numbers agreed extremely
well, the reactor was considered ideally mixed and the ratio, V/QF’ was

taken as the mean residence time in the reactor computer simulations.



Table 3. Optical Density Versus Time Data For Mixing Efficiency Study

Sample No. Time (min.) Optical Density
1 1 0.360
2 3 0.328
3 5 0.297
4 7 0.270
5 9 0.244
6 _ 11 0.217
7 15 0.177

8 20 0.137
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CHAPTER IX
METHOD OF CHEMICAL ANALYSIS

Chemical analysis of the reaction products was the most diffi-
cult problem posed by this experimental system. The reactions involved
were the alkaline hydrolyses of methyl acetate and ethyl benzoate, as
shown in Equations (6.1) and (6.2):

k

1
CH3'COOCH3 + NaOH - CHBCOONa + CHBOH (6.1)

k
2
C_H_COOC_H + NaOH - C_H_COONa + C,H.OH (6.2)

65 25 65 25

These reactions occurred in a 70% aqueous-acetone solvent, which added
two more species to the seven above. Reactor effluent samples were
drained from the reactor into excess HCl, thereby converting the sodium
acetate and sodium benzoate to acetic acid and benzoic acid, respect-
ively; all excess sodium hydroxide was also neutralized. As a result,
this left six species in the samples which could be analyzed for. One
of these (ethyl benzoate) could be eliminated since it is in excess
(its initial concentration is ten times that of the methyl acetate or
sodium hydroxide); and its concentration changes very little during
the reaction.

The first analytical method tried was gas chromatography using

a Perkin-Elmer 820 gas chromatograph. This chromatograph was equipped
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with a thermal conductivity cell detector; the concentrations used in
this study however, were too small to be quantitatively measured and
consequently this method of analysis was temporarily discarded.

The second analytical method tried involved the analysis of the
methanol and ethanol products of the two reactions. Methanol was first
oxidized to formaldehyde with KMHOQ' Then the formaldehyde was ana-
lyzed colorimetrically by reacting it with chromotropic acid (1,8 di-
hydroxynapthalene -3,6- disulfonic acid), which produces an intense
purple color with as little as 20 yg/ml formaldehyde. Another part
of the same sample was then analyzed for total alcohol by reacting the

sample with a standard solution of K Cr207 in concentrated H,80, . The

2 4

excess K Cr207 was then determined colorimetrically by reaction with
diphenyl carbazide, which produces a violet color with KZCr207. The
amount of total alcohol present was calculated as the difference be-

tween the amount of K2Cr remaining after the reaction with alcohol

207
and the amount in an unreacted KyCr,0; blank of identical size. The
concentration of ethanol could then be determined by subtraction of

the methanol concentration from the total alcohol concentration. This
method proved excellent through the calibration stage (i.e., good cali-
bration curves were obtained using standard solutions of methanol and
ethanol). Upon implementing this method on actual reactor samples,
however, impurities in the acetone (mostly methanol) rendered both tests
unusable.

The third analytical method tried was ultraviolet spectroscopy.

In the mixture of species to be analyzed, only two (ethyl benzoate and



benzoic acid) absorb appreciably in the UV region around 270 nm. A
consideration here is that the ethyl benzoate interferes with the anal-
ysis of the benzoic acid, and consequently the two must be separated
physically. Liquid-liquid extraction using carbon tetrachloride as
the solvent was used to extract the unreacted ester, leaving the ben-
zoic acid (which had been previously converted back to its sodium salt
with sodium bicarbonate) in the aqueous phase. Tests performed with
this method indicated that up to 50% of the benzoate ion was lost dur-
ing the extraction and, consequently, this method was also discarded.
The analytical method finally decided upon for all of the analy-
ses in this work consists of two stages: (1) titration for total car-

boxylic acid and (2) gas chromatographic analysis for ethanol.

Titrimetric Analysis

Of the five species which could be analyzed, two were carboxylic
acids (acetic and benzoic). If the pKa values of two acids are at least
2 units apart, one titration would show two end points (one for each
acid); and the complete analysis could then be done with a single ti-
tration. In reality, the pKa values for the subject acids are less than
one unit apart (4.756 vs 4.213), and titration with a standard base
solution shows only one break point for the total acid. As a result,
this technique was used to determine total acetic plus benzoic acid in
a sample,

One hundred milliliters of quenched sample were pipetted into a
300 ml beaker and a Teflon coated magnetic stirring bar was added.

The beaker was placed on a magnetic stirrer, and the solution was ti-



trated potentiometrically with O0.100N NaOH using a Bechman pH meter
with a combination glass-calomel electrode. Two end points were de-
tected: (1) the excess HCl end point and (2) the carboxylic acid end
point.

The initial concentrations of reactants were determined by samp-
ling the reactant tanks during an experimental run. The samples of the
two ester solutions were completely saponified with a known quantity of
excess sodium hydroxide and the excess was back titrated to determine
the ester concentration. The sodium hydroxide solution was titrated
directly with standard HCl. Each of the reactant solutions were pre-
pared at three times the desired reactor feed concentration so that
when the three reactant streams were allowed to flow equally into the

reactor, the initial concentrations would be correct.

Gas Chromatographic Analysis

The concentration of one additional species was needed in order
to obtain a complete material balance. Ethanol seemed to be most pro-
mising in this regard. Also, since this was the species whose yield
should be impréved by periodic operation, it was felt that its con-
centration shouid be obtained directly and not by difference (as with
the alcohol tests).

A Perkin-Elmer model 810 gas chromatograph with a flame ioniza-
tion detector.was made available for use; and it was then necessary to
choose a column packing which would separate the ethanol from the other
species. Several column packings were tried: (1) Chromasorb W with

107% silicone o0il (DC-200), (2) Chromasorb W with a 10% Carbowax 20M and
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(3) Porapak Q. The first of these packings is designed primarily for
non-polar materials and performed poorly in separating the desired
species, The second column packing is designed for polar materials.
Due to its nature, however, the acetone solvent is eluted first, thus
obscuring the ethanol peak. The third column packing is a porous poly-
mer and requires no liquid phase coating. These features make it an
excellent candidate when used with an ultra-sensitive flame ionization
detector. 1In addition, this packing is recommended for polar compounds
such as alcohols, esters, carboxylic acids, etc. Determination of the
retention times for the two alcohols in this reaction system showed
that the methanol and ethanol are eluted before the acetone solvent
which is very desirable. This packing was thus selected for use in

the gas chromatograph.

Two aluminum columns, each six feet long and one-eighth inch in
outside diameter, were packed with 100-120 mesh Porapak Q and coiled
into spirals. The optimum column operating conditions were determined
by construction of a Van Deemter Plot (1,30,43) and are listed below
in Table 4,

Reactor effluent samples quenched in acid were placed in a con-
stant temperature bath at 25°C and allowed to equilibrate before titra-
tion and gas chromatographic analysis. A five-microliter Hamilton
syringe was then used to inject a known volume of quenched sample into
the gas chromatograph. A typcial chromatogram is shown in Figure 17.
The mass of ethanol in the sample was calculated by determining the

area under the ethanol peak (by two different methods) and referring to



Table 4. Optimum Gas Chromatograph Operating Conditions

82

N2 carrier gas flow rate
H2 flow rate
Air flow rate
Column temperature

Injector temperature

Attenuation

60 cc/min/column
60 cc/min/column
350 cc/min

145°¢

250°C

x50
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a calibration curve constructed from standard ethanol solutions. Both
a detailed description of the calibration procedure and the calibration
curves are given in Appendix E.

The concentration of ethanol in the sample was determined as the
ratio of its mass as determined above to the known volume injected. The
concentration of methanol (or acetic acid) was then calculated by sub-
tracting the ethanol concentration from the total acid concentration de-
termined by titration. From these two concentrations and the initial
concentration of reactants (as previously determined), a complete

material balance could be obtained.
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CHAPTER X

EXPERIMENTAL RESULTS AND DISCUSSION

The objective of this work was to obtain experimental data in
an area where previously no data have been reported--periodic operation
of a CSTR. As mentioned Chapter II, many theoretical studies have
been made of CSTR's operated in periodic fashion; as a result, the
mathematical model used in this work is of rather standard format. A
few changes to the model, which will be mentioned later, were made in
order to obtain a better fit of the experimental data with the model.
It should be emphasized at this point, however, that the computer sim-
ulation of the reaction system was of secondary importance and, in some
cases, was used only to show trends. Of primary importance was the
gathering of experimental data on periodic reactor operation and the
experimental verification of yield improvement through this mode of

operation.

Selection of Reaction System

In order to obtain measurable increases in yield, it was neces-
sary that the two reactions selected in the experimental work have acti-
vation energies whose ratio was greater than 1.5. 1In addition, the re-
actions had to proceed at a rate such that measurable amounts of pro-
ducts be formed over a reasonable period of time. Two different re-

action systems were actually examined; one of them was discarded, how-
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ever, due to analytical complications which could not be easily re-
solved.

The first reaction system examined was the simultaneous hydroly-
sis and aminolysis of benzoyl chloride. The hydrolysis reaction would
be constrained to be pseudo-first-order by the presence of a large ex-
cess of water; the aminolysis reaction would be second-order (first-
order with respect to each of the reacting species). These reactions
appeared to be particularly promising because the ratio of their acti-
vation energies was 2.02. 1In addition reagent costs could be kept
to a minimum by using reactant feed concentrations in the range of
0.01-0.001 gmole/liter. Numerous problems were encountered with this
prospective system, however. Among these were: (i) the presence of
a third coupling reaction when the original two reactions are carried
out simultaneously in the same vessel, and (2) the inability to chemi-
cally quench the reactions during the sampling period. These problems
rendered an experimental study almost impossible and, consequently, a
second reaction system was chosen.

This second reaction system consisted of the simultaneous alka-
line hydrolysis (saponification) of two carboxylic esters (methyl ace-
tate and ethyl benzoate). It was found that: (1) these two reactions
are not coupled, (2) reaction rate constants could be accurately de-
termined by batch kinetic experiments and (3) chemical quenching of the
reactions could be accomplished with any strong mineral acid, provided
the acid is only slightly in excess and the samples are analyzed as

quickly as possible. A search of the literature showed, however, that



these reactions occurring simultaneously in distilled water do not meet
the requirement regarding the ratio of the activation energies. When
these same reactions are carried out in various organic solvents, how-
ever, the activation energies are changed because of solvent interaction
effects and the reactions become feasible for optimization by periodic
operation (i.e., E2/E1 > 1.5). Among the feasible solvent systems are:
(1) p-dioxane : water, (2) acetone : water, (3) tetrahydrofuran : water,
(4) dimethyl sulfoxide : water, (5) methanol : water and (6) ethanol
water. The solvent system chosen for this work was acetone : water,
with the primary consideration being cost., Since the quantity of ace-
tone used during the experimental runs was large, the acetone (C P
grade) was ordered in 55-gallon drums. This grade of acetone contains
at least four impurities (as determined by gas chromatographic analysis),
one of which is methanol. The presence of this methanol required modi-
fications to the analytical procedure, which were discussed at length

in Chapter IX, and will be returned to later in this chapter.

After the selection of the reaction and solvent system, a series
of batch kinetic experiments was performed in order to verify the values
of the reaction rate constants and activation energies reported in the
literature. These experiments were described in Chapter VI and will
not be discussed here at any length. It should be mentioned at this
point, however, that the values of the activation enefgy and pre-expon-
ential factor for the hydrolysis of ethyl benzoate were modified slightly
in order to obtain a better fit between computer simulations and the ex-

perimental data. These kinetic parameters did agree within experimental
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error with the values given in the literature, and were thus used as a

starting point in the computer simulations.

Selection of Experimental Operating Conditions

After determination of the reaction rate constants, the experi-
mental apparatus was assembled, and the preliminary mixing experiment
was performed, as described in Chapter VIII. Next, the conditions at
which the experimental runs should be made were determined. The resi-
dence time within the reactor was selected arbitrarily as twenty min-
utes. In this work the effect of periodic reactor operation was studied
for only one cycle duration, which was chosen to be equal to the resi-
dence time (i.e., T = 1). This is not to say the T =1 1is necessarily
the optimal cycle time. The purpose of this work, however, was not to
determine the optimal operating policy, but to demonstrate experi-
mentally yield improvements via periodic operation. Future work should
include experiments conducted at other values of 7(0.1, 0.5, 1.5), and
the results compared with those reported herein. Feed concentrations
for methyl acetate, sodium hydroxide and ethyl benzoate of 0.001, 0.001
and 0.100 gmole/liter, respectively, were initially planned. The first
two values proved to be too dilute for product determination by titra-
tion and, consequently, several different feed concentrations were
tried. The final values used in all subsequent experimental runs were
(1) 0.02 gmole/liter for the sodium hydroxide and methyl acetate and
(2) 0.20 gmole/liter for the ethyl benzoate. Although an initial con-
centration of ethyl benzoate ten times that of the other reactants does

not render its hydrolysis pseudo-first-order in the strictest sense,
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this reaction does become competitive with the other hydrolysis reaction

(which is the desired result).

Presentation of Experimental Results

The first periodic run was used to determine the number of cycles
necessary for the reaction system to achieve pseudo-steady-state from
a concentration standpoint. The system was started up and the thermal
pseudo-steady-state, as determined from the reactor thermocouple out-
put, was reached after four cycles. The first cycle after the thermal
pseudo-steady-state was reached was denoted as cycle 1, and composite
samples of the reactor product stream were taken over cycles 2, 4, 6,
8, and 10. The ethanol concentration in this stream was determined by
gas chromatography as previously described and the results are shown in
Figure 18. As can be seen from this figure, after two cycles this con-
centration has not quite reached the pseudo-steady-state (low by 7%).
After four cycles the pseudo-steady-state concentration was found to
level out at 0.159. It was decided from these results, that for all
subsequent funs, composite samples taken over cycles 4 and 6 (after the
attainment of the thermal pseudo-steady-state) would be representative
samples. The remainder of the periodic runs and a conventional-steady-
state run were made in order to gather data at five different values
of ¢ (the fraction of the cycle during which the control variable is
at its lower limit). The values of ¢ chosen were 0.95, 0.90, 0.80, 0.70
and 0.60. During these runs, careful measurements of both the voltage
and current to the heating element were made in order to be able to

calculate the power imput to the reactor. The temperature of the re-
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actant solutions (TO) was also monitored in order to use this value of
TO in the computation of the control variable y at which the experi-

mental values of x, would be plotted.

4

FEvaluation of Control Variable

The definition of y was given in Chapter IV:
= 1 :
y RTO/E1 + gR/ OOO%CPEIQF (4.50)

As can be seen from this definition, five different experimentally meas-
ured (TO, q, QF) or inferred (g, Cp) quantities enter into this defini-
tion. The numerical value of the density for each run was determined
from the density-temperature curve in Chapter VIII, using the experi-
mentally determined average temperature of the cycle as the abscissa,
The heat capacity of the reaction mass was computed from the heat capa-
cities for pure acetone and pure water at the average temperature of

the cycle, using a linear mixing rule based on mole fractions to obtain
the heat capacity for the mixture. All of these inferred and measured
values, including the values of ; calculated from Equation (4.34), are
given in Appendix F; the actual values of Yy, and Yy are also given there,
The pseudo-steady-state concentration results for ;4 were plotted versus
the values of §-as obtained above. Values of ;4 from computer simula-
tions (initially computed by assuming an adiabatic reactor and using

the literature values of the activation energies) were also plotted on

the same graph to compare the experimental and simulation results. The

initial agreement was very poor. The curve for each value of ¢ seemed



to be offset horizontally from the model, and the slopes of these curves
were slightly different from those suggested by the model. An explana-
tion of the discrepancy between runs was sought and it was found that
several factors were operative here,

The primary source of error was in the measurement of the reac-
tant feed temperatures. It was found that, even though there were
thermocouples in the inlet lines, sufficient heat was gained between
the thermocouples and the reactor to change these temperatures {(and
hence the actual value of TO). A change of only 1°C distorts the value
of ; by the amount of .0003 unit. This was considered to be quite sig-
nificant in view of the fact that, with the equipment used, it was im-
possible to hold the reactant feed temperatures within + 3°C from day
to day.

A secondary source of error was in the measurement of the current
to the heating element. While the voltage could be measured accurately
enough (and remained very constant with the use of the constant voltage
trénsformer), the current was found to vary over the cycle. This vari-
ation was primarily due to the change in the resistance of the heating
element as it heated up. This behavior thus necessitated the use of
an "average' value for the current; it is felt that this could be
another source of error since the variation in current over the cycle
was not always linear with time.

A third source of error resulted from the assumption that the
heat capacity of the reaction mixture was the same as a 707% aqueous-

acetone mixture, Since the ethyl benzoate concentration was 0.2 gmole/



liter (75 grams/liter), it was felt that this could possibly inlluence
the heat capacity of the solution.

Finally, another source of error lay in the assumption that the
reactor was adiabatic. The fact that this assumption was not valid
became obvious when the steady-state experiment was performed with no
heat flux from the heating element. During this run the first sample
was taken when there was no heat flux to the reactor from the heating
coil (if adiabatic, T &:TO). The steady-state temperature which re-
sulted however, was five to ten degrees centigrade higher than it should
have been if there were no heat losses to the surroundings from the re-
actant feed lines and reactor vessel. Accordingly, in an attempt Co
account for heat transfer to and from the reactor vessel, an extra term
was added to the energy balance as shown in Chapter IV. The resulting

dimensionless expression for the temperature in the reactor is re-

peated below:

dx3

T =y - @ +C)x, +¢0 (4.55)

172

During each of the experimental runs, the instantaneous tempera-
ture in the reactor vessel was monitored and recorded on a millivolt
strip chart recorder (see Figure 19). 1In order to reduce the amount of
error introduced into the value of ; by the previously mentioned factors,
it was decided that instead of calculating ; from the power input and
the other parameters in Equation (4.50), ; would be determined from

one experimental measurement (the instantancous reactor temperatucsz)
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Graphical integration of the reactor temperature profiles yielded nu-
merical values of the average temperature (;3) for each sample taken.
At steady-state Equation (4.55) becomes

vy = (1 +CHx, - C,
i 2

L

@]
[

A similar procedure was employed in the case of pseudo-steady-state
conditions. Equations (4.55) was integrated analytically and the tim=
averaged value of state-variable x3 was calculated. Since this deri-
vation is rather lengthy, it is given in Appendix G and the results

are shown:

y = (1L + Cl)XB - C1C2 (10.2)
Since the value of ;3 was graphically determined and the value of the
constant C2 was fixed by the ambient temperature, only the value of the

constant C1 was needed in order to plot ;4 against y.
In an effort to effect better agreement bethen the computer sim-
ulations and the experimental data, the pre~exponentiél factors, the
activation energies and the constant C1 were varied until a reasonable
fit was obtained. The value of the activation energy for the hydrolysis
of mgthyl acetate (El) was varied from 8,200 cal/gmole to 9,000 cal/
gmole, while the value for the activation energy of the hydrolysis of

ethyl benzoate (EZ) was varied from 13,000 cal/gmole to 14,750 cal/

gmole. Pre-exponential factors were calculated for each activation
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energy using the middle value of the experimental rate constant data

from Chapter VI. No computer program was written to fit the simulation
curves to the experimental data; however, approximately twenty-five
different combinations of parameters were plotted before the best fit
was obtained. It should be noted that since this was a semi-manual
search, no attempt to obtain a best fit for ;2 was made and, as a result,
the fit of ;2 data to the computer simulation would be expected to be
poorer.

The results of this search indicated that varying E1 did not
have any significant effect on the simulation results, if the ratio
EZ/El were maintained constant. Therefore, rather than searching for
El’ the value of this parameter was retained as 8,800 cal/gmole (the

literature value), and the parameters E2 and C1 were varied until a

reasonable fit for ;4 was obtained between the computed and experimental

steady-state data. The final values used for these parameters are:

El = 8,800 cal/gmole
E2 = 14,750 cal/gmole
klo = 1.8552 x 10'7{,/gm01e-min ‘
kyo = 1.0283 x 10'72 /gmole-min
C; = 0.037
C, = 0.0673

Comparison of Experimental and Simulation Results

The experimental data were then plotted, using Equation (10.2)
to evaluate ; from the measured values of ;3, and the results for the

five values of ¢ are shown in Figures 20 through 24. These results



have also been reduced to tabular form and are shown in Table 5. 1In
calculating percent improvement, simulation results for conventional-
steady-state were used as a basis.

As previously stated, the major emphasis in fitting the simula-

tion curves to the experimental data was placed on fitting the wvalues

of x The experimental values of ;2 (pseudo-steady-state yield of

4
methanol) consequently, would not be expected to fit the model quite

as well. An example of the fit of these data for ;2 is shown in Figure
25 for a value of ¢ = 0.9. As might be suspected, the fit is not as
good; most of the experimental data, however, agree satisfactorily with
the model. Two factors which might have contributed to the ragged na-
ture of these titration data are: (1) variation in the sodium hydroxide
titrant normality due to absorption of carbon dioxide and (2) poor end-
point behavior for the HCl, which thus introduces errors into the calcu-
lation of the total carboxylic acid present. In addition to these two
factors, the precise position (on the pH scale) of the carboxylic‘acid
endpoint would vary slightly as the amount of each acid in the mixture
varied. While this last point may not be as significant as the other
two, it could play a small part in the overall scatter of the titration

data. Still another source of error might be that the value of ;2 was

obtained by subtracting the experimental values of %, determined by

4
chromatography from the total acid obtained by titration. Whenever a
quantity is determined from the difference between two experimental

measurements, the error in that quantity is naturally increased. While

a good fit of all the experimental data with a model is certainly de-
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Table 5. Percent Improvement in Yield of 24 over Steady-State
Conditions
% Improvement in ;4 7% Improvement in ;4
0 y ;A(eXP') Over Steady-State Over Steady-State
(experimental) (calculated)

0.95 .0626 . 064 4.6 1.3

L0643 .107 5.9 4.6

.0659 .159 4.6 8.1
0.90 L0645 112 7.7 4.5

. 0664 .185 8.8 8.0

.0678 . 249 11.2 9.5

.0692 .310 10.3 9.6
0.80 .0631 .071 0.7 1.5

.0647 .113 0.3 3.8

.0666 .190 7.4 6.4

.0692 .298 5.9 7.2
0.70 .0645 .110 3.0 2.9

.0665 .185 6.8 4.5

.0687 277 6.2 5.6

.0705 . 342 2.3 4.6
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Table 5. Percent Improvement in Yield of X, over Steady-State

Conditions (Cont'd.) 4
_ _ % Improvement in ;4 % Improvement in X
) y xa(exp.) Over Steady-State Over Steady-State
(experimental) (calculated)
0.60 .0651 .129 3.3 2.9
.0669 .196 4,0 4.0
.0683 .258 5.6 4.3

.0706 .353 4.4 3.2
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sirable, the primary purpose of this work remains the demonstration of

the effects of periodic reactor operation.

Discussion of Results

The results obtained in this work are significant in that they
demonstrate experimentally that the yield of certain reactions can in-
deed be improved by the periodic (or cyclic) operation of a CSTR. The
mistake of making broad, sweeping assumptions regarding the applica-
bility of this mode of operation to other reaction systems must not be
made, however.

The reaction system used in this work was selected especially
to demonstrate the effects of periodic operation of a CSTR. This basic
goal was achieved as demonstrated in Table 5 and Figures 20-24. Yield
increases in the ethanol of up to 11% were observed experimentally at
the pseudo-steady-state. Since the overall experimental error is esti-
mated to be less than 5%, it cannot be said that the increase in yield
is due to experimental error. Increases in the ethanol yield were ob-
served for almost all of the periodic experiments and were comparable
to those predicted by computer simulation.

One question that inevitably arises regards the behavior of the
yield of the other reaction product (methanol). The data presented in
Figure 25 show that the time-averaged values of the concentration of
the other product (methanol, which is equivalent to the sodium acetate
concentration) is diminished by cycling (which is the expected result).
The amount of decrease, however, is not necessarily equal to the amount

of increase of the other species. Differences between the amount of



reactant remaining during periodic and conventional-steady-state-opera-
tion account for any discrepancies in the total conversion.

Another question which arises is the applicability of this mode
of operation to reactions in the chemical process industry. Again, it
should be stated that the parameters and reactions of this experimental
system were selected especially for demonstration purposes. This op-
tion is obviously not generally available under commercial conditions.
In this experimental system, the reactant solution was cooled to as low
a temperature as possible in order to increase the measurable effects
of cycling. A lower inlet reactant temperature results in a greater
increase in the periodic yield, if all other conditions are kept con-
stant, since the family of pseudo-steady-state curves originate from a
point on the steady-state curve corresponding to the inlet reactant
temperature. The cost of this amount of cooling would most probably
more than offset any benefits obtained through cycling. The matter of
heat transfer from the heating element is another factor to be con-
sidered. Under laboratory conditions an electrical strip heater is quite
feasible and the heat transfer rate is quite good. In a larger system,
the heating element would probably be a steam coil or jacket; and the
heat flux between this element and the reaction mass would not be con-
stant. This would cause the upper limit of the control variable (yu)
to be a variable (function of temperature) rather than a constant, and
thus introduce new problems into the system.

In conclusion, it can be stated that the results of this work

provide experimental proof that product yields in certain reaction sys-



tems, can be improved by the periodic (or cyclic) operation of a CSTR.
Research should be continued in this area in an effort to extend the
applicability of this mode of reactor operation to other, potentially

practical systems.
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CHAPTER XTI

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

From the experiments performed during the course of this investi-
gation, the following conclusions result:

1. 1In certain competitive reaction systems, the yield of the
product from the reaction with the higher activation energy can be
increased (relative to its conventional steady-state value) by the
periodic (or cyclic) variation of the heat flux to or from a CSTR.

2. For the same type of reaction systems, the yield of product
from the reaction with the lower activation energy will be decreased
as a result of cycling.

3. The family of pseudo-steady-state curves generated by peri-
odic variation of a heat flux to the reactor emanate from the point on
the steady-state curve corresponding to the reactant feed temperature.

4., The experimental results for this reaction system (the al-
kaline hydrolyses of methyl acetate and ethyl benzoate) show improve-
ment in the yield of ethanol (a product of the reaction with the higher

activation energy).

Recommendations

Many interesting problems arose during the performance of this

experimental work. Some of them pertain to the reaction system and
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equipment; others concern possible investigations which could be carried
out to provide further data and operating experience in this field.

The following recommendations involve actual changes to the re-
actor configuration:

1. The constant-head feed controllers should be eliminated and
replaced by three feed pumps or one flexible tubing pump which could
more easily provide a constant feed to the reactor.

2. A drain line should be attached to the bottom edge of the
reactor to drain its contents after each run.

3. The reactor insulation could be improved.

4. The reactant feed lines between the reactant cooler and the
reactor should also have better insulation in order to reduce the
amount of heat transfer from the surroundings.

5. Better instrumentation for the measurement of the reactant
feed temperatures is needed.

6. A digital wattmeter with adjustable ranges should be installed
to replace the voltmeter and ammeter used in this work.

7. An electronic or ball-and-disc integrator should be coupled
with the gas chromatograph to facilitate any further chromatographic
analysis.

8. Investigation of the effects of cycle time should be made
using the same reaction system studied in this work.,

The following recommendations pertain to future work in this
general area of periodic reactor operation:

1. Since the solvent caused several analytical problems, a sys-
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tem which could be run in only distilled water should be sought. The
complete analysis could then be performed on a gas chromatograph (for
all species).

2. The effect of periodic reactor operation on the yields of the
products of consecutive reactions should be investigated. The alkaline
hydrolysis of diethyladipate in distilled water would be an example of
such a system.

3. Efforts should be directed toward the development of a gen-
eral theory of periodic reactor operation to (1) enable better predic-
tion of possible yield improvements (a priori) or (2) to possibly re-
late periodic reactor operation to conventional modes.

4, Other cyclic methods should be investigated., Some areas of
interest might include (1) the cyclic variation of light energy to a
photochemical reaction system, (2) the cyclic input of sonic energy
to a reaction system or (3) the cyclic flucuation of flow rate to a
CSTR.

5. Investigations into the applicability of periodic reactor
operation to biochemical reaction systems where the reaction time is

"onll

long could be of considerable interest. For these reactions, the
cycle could be scheduled to occur overnight or during periods of time

when general power usage is not at a peak in order to reduce energy

consumption during peak hours.
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APPENDIX A

REACTION RATE CONSTANT DATA

Table 6. Methyl Acetate Hydrolysis
Temperature = 10.8 + 0.2 e
Run Number R-8-a

Sample No. Time(sec.) CcA(gmoleAt) k-lOZ(&/gmole—sec)
1 131 0.0144 5.92%
2 308 0.0233 5.38
3 488 0.0292 5.42
4 669 0.0328 5.32
5 846 0.0355 5.35

Average = 5,37
* Discarded due to poor initial mixing

Table 7. Methyl Acetate Hydrolysis
Temperature = 19.6 + 0.2 °C
Run Number R-9-a

Sample No. Time (sec.) CCA(gmole/L) k’lOZ(&/gmole-sec)
1 136 0.0186 8.55
2 260 0.0266 8.56
3 368 -- --
4 609 0.0364 8.51
5 945 0.0404 8.53

Average = 8.54



Table 8. Methyl Acetate Hydrolysis
Temperature = 24.5 + 0.2 °C
Run Number R-10-a

Sample No. Time(sec.) CCA(gmoleﬁﬁ) k'lOZ(&/gmole—sec)
1 145 0.0216 10.3
2 203 0.0264 10.8
3 264 0.0298 10.9
4 317 0.0318 10.8
5 381 0.0340 10.9

Average = 10.7

Table 9. Ethyl Benzoate Hydrolysis
Temperature = 24.5 + 0.2 °c
Run Number R-2-a

Sample No. Time(sec.) CCA(gmoleﬁ&) k-lOQGC/gmole-sec)
1 675 0.0162 28.6
2 1215 0.0244 26.6
3 1869 0.0334 26.8
4 2604 0.0412 26.9
5 3388 0.0464 25.6

Average = 26.9



Table 10. Ethyl Benzoate Hydrolysis
Temperature = 34.5 + 0.2 °C
Run Number R-5-a

Sample No. Time(sec.) CCA(gmole/&) k-104(&/gmole-sec)
1 315 0.0166 63.2
2 907 0.0346 58.3
3 1510 0.0455 55.3
4 2141 0.0536 53.9
5 2889 0.0614 55.1

Average = 57.1

Table 11. Ethyl Benzoate Hydrolysis
Temperature = 44.5 + 0.2 S¢c
Run Number R-6-a

Sample No, Time(sec.) CCA(gmole/&) k-lOA(&/gmole-sec)
1 133 0.0134 124
2 245 0.0220 123
3 364 0.0292 122
4 613 0.0401 118
5 910 0.0496 118

Average = 121

o
wn



APPENDIX B

EXPERIMENTAL PROCEDURES

Reaction Rate Constant Determination

Methyl Acetate

1. Preparation of 0.IN Methyl Acetate Solution:
a) Weigh a 100-ml volumetric flask.
b) Into this flask weigh 0.7408 gm (0.0l mole) of methyl
acetate.
¢) Measure 70 ml of acetone into a graduated cylinder and
pour into the flask with the methyl acetate.
d) Fill to the mark with distilled water and shake.
e) Allow to sit at room temperature for one hour,
f) Fill to the mark again with distilled water and place
in a constant temperature bath,
2. Preparation of 0.1IN Sodium Hydroxide Solution:
a) Place 70 ml of acetone into a 100-ml volumetric flask.
b) Pipet 10.0 ml of exactly 1.0N NaOH into this flask.
¢) Add distilled water to the mark and shake.
d) Allow to sit at room temperature for one hour.
e) Refill to the mark with distilled water.
f) Place in a constant temperature bath,
3. Hydrochloric Acid Quenching Solution:

a) Place 5 ml of 0.05N HCl into each of five 150-ml beakers.



b)

c)

Add 50 ml of distilled water to each beaker.
Add 5 drops of bromothymol blue indicator to each

beaker.

4. Experimental Procedure:

a)

b)

d)
e)
)

g)

h)

i)

i)

Place a clean, 50-ml, glass-stoppered volumetric flask
into a constant temperature bath.

Pipet 25 ml of O0.1N methyl acetate solution into the
reaction flask (methyl acetate already at reaction
temperature).

Pipet 25 ml of O.1N NaOH solution into the reaction
flask with a rapid delivery pipet.

Stopper immediately and shake vigorously for 5 seconds.
Begin stopwatch at delivery of one-half of the NaOH.
Take 5-ml samples at suitable intervals and pipet into
the beakers containing the acid quenching solution.
Record the time of the sample as that time at which
one-half of the 5-ml sample has been delivered to the
quench solution.

Quench solution should remain yellow to yellow-green
but not turn blue.

Back titrate with standard, carbonate-free 0.1N NaOH
potentiometrically (typical titration curve is shown
in Figure 26).

Calculate the number of milliequivalents of carboxylic

acid present and from that calculate the concentration

of sodium acetate.
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Ethyl Benzoate

1. Preparation of 0.1N Ethyl Benzoate Solution:
a) Using a 3-ml syringe, draw approximately 1.5 ml of
ethyl benzoate into it.
b) Weigh the syringe and ester.
¢) Inject the ester into a spare beaker and reweigh the
syringe.
d) Calculate the net weight of ester and convert to gmole.
e) Practice this procedure until 0.01 gmole of ethyl
benzoate can be weighed out.
2. Preparation of 0.1N Sodium Hydroxide Solution:
a) DPrepare same as in methyl acetate experiment.
b) Place NaOH solution in a constant temperature bath.
3. Experimental Procedure:
a) When the NaOH solution has come to the temperature of
the bath, inject 0.0l gmole ethyl benzoate with a
syringe into the flask containing the NaOH.
b) Start the stopwatch at one-half of the delivery.
c) Stopper and shake vigorously for 5 seconds.
d) Take samples at suitable intervals,
e) Place samples into the beakers containing quench solu-

tion as previously described.

f) Analyze as previously described.
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Experimental Run Procedure

Preparation of Reactant Solutions

1. Methyl Acetate (0.06N)
a) Place 14,000 ml of acetone solvent into the 5-gallon
reactant container,
b) Add 6,705 ml of distilled water to the acetone and
allow to sit overnight.
c) Add 95 ml of methyl acetate (Fisher No. M-203) and
agitate until thoroughly mixed.
2. Sodium Hydroxide (0.06N)
a) Place 14,000 ml of acetone solvent into the 5-gallon
reactant container.
b) Add 6,680 ml distilled water and allow to sit overnight.
c) Add 120 ml of 10.0 N NaOH (Fisher No. So-S-255) and
agitate until throughly mixed.
3. Ethyl Benzoate (0.60N)
a) Place 14,000 ml of acetone solvent into the 5-gallon
reactant container.
b) Add 5,080 ml of distilled water and allow to sit over-
night.
c) Add 1,720 ml of ethyl benzoate (Fisher No. 112) and
agitate until mixed thoroughly.

Steady-State Run Procedure

1. Mix reactant solutions as indicated above.
2. Connect electrical jumper cable across cycle timer relay to

give a steady current to the heating element.



3. Establish the flow of coolant through the reactant stream
cooler to achieve coolant bath temperature of -16°C (+3°F).

4., Establish reactant stream flows at approximately 33 ml/min
each. Allow the reactor to fill to half full before starting
the mixing impeller.

5. Turn on constant voltage transformer.

6. Set millivolt recorder span to 5 mv and plug in leads from
reactor thermocouple, Offset zero on scale so that full
scale goes from -1.0 mv to 4.0 mv.

7. Turn on flexible tubing pump.

8. Establish a constant reactor temperature (as indicated by the
reactor thermocouple output) and continue to run for four
residence times at this temperature., This is to insure re-
action steady-state as well as thermal steady-state conditions.

9. Withdraw a sample into the flask containing sufficient HCIL
to quench the reactions and remain in slight excess. Stir
flask while sampling.

10. Change the Variac setting to increase the temperature in the
reactor and repeat steps 8-9 until all samples at the various
temperatures have been taken.

Pseudo~Steady-State Run Procedure

1. Mix reactant solutions as indicated above.
2. Turn on constant voltage transformer.
3. Establish the flow of coolant through the reactant stream

cooler to achieve coolant bath temperature of -16°¢ (+3°F).



ot
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Adjust millivolt recorder as indicated in step 6 above.

Turn on flexible tubing pump.

Set cycle timer arms to the appropriate number of minutes
"off" and "on".

Establish reactant stream flows at approximately 33 ml/min
each. Allow the reactor to fill to half full before starting
the mixing impeller.

Allow system 3-4 cycles to approach the thermal pseudo-
steady-state and then wait for three more cycles. Take com-
posite samples during cycles 4 and 6, mixing thoroughly while
sampling. Again, an appropriate amount of HCl is present to
quench the reactions during sampling and leave excess acid

to be back-titrated.

Change the Variac setting to alter the power input (upper

limit) to the reactor and repeat step 8.
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APPENDIX C

ROTAMETER CALIBRATION CURVE



09

96

A9

8Y

Y

9AIN) UOIIRAQITED I93oweloy °/g 2and1d

0%

( utw/Tw ) 238y MOTA

9¢

[43

8¢

¢

0¢

91

4!

I

|

1

r

]

01

A

71

91

81

0¢

( wo ) Bulpeoy I239We]l0Yy



b
]
U

APPENDIX D

PSEUDO-STEADY-STATE COMPUTER SIMULATION

DIMENSION Y(20)
EQUIVALENCE (X1oY(1)) e (X4eY(2)) 4 (X3,Y(3))
COMMON/BLK1/A1,A2/RHO*R1+R2s Ty TAUsEXP1,EXP29/CCyCDICErC1eC2
READ 100, RHO»QsVeCAO»AK10,)AK20)RIE1PR1IR2
READ 100,X10¢X409X300C1,C2
READ 100,DT»PDT
READ 100,NsYL
D0 223 I=1'N
READ 100, YUrT1,T2,CP+DENsSAMNO
100 FORMAT( )

X1 = x10
X4 = x40
X3 = X30
Al = AK10*CAOxV/Q
A2 = AK20*CAOxV/Q

109 CONTINUE
TAU = T1 + T2
PRINT 555¢SAMNO
555 FORMAT(1H1+28Xy14HSAMPLE NUMBER ¢13,/)
PRINT 556
556 FORMAT(14XsU6HCH3COOCH3 + NAOH «=oKile= CH3COONA + CH3I0H +¢/»
1 12X,51HC6HSCOOC2HS + NAOH ==K2-= C6HSCOONA + C2H50H ///»
2 21Xe28HREACTOR OPFRATING CONDITIOMSy// 10Xy 4Hx%%x,
3 G7HRE kxR kR g KRR KRRk KRR Kk kK kR kg 0/ /)
PRINT 557¢AK10+AK20,RHO+CAOIViQyDEN,CP,YUr»YL,T1,
1 T2+ TAUsR1/R2
557 OFORMAT(10X¢24HK10 (LITERS/MOLE=MIN) = ,E15.,8¢/,
10X, 24HK20 (LITERS/MOLE=MIN) = *E15.8 »/»
20X s 14HRHO = E2/E1 = sF10,54¢/0
14X 20HCAO (MOLES/LITER) = yF1Q0e3s /0
8Xy26HREACTOR VOLUME (LITERS) = ¢F10,34/s
9X, 25HFLOW RATE (LITERS/MIN) = ¢F10.3,/,
6X,28HSOLUTION DENSITY (GMS/CC) = ,F10,.39/»
3X,31HHEAT CAPACITY (CAL/GM#*DEG K) = ,F10¢3¢/,
3X,31HCONTROL VARIABLE UPPER LIMIT = ,F10.,60/,
3X,31HCONTROL VARIABLE LOWER LIMIT = ,F10.6¢/»
29X ¢SHTY = ¢F10,3¢/0
29%sSHT2 = 1F10,34 /0
19x, 1SHPERIOD (TAU) = +F10,3¢/»
24X, 10HCBO/CAD = 4 F10.39/
24X+ 10HCEO/CAD = , F10,3¢v/ )
NP1 = IFIX(T1/DT + .1 )
NP2 = IFIX(T2/DT + g.1 )
NPDT = IFIX( PDT + g.1)
110 CONTINUE
SUM = 0,0
TIME = 0,0
T =vU

t
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30

198

160
4o

177
178

223

1

X1In = X1
X2IN = 1,0 - X1 - X4y
X3IN = X3
X4IN = X4

NP3 = NP1 + NP2

D0 10 N = 1+NP3
IF(N,GT.NP1) T = YL

CALL RKSUB(3»Y,TIME,DT)
IF(X4,6T,1.0E2) SToP

X2 = 1.0 = X1 = x4

SUM = SUM + X4xDT/TAU
CONTINUE

ERRy = ABS((X1IN = x1)/x1)
ERR2 ABS((X4IN ~ x4)/x4)
ERR3 ABS((X3IN ~ x3}/x3)
ERRMAX = AMAX1(ERR1,ERR2¢ERR3)
ALIM = 1,0E~-6

IF (ERRMAX.LT.ALIM) 6O TO 30
X1 Xx1IN + (x1 = x1IN)/2,.,0
X3 X3IN + (x3 - x3IN)/2.0
X4 X4IN + (X4 ~ XyIN)/2.0
GO TO 110

CONTINUE

KOUNT = 0

TIME = 0,0

T = vu

PRINT 198

mnn

FORMAT ( 2Xo4HTIME »BX 1 2HX1910X?2HX25 10X 9 2HX3 510X 2HXU 98X r 1HY» /)

PRINT 160¢TIME,X1eX2¢X3) X4, T

DO 40 N = 1+NP3

IF(N,GToNP1) T = YL

CALL RKSUB(3sY,TIME,DT)

X2 = 1,0 = X1 - X4

TIME = DT*FLOAT(N)

KOUNT = KOUNT + 1t

IF (KOUNT,LT.NPDT) Go TO 40

PRINT 160 TIME»X19oX29 X390 X4, T

KOUNT = ¢

FORMAT (1X*F6¢3¢4(2XsF10,6)92X91F9e6 )

CONTINUE

YBAR = (T1%xYU 4 T2xYL)/TAU

PHI = T2/TAU

PRINT 177:SUM

PRINT 178» YBARIPHI

FORMAT(//95X» *THE VALUE OF THE OBJECTIVE FUNCTION?',
' M IS 'F9,5 v//)

FORMAT(SX» 7THYBAR = , F10s6s5X9s6HPHI = 4F10.6 )

CONTINUE

CONTINUE

STOP

END

i
gl
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SUBROUTINE DERIV(XsYsDYDX)

NDIMENSION Y(20),0YDY(20)
COMMON/BLK1/A1,A2/RHO'R17R2sTo TAUPEXPL,EXP2+CCyCD2CEPC1,C2

X1 = Y(1)
X4 = Y(2)
X3 = Y(3)

ExP1 = ExP(=1,0/X3)
ExF2 = ExP(=RHO/X3)

DXIDT = 1+0 = X1 = AlxX1%(R] = 10 4 X1 + XU)*EXP1l . A2xX1*EXP2x
1 (R2 = xu#)
DX2DT = = X4 + A2#X1*(R2 = X4)*EXP2

DX3DT = «( 140 + C1 )%X3 + Ci12C2 + T
DYDx(1) = DXIDT

DYDx(2) = OX2DT

DYDx(3) = DX3DT

RETURN

END

SUBROUTINE RKSUB (NyYrX,DX)
DIMENSION Y(20)¢DY1(20), DY2(20)*DY3(20)+DY4(20)
DIMENSION U(20), DYpX(20)
CALL DERIVI(X»Y,DYDX)

00 20 I=1N

DY1(I) = DYDX(I)%DX

Ull) = yv(I) + 0Y1(1)/2,0

2 = X + DX/240

CALL DERIV(Z»U,DYDX)

00 40 I=31'N

DY2(I) = DYDX(I)=*DX

UlTy) = Y(I) + DY2(1)/2,0
CALL DERIV(Z»U,DYDX)

DO 60 I=1'N

DY3(I) = DYDX(I)»DX

UCI) = Y(I) + DY3(1)

Z = X + DX

CALL DERIV(Z+U,DYDX)

DO 80 I=1'N

DY4 (1) = DYDX(I)xDX

YUI) = Y(I) +(DYL(I) + 2.,0%DY2(I) + 2,0%DY3(I)
1 + DY4(1))/6,0

RETURN

END
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SAMPLE NUMBER 124
CH3COOCH3 + NAOH ==Kle= CH3COONA 4+ CH30H
C6HSCO0C2HS + NAOH =~K2== CgHS5COONA + C2HS0H
REACTOR OPERATING CONDITIONS

0 A0 o o R g K K K g o o o K a8 0 R o ko o o o o oo Rk K g K

K10 (LITERS/MOLE=MIN) = 18552150408
K20 (LITERS/MOLE=MIN) = .10283100+11

RHO = E2/F1 = 1.,67614

CAO0 (MOLES/LITER) = «020

REACTOR VOLUME (LITERS) = 2,000

FLow RATE (LITERS/MIN) = 100

SOLUTION DENSITY (GMS/CC) = «879

HEAT CAPACITY (CAL/GMxDEG K) = «8lg

CONTROL VARIABLE UPPER LIMIT = . 085000

CONTROL VARIABLE LOWER LIMIT = 061000

Ti = 400

T2 = 0600

PERIOD (TAU) = 1,000

CBO/CAO = 1.000

CEO/CAQ = 10,000

TIME X1 X2 X3 X4 Y

0000 0225260 450523 + 067759 324217 .085000
0100 234511 450192 « 069395 0315297 .085000
«200 0214823 2463525 «070870 ¢ 321652 .085000
+300 0177234 481722 «072200 «341044 .085000
W40g 135561 496700 «073398 +367739 . 085000
+500 0122364 497483 +072199 380154 .061000
600 +133468 4894890 . «071118 «377052 .061000
«700 0152716 479657 «070144 +367628 .061000
«800 «175483 469677 069265 354840 061000
0900 0199969 459943 068473 «340088 ,061000
1.000 0225260 450523 ¢ 067759 324217 .061000

THE VALUE OF THE OBJECTIVE FUNCTION M 1S + 34896

YBAR = « 070600 PHI = 600000



100
890

893

201
290

1

1
1

1

STEADY-STATE COMPUTER STMULATION

READ 100,VeQsAK100AK20+CAO,RHOPR1¢R2

READ 100, XleX4rX3,C1eC2

READ 100,Y¢DY,UPLIM

PRINT 890

FORMAT ( )

FORMAT( 15X»"STEADY STATE COMPOSITIONS®,//)
PRINT 891

FORMAT(BX e "Y' s8Xo X1 " 1BXr1X2¢8X?*X4"Ye8Xy?X3?)
A1 = AK1g*CAOxV/G

A2 = AK20*CAOxV/Q

CONTINUE

CONTINUE

IF(Y,GT.UPLIM) GO To 501

X35Q = X3%*2

ExP1 = ExP(=1,0/X3)

ExP2 = EXP{(=RHO/X3)

F = 1,0 = X1 = AL#(R1%X1 = X1 + X1%xx2 ¢ X1%X4)«EXP1

- A2#¢x1%(R2 = Xy)*ExP2
G = = X4 + A2«xX1x(R2=X4)%xEXP2

H=Z Y « (1,0 4 C1 )*xX3 + C1%C2

FX1 = =1,0 = A1&(R1 = 1,0 + 2,0%X1 4+ X4)%EXP1l = A2% (R2~X4)*EXP2

FX4 = = AlxX1xEXP1 34 A2xX1xEXP2

FX3 = «A1*x(R14X1 =« X1 + X1x%2 + X1xx4)xEXP1/X3SQ
- A2%X1%RHO% (R2-X4)*EXP2/X35Q

GX1 = A2« (R2=-xXu4)=Exp2

GX4 = =1,0 - A2%X1xEXP2

GX3 = A2xX1#RHO% (R2.X4)«xEXP2/x3S@

HXl = 040

HXQ - 0!0

HX3 = « { 1.0 + C1 )

FF = F&(GX4¥HX3 = Hx4*Gx3) - FX4*(GxHX3 -~ H%GX3)

+ Fx3*(G+HXY4 ~ HxGXH)
GG

1]

+ FX3%(GxX1%xH = HX1%G)
HH = FX1%(GX4sH = HY4*G) = FX4%(GX1xH = HX1%G)

+ Fe(GX1xHXy = HX1#6Xy)

AJACOB = FX1*(GXU*HYX3 = HX4xGX3) = FX4x(GX1*xHX3 = Hy1xGX3)

4+ FX3%(GX1xHx4 = HX1xGx4)

XiIN = X1 = FF/AJACOR
XyN = x4 = GG/AJACOR
X3N = X3 = HH/AJUACOBR

ERR] = ABS((XIN = Xx1)/x1)
ERR2 = ABS((X4N = Xy)/Xu)
ERR3 = ABS((X3IN = X3)/X3)

ALIM = 1,0E-5

ERRMAX = AMAX1(ERR)1,ERR2+ERR3)
IF(ERRMAY (LE,ALIM) GO TO 500

FX1x(G#HX3 = H4GX3) = Fx(GX1*HY3 -~ HX1%GX3)



800
500

504

X1 = XIN
X4 = XuN
X3 = X3N
GO TO 200

FORMAT(S5X*F6.494F10,6)
CONTINUE

X2 = 1,0 = X1 - X4

PRINT 800¢ YeX1rX2)X4rX3
Y =Y + DY

GO 10 201

CONTINUE

SToP

END

130



APPENDIX E
CALIBRATION OF GAS CHROMATOGRAPH

In order to determine the concentrations of the reaction products
accurately, a Perkin Elmer Model 820 gas chromatograph was utilized.
This model is equipped with a flame ionization detector which is capable
of responding to virtually all organic compounds. Undetectable materials
include water, carbon disulfide, hydrogen sulfide and most of the per-
manent gases. The lack of response to water makes this detector par-
ticularly suitable for analyzing aqueous systems. 1In addition, this
detector is capable of measuring component mass flow rates as small as
10712 grams/sec. This makes it extremely useful in the quantitative
determination of very small concentrations of organic materials. The
dynamic linear range of this detector is 106, making it possible to use
a single calibration curve over six orders of magnitude of concentration.

The columns selected for use in this work were two one-eighth
inch 0.D. aluminum columns, each six feet long and packed with 100-120

... a porous polymer composed of ethylvinyl-

mesh Porapak Q, which is

benzene cross-linked with divinylbenzene to form a uniform structure of
S . al . . . . . .

a distinct pore size. Since there is no liquid phase, this packing is

particularly suitable for use with a very sensitive flame ionization

detector and results in a baseline which does not drift due to "bleeding"

1 . . ,
H. M. McNair and E. J. Bonelli, Basic Gas Chromatography, p. 59.
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of any liquid phase. 1In addition, this packing does not deteriorate
over a period of time when used at elevated temperatures (up to 250°C).

The primary advantage of Porapak Q, as applied to the reaction
system studied in this research, was the fact that the two alcohols
formed as reaction products were eluted before the acetone solvent,
enabling precise analysis without solvent interference.

The gases used in the chromatographic analyses were all prepuri-
fied in order to insure minimum baseline interference. "Zero-gas" air
(Matheson Gas Products) and prepurified hydrogen (Matheson Gas Products)
were supplied for the flame, while prepurified nitrogen (Matheson Gas
Products) was used as the carrier gas. Rotameters were installed in
the nitrogen and air lines and were calibrated using a soap bubble meter.
The optimum hydrogen flow rate was determined experimentally and then
measured with a soap bubble meter; however, there was no rotameter in
the hydrogen line.

In order to quantitatively analyze for the ethanol, it was neces-
sary to construct a calibration curve. Accordingly, standard solutions
of ethanol in water were prepared in concentrations of 66,132,330,660,
792, and 990 g/ml. The ethanol used for this calibration was 99.5%
pure. Known quantities of these solutions were injected into the chroma-
tograph using a Hamilton five-microliter syringe. The areas of the
curves generated by these injections were measured by two different
techniques for maximum precision. The first method was based on the
assumption that the peaks were reasonably symmetric. The area was cal-

culated by measuring the peak height and the width of the peak at one-
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half of the peak height and then multiplying these two measurements.
This area was plotted against mass injected and thé results are shown

in Figure 28. A least-squares fit of these data yielded Equation (E-1).

m = 0.0142 + 0.934953(a) (E.1)

1

where m = injected mass (nanograms)

peak area (mm)2

o)
I

The second method used to determine the areas was planimetry.
Each of the curves previously analyzed by the first method was planed
three times and the average area was plotted versus the mass injected.
These results are given in Figure 29. A least-squares fit of these

data yielded Equation (E-2).

m = 0.0382668 + 4540.5(a) (E.2)
where m = mass injected (nanograms)
a = planed area (planimeter units)

The difference between these two measurement techniques becomes
more pronounced at higher concentrations. Increased tailing which
occurs with injections of high concentrations causes area loss in the
triangle method. This lost area in the peak "tail" can be accounted for
by planimetry. At the lower concentrations, the planed area is in the
neighborhood of .015 - .025 planimeter units. Obviously, an error of

only .00l unit can mean an error of 4% -77% in the calculated concen-
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tration, At the higher concentrations, however, the normal area is
.100 -.150 units and an error of .00l units would result in an error

of less than 17 in the calculated concentration. Consequently, in all
subsequent measurements, the planed area was used for larger, tailing
peaks, while the triangle method was used for smaller, more symmetrical
peaks. At the end of the experimental runs a third calibration curve
was constructed., Again a least-squares fit through these data yielded

Equation (E-3).

m = 0.03827 + 0.78251(a) (E.3)
where m = mass injected (nanograms)

peak area (mm)2

V]
]

The results are in satisfactory agreement with the previous calibration
curves.,

In order to compare the results for a given run, the chromato-
grams for Run 13 were analyzed using all three curves and the results
are given in Table 12,

It is felt that the overall error in the chromatographic analysis

was + 37 using this combination of curves.



Table 12. Comparison of Area Measurements for Run 13

Sample No. Eq. (E-1) Eq. (E-3) Eq. (E-2)
13-1 0.0366 0.0362 0.0381
13-2 0.0673 0.0674 0.0672
13-3 0.1341 0.1339 0.1299
13-4 0.2282 0.2282 0.2305
13-5 0.3183 0.3207 0.3484
13-6 0.3851 0.3880 0.4270
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APPENDIX F

EXPERIMENTAL DATA
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APPENDIX G

DERIVATION OF EQUATION FOR CONTROL VARIABLE

Equation (4.55) must be separated into two differential equ-

ations as shown below:

I

dx3

e A (1 + Cl )x3 + ClCZ 0<tsx ty (G.1)

dx§I

F=y}L.(1+Cl)x3~|-C1C2 tysts<rT (G.2)

Defining the following constants

a, =y, +¢6¢, (G.3)
a, = (1 + Cl ) (G.4)
ay =y, + ¢, C, (G.5)

the solutions to Equations (G.l) and (G.2) are

-a,t
S T (G.6)
22
-a,t
gl = %3 Ce G.7)
)

where Cé and CL are constants resulting from integration and rear-

rangement.
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The boundary conditions for Equations (G.l) and (G.2) (assuming

pseudo-steady-state) are :

x§<tl) - x;l(tl) (G.8)

x§(0) = xgl(T) (G.9)

Using these boundary conditions to solve for C! and C! , the

3 4
final solutions for x3 are :
-a, (T t.)
(l—e 2 l) 'azt
I 4 - ( 81 7 %3 ) “a,T ©
X, = (1l - e ) (G.10)
4
a,t
(1 -e 21 ) -azt
- a3 - Cap -2y ) -a,T ©
Xy = (1 -e ) (G.11)
)

The time-averaged value of x, was obtained from Equations (G.10)

3
and (G.1ll) as shown below :

1T
%, = ;‘f x,dt (G.12)
0
1 t T
- 1 I II
X5 = P { J; x3dt + j X4 dt } (G.13)
t



Inserting Equations (G.10) and (G.1ll) into Equation (G.13) and per-

forming the necessary integration, Equation (G.13) becomes
a
1 3
[ 2 v 2r-e ) (G.14)

Inserting the definitions of constants a;,3, and aq into Equation

(G.14) we obtain:

Y + ¢, C + C
v = — 2 _L—l__
%, = { Seoou f Twe (7w )} .15)
Rearranging and recalling that t2 =T - tl we obtain :
1 1
1+ X, = - { t, +y.t } + - { c.c C.C }
( Cy )X3 TV T 5 - 16t + 66t (G.16)

By Equation (4.34) the first term on the right-hand side of this eq-

uation is defined to be ;. Therefore :

v = C. Yx. -
(1+C )x3 ¢ C, (G.17)

which is given in Chapter X as Equation (10.2).
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