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Summary

The thesis is a study of geometric properties of non-collapsed metric measure spaces

with Ricci curvature lower bounds. We establish some characterizations of non-collapsed

spaces and as a consequence, solve the De Philippis-Gigli conjecture which states that

weakly non-collapsed spaces are actually non-collapsed. It is obtained as a corollary of the

following equivalence, which holds under mild volume ratio condition:

- tr(Hessf) = ∆f on U ⊆ X for every f sufficiently regular,

- m = cHn on U ⊆ X for some c > 0,

where U ⊆ X is open and X is a - possibly collapsed - RCD space of essential dimension n.

The method we use is smoothing the canonical Riemannian metric by a family of metrics

gt induced by the heat kernel.

We also study the short time expansion of gt, and show that the weakly asymptotically

divergence free property of the second term of the expansion is equivalent to the metric

measure space being non-collapsed, under the same volume ratio condition as above. The

expansion is made explicit for weighted Riemannian manifolds.

Finally, we prove an almost everywhere convexity of the regular set Rn which states

that for every point in the regular set of essential dimension Rn there is a geodesic lies

completely in Rn joining almost every other point in Rn. This result can also be interpreted

as an almost convexity of the interior of an non-collapsed RCD(K,N) space.

x



CHAPTER 1

INTRODUCTION

In this thesis we focus on the study of metric measure spaces with Ricci curvature lower

bounds. The geometric properties under investigation are being non-collapsed and convex-

ity. In our study, especially when study the criteria for non-collapsed spaces, the heat kernel

and heat flow serve as a basic tool to deal with non-smooth objects, we developed a method

that uses heat kernel to mollify the original metric, which has much broader applications

to be discovered in the future. For the study of convexity we adapted the one dimension

localization technique, originated from optimal transport.

In the introduction, we give an account of the history of synthetic Ricci curvature

bounds on metric measure spaces.

1.1 Ricci Curvature on manifolds

We start from the study Ricci curvature for smooth manifolds. For Riemannian manifolds,

The Ricci curvature lower bound plays a central poly in the interplay between geometry

and analysis. In geometric aspect, by comparing quantities to those in the space form of

constant sectional curvature, one can find nice bounds of geometric quantities of interests.

For example, the Bishop-Gromov inequality, Laplacian of the distance function, hence the

mean curvature of sphere, first eigenvalue of Laplacian, first Betti number, and the growth

rate of fundamental group, etc.. It evolves to a vast subject named comparison geometry,

see for instance [1]. It is particularly interesting that some quantities are rigid under Ricci

curvature bounds. Famous results include:

• Cheng’s maximal diameter theorem [2, Theorem 3.1], which states that if the Ricci

curvature of an n-dimensional manifold is bounded from below by (n − 1), and its
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diameter achieves its maximum π, then such a manifold must be the standard sphere.

• Obata theorem [3, Theorem 2], which states that if the Ricci curvature of an n-

dimensional manifold is bounded from below by (n − 1) and the first eigenvalue

of Laplacian λ achieves its minimum n, then such a manifold must be the standard

sphere.

• Cheeger-Gromoll Splitting theorem [4] , which states that if the Ricci curvature of an

n-dimensional manifold is bounded from below by 0 and contains an isometric image

of a straight line, then it is actually a direct product of R and an (n− 1) dimensional

submanifold, we also say in this case that the manifold splits an R-factor.

In analytical aspect, under lower Ricci curvature bound, Li-Yau in [5] studied the so-

lution of heat equation (∆ − ∂
∂t
)u = 0 and found the optimal bound for the solution u,

therefore they proved a parabolic Harnack inequality. Later, Saloff-Coste in [6] proved

that the volume doubling condition and L2 Poincaré inequality is equivalent to parabolic

Harnack inequality and established local and global heat kernel bounds.

On the other hand, the Ricci curvature upper bound is shown to be flexible, indeed,

Lohkamp in [7] showed that every manifold of dimension n ≥ 3 admits a complete metric

with negative Ricci curvature, so there is no rigidity of Riemannian manifolds with Ricci

curvature upper bounds. Nevertheless, the two-sided Ricci curvature bounds grant even

more rigidity then lower Ricci curvature bound alone. Indeed, by estimating the harmonic

norm, Anderson [8] showed that for n ≥ 2, and given Λ, D,R > 0, the class of manifolds

that satisfy |Ric| ≤ Λ, diam ≤ D and inj ≥ R is precompact in C1,α topology for any

α ∈ (0, 1), precompact in Cm,α topology for any positive integer m if furthermore the

metric is Einstein. In particular, there are only finitely many homeomorphic types of such

manifolds.
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1.2 Synthetic notion of Ricci Curvature lower bounds

In view of the success of describing sectional curvature bounds via purely metric terms

without referring to any smooth structure, i.e., the theory of Alexandrov geometry, see for

example [9], it is desirable to also develop a notion of Ricci curvature bounds without re-

ferring any smooth structure. The question was raised by Gromov [10, P.89] that calling

synthetic a set of conditions defining a class of metric spaces without referring to any no-

tion of smoothness, is there a synthetic notion of Ricci curvature bounds? This question

has become increasingly important after Cheeger-Colding’s work on the structure of Ricci

limit spaces [11, 12, 13, 14], which are (pointed) Gromov-Hausdorff limit of sequences

of smooth manifolds of uniform Ricci curvature lower bounds. Ricci limit spaces are po-

tentially non-smooth metric spaces that inherit many properties of smooth manifolds with

Ricci curvature lower bounds, including the almost splitting theorem [11], a quantitative

version of Cheeger-Gromoll splitting theorem. They are natural candidates for notion of

metric space with lower Ricci curvature bounds, however, they are only defined extrinsi-

cally.

Insights from optimal transport and Bakry-Eméry theory reveals that Ricci curvature,

unlike sectional curvature, is not only a metric notion, but a metric measure notion, that is,

the reference measure plays a role when consider Ricci curvature. To explain this point,

we introduce some basic notions in optimal transport. Readers can refer to [15] for more

details.

Let (X, d) be a complete and measurable metric space. Let P2 be a set of a probability

measure µ, such that for some x0 ∈ X

∫
X

d2(x0, ·)dµ <∞.

3



For any µ0, µ1 ∈ P2, define the 2-Wasserstein distance W2(µ0, µ1) between them as:

W2(µ0, µ1) := inf
γ

∫
X

∫
X

d2(x0, x1)dγ,

where the infimum is taken over all probability measure γ on X× X with marginal µ0 and

µ1. Such a γ is refered to as the optimal coupling between µ0 and µ1. Thanks to the metric

structure on X, (P2,W2) is a complete metric space, and the W2 convergence µn → µ is

equivalent to the combination of weak convergence and the second moment convergence∫
X
d2(x, x0)dµn →

∫
X
d2(x, x0)dµ, for some x0 ∈ X. It is worth pointing out that (P2,W2)

is a geodesic space if (X, d) is.

Next, we deal with complete separable metric measure space (X, d,m), where m is a

Borel regular measure. Let Pa
2 (X) ⊆ P2 be set of measures in P2 and absolutely continuous

w.r.t to m. It follow that for any µ ∈ Pa
2 (X) there exists ρ ∈ L1

loc(X,m), called the density

of µ so that dµ = ρdm. McCann [16] defined the displacement convexity for functionals

on Pa
2 (X):

Definition 1.2.1. Given K ∈ R, a functional F : Pa
2 (X) → R ∪ {+∞} is called K-

displacement convex if for any W2 geodesic {µt}t∈[0,1] in Pa
2 (X),

F (µt) ≤ (1− t)F (µ0) + tF (µ1) +
Kt(1− t)

2
W2(µ0, µ1) ∀t ∈ [0, 1]

An cornerstone characterization of Ricci curvature lower bound made by Sturm-Renesse

in [17, Theorem 1] is the following

Theorem 1.2.2. Let (M, g, volg) be a connected Riemannian manifold, and K ∈ R. The

following 2 properties are equivalence

1. Ricg ≥ Kg

4



2. The entropy functional

Entvolg(µ) :=

∫
M

dµ

d volg
log

dµ

d volg
d volg

is K-displacement convex.

It is worth pointing out that the condition (2) make sense in complete separable metric

measure space (X, d,m) satisfying that for some x ∈ X there exists constant C > 0 such

that

m(Br(x)) ≤ CeCr2

This condition ensures the integrability of the negative part of dµ
dm

log dµ
dm

. Such an obser-

vation linking displacement convexity of entropy functional and Ricci curvature leads to

the idea of CD(K,∞) condition. However, the K-displacement convexity is too strong

for metric measure space since it requires convexity along every W2 geodesic. A relaxed

condition would be only requiring this kind of convexity along one geodesic, this relaxed

condition is sometimes referred to as weak CD(K,N) condition. We are now ready to

define the CD(K,N) condition which is the desired synthetic definition of Ricci curvature

lower bounds, here CD stands for curvature-dimension. First, we take a look at CD(K,∞)

condition:

Definition 1.2.3. A complete separable metric measure space (X, d,m) satisfies CD(K,∞)

condition for K ∈ R if for any µ0, µ1 ∈ Pa
2 (X), there exists a W2 geodesic {µt})t ∈ [0, 1],

such that

Entm(µt) ≤ (1− t)Entm(µ0) + tEntm(µ1) +
Kt(1− t)

2
W2(µ0, µ1).

Pushing this idea further, one can define the CD(K,N) condition for finiteN ∈ [1,∞).

In this case, the distorsion of volume element along geodesic need to be taken into account.

5



For θ ≥ 0, define the distorsion coefficient as

σt
K,N(θ) :=



sin
(
tθ
√

K
N

)
sin

(
θ
√

K
N

) K > 0

t K = 0 or N = 1

sinh
(
tθ
√

−K
N

)
sinh

(
θ
√

−K
N

) K > 0

(1.2.1)

And the modified distorsion coefficient as

τ tK,N(θ) :=


∞ K > 0, N = 1

t
1
N σt

K,N−1(θ)
1− 1

N otherwise
(1.2.2)

Also, consider the Renyı́ entropy defined as

SN,m(µ) = −
∫
X

(
dµ

dm

)1− 1
N

dm ∀µ ∈ Pa
2 (X)

Definition 1.2.4. A complete separable metric measure space (X, d,m) satisfies CD(K,N)

condition for K ∈ R and N ∈ [1,∞), if for every µ0, µ1 ∈ Pa
2 (X), there exists a W2

geodesic {µt}t∈[0,1] and a optimal coupling γ such that

SN,m(µt) ≤ −
∫
X

[
τ tK,N(d(x, y))ρ0(x)

− 1
N + τ 1−t

K,N(d(x, y))ρ1(y)
− 1

N

]
dm (1.2.3)

where ρi := dµi

dm
, i = 0, 1.

CD(K,N) should be morally understood as a metric space with Ricci curvature lower

boundK, and dimension upper boundN . Indeed, Sturm showed in [18] that dimH(X) ≤ N

if (X, d,m) is CD(K,N).

The stability of CD(K,N) condition under pointed measured Gromov-Hausdorff con-

vergence of metric measure spaces is discussed by Lott-Villani, see [15, Theorem 29.25],

which confirms that Ricci limit spaces satisfies CD(K,N) condition. Also Sturm proved
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the stability of CD(K,N) condition under his D-convergence, see the discussion in Section

2.3.1. Although CD(K,N) condition defines a class of metric measure spaces with syn-

thetic Ricci curvature lower bounds. This class is too large. In particular, it includes Finsler

manifolds with Ricci curvature lower bounds ([19, Theorem 2]) , making some extension

of theorems for Riemmanian manifolds to non-smooth setting impossible. For instance, in

general no isometric splitting is possible for Finsler manifolds, even though diffeomorphic

and measure preserving splitting is possible, see [20]. This implies that the CD(K,N)

condition should be further refined to retain Riemannian structure.

1.3 Riemannian curvature-dimension condition

In pursuit of Riemnnian structure in non-smooth setting, Ambrosio-Gigli-Savaré in [21,

Theorem 5.1] proposed the RCD(K,∞) condition by requiring the heat flow to be linear or

the Cheeger energy (see Definition 2.1.1) to be quadratic combined with strong CD(K,∞)

condition, meaning K-displacement convexity is satisfied (for every W2 geodesic). As

expected, RCD(K,∞) condition excludes the Finsler manifolds for N = ∞, and one can

also consider RCD(K,N) for finite N ∈ [1,∞) by imposing CD(K,N) and RCD(K,∞)

at the same time. A more intrinsic condition was proposed by Gigli in [22, Definition 4.19]

named Infinitesimally Hilbertian. A metric measure space is infinitesimally Hilbertian if

the Sobolev space H1,2 defined by Cheeger energy is Hilbert, meaning the Sobolev norm

satisfies the parallelogram rule. Also infinitesimal Hilbertianity is equivalent to the fact that

the Cheeger energy is quadratic.

A different approach is to generalize the Bochner inequality via Γ-Calculus. Erbar-

Kuwada-Sturm [23] took this approach and in this thesis, we will adapt the definition of

RCD(K,N) space from this perspective as our working definition, and it does not require

optimal transport as a prerequisite, see definition 2.1.2.

The stability of RCD(K,N) condition under pointed measured Gromov-Hausdorff

convergence is shown in [24], which further confirms that Ricci limit spaces satisfies suit-

7



able RCD condition, moreover, the classical rigidity results on Riemannian manifolds ad-

mit natural extension to RCD(K,N) spaces. For example the maximal diameter theorem

[25], Obata’s eigenvalue rigidity theorem [26], and the Cheeger-Gromoll’s isometric split-

ting theorem [27].

1.4 Local-to-global and essentially non-branching

The local-to-global question asks if a metric measure space locally satisfies CD(K,N)

condition, does it globally satisfy CD(K,N) condition. More precisely, for a metric mea-

sure space (X, d,m) if there is a countable partition of X = ⊔iXi such that m(Xi) > 0,

(Xi, d|Xi×X1 ,m Xi) satisfies CD(K ′, N ′) for some K ′ ≥ K and N ′ ≥ N , does (X, d,m)

satisfies CD(K,N)? Note that for Riemannian manifolds, the curvature, hence its lower

bound, is defined pointwise, so local-to-global property holds trivially on Riemannian man-

ifolds. The same question is also asked for Alexandrov spaces, and for Alexandrov spaces

with synthetic lower sectional curvature bounds, the question is affirmatively answered by

Toponogov, see [9, Theorem 10.3.1]. The local-to-global question for CD(K,N) condi-

tion was firstly answered by Sturm [28, Theorem 4.17] for and Villani [15, Theorem 30.37]

for non-branching, compact CD(0, N) and CD(K,∞) spaces. However, Rajala in [29]

constructed a counterexample that is locally CD(0, 4) but not globally CD(K,N) for any

K ∈ R and N ∈ [1,∞]. This construction is based on the observation that Rn with L∞

norm and Lebesgue measure satisfies CD(0, n) condition, but it is highly branching. To

bypass the local-to-global failure, Bacher-Sturm in [30] introduced a reduced curvature

dimension condition, namely, the CD∗(K,N) condition, replacing the coefficients τt in

the definition by σt in Definition 1.2.4, recall (1.2.1), (1.2.2). CD∗(K,N) is weaker than

CD(K,N), but implies CD(N−1
N
K,N) for K > 0, and the point is that CD∗(K,N) spaces

satisfy local-to-global property. Finally, with the correct notion, essentially non-branching

spaces, proposed by Rajala-Sturm in [31], Cavalletti-Milman in [32] proved that essentially

non-branching CD(K,N) spaces with finite total mass satisfy the local-to-global property.
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It is also expected that the local-to-global property to hold for σ-finite measures.

In particular, RCD(K,N) spaces are essentially non-branching, so RCD(K,N) spaces

with finite mass are equivalent to RCD∗(K,N) spaces. In fact, a recent result of Deng [33]

on the Hölder continuity of tangent cones reveals that RCD(K,N) spaces are actually non-

branching for finite N . We will discuss another consequence of Deng’s work in Chapter

6. However, an essentially non-branching but branching example of CD(K,N) space is

constructed by Ohta.

1.5 Two-sided curvature bounds

As pointed out at the first section, although Ricci curvature upper bound has no implication

for a Riemannian manifold, a two-sided Ricci curvature bound can imply better regular-

ity than Ricci curvature lower bound alone. For Ricci limit spaces, a famous example is

that, Cheeger-Colding proved that the singular set of a non-collapsed Ricci limit space has

Hausdorff codimension at least 2, see [12, Chapter 6], and they conjectured that a non-

collapsing sequence (see Definition 2.5.1) of manifolds with two-sided Ricci curvature

bound converges to a (non-collapsed) Ricci limit space whose singular set (see section 6.2)

is of Hausdorff codimension at least 4. This conjecture is finally confirmed by Cheeger-

Naber [34], some better regularity results coming from two-sided Ricci curvature bounds

are also discussed in [35], in particular, it is shown there that the regular set (see Theorem

2.4.4) of a limit space with two-sided Ricci curvature bound is geodesically convex.

Given the achievements made for Ricci limit spaces coming from sequence with two-

sided Ricci curvature bounds, it is also interesting to find a synthetic notion of Ricci curva-

ture upper bound. Naber [36, Definition 15.1] made an attempt to define a two-sided Ricci

curvature bound by Bakry-Émery type of inequality on path space. The author is informed

by Yifan Guo that Sturm also studied the notion of synthetic Ricci curvature upper bound

[37, Definition 1.1]. The point of view is that for Ricci curvature lower bound K it holds
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that

W2(htδx, htδy) ≤ e−Ktd(x, y).

This suggests that the quantity

θ+(x, y) := − lim inf
t→0

1

t
log

(
W2(htδx, htδy)

d(x, y)

)

behaves like the Ricci curvature. And the Ricci curvature upper bound K ∈ R of a metric

measure space (X, d,m) is defined by requiring for each x ∈ X,

θ∗(x) := lim sup
y,z→x

θ+(y, z) ≤ K.

Under this Ricci curvature bound. Yifan Guo [38] was able to partially extend a result of

Lohkamp [7], which roughly states that negative Ricci curvature implies finite isometry

group.

On the other hand, Kapovitch-Ketterer [39] suggested a mixed curvature bound, that is a

CD(K,N) condition combined with CAT(κ) condition on a metric measure space, which

should be thought of as having Ricci curvature lower bound K and sectional curvature

upper bound κ. They were able to show that CD(K,N) condition along with CAT(κ)

condition forces the space to be RCD(K,N) and if the space is non-collapsed, it is in fact

an Alexandrov space with lower sectional curvature bound. They further studied the fine

structure of such spaces and proved the conjecture of De Philippis-Gigli (see Conjecture

4.1.1) under this extra CAT(κ) assumption.

1.6 Smoothing metric gt

We now introduce the main object we study in this thesis. We present the results of [40]

and [41] in Chapter 3, 4, 5, and note that we provide a new proof to Theorem 5.1.1 in

the thesis. The object we look at can trace back to Bérard-Besson-Gallot’s work [42].
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They studied a family of embedding {Φt}t≥0 from a closed Riemannian manifold (M, g)

to ℓ2(M) by expansion of the heat kernel involving eigenfunctions φi of the Laplacian and

the corresponding to eigenvalues λi [42, Definition 4]:

Φt :M → ℓ2(M)

x 7→
{
e−λitφi

}
i≥0

,

(1.6.1)

Note that the exponential term is slight different from the original version. Then they

defined a pull-back metric from ℓ2(M) by the embedding Φt:

gt =
∑
i≥0

e−2λitdφi ⊗ dφi

and showed that as t→ 0, the follow asymptotic formula holds

t(n+2)/2gt = cn

(
(g − 2t

3
Gg +O(t2)

)

whereGg :=
1
2
Scalgg−Ricg is the Einstein tensor. Ambrosio-Honda-Portegies-Tewodrose

in [43] considered the family of metrics gt on compact RCD(K,N). where

gt =

∫
dxpy,t ⊗ dxpy,t

and p(x, y, t) = py,t(x) is the heat kernel. In fact their formulation makes sense in non-

compact setting as well. They proved in the L2 sense the first term in the expansion still

holds for some canonical Riemannian metric g (see Proposition 2.4.8) on an RCD(K,N)

space. More rigorously, they showed that tm(B√
t(·))gt L2 strongly converges to cng as

t → 0. We will point out in Chapter 3 that their proof actually works in non-compact

setting with all the Lp convergence replaced by Lp
loc convergence for p ∈ [1,∞), and only

very minor modification of the proof is needed.

Through the work of Ambrosio-Honda-Tewodrose [44], and Honda [45], which largely
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enlightened main contents to be presented in this thesis, gt can be understood as a smooth-

ing of the canonical Riemannian metric g. We will take this point of view and apply the

convergence results of gt to achieve 2 objectives.

Let us first point out some common feature of the 2 objectives. Let (X, d,m) be an

RCD(K,N) space of essential dimension n. Assume that volume ratio has a lower bound,

i.e. ,

inf
r∈(0,1),x∈A

m(Br(x))

rn
> 0,

where A ⊆ X is a compact subset. We can also study the convergence of t(n+2)/2gt in place

of tm(B√
t(·))gt, the assumption ensures that

θ(x) = lim
r→0

rn

m(Br(x))
∈ L∞

loc(X,m),

and t(n+2)/2gt converges L2-strongly to cnθg, this convergence will be combined with the

formula of ∇∗gt first derived in [45],

∇∗gt = −1

4
d∆p(x, x, 2t).

This formula is extended to non-compact setting, see Theorem 3.3.5.

The first objective is to extend Honda’s proof of Conjecture 4.1.1 to non-compact set-

ting. Having the formula of ∇∗gt and and the L2 convergence of t(n+2)/2gt at our disposal

the proof is essential the same as the compact case. We derived a integrate-by-part formula

w.r.t Hausdorff measure, Theorem 4.2.1, and an important equivalence:

- tr(Hessf) = ∆f on U ⊆ X for every f sufficiently regular,

- m = cHn on U ⊆ X for some c > 0,

The second objective is to study the second term of the asymptotic expansion of gt in
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RCD(K,N) context, which is

cnt
(n+2)/2gt − dHn

dm
g

t

as t → 0. In comparison, this term for closed Riemannian manifold is Gg the Einstein

tensor. It has the divergence free property, i.e. , ∇∗Gg = 0. Although we cannot expect the

limit of the above quotient to exist in any Lp sense, we can compute its divergence before

taking the limit t → 0. By testing regular enough 1-forms, what we will see is that in

the RCD context, the (weakly asymptotically) divergence free property of the quotient is

equivalent to the space being non-collapsed. See precise statement in Theorem 5.1.1. To

make this result more explicit, we computed the corresponding expansion of gt for a closed

weighted Riemannian manifold as well.

1.7 Rest of topics in the thesis

In last chapter, we use a direct corollary of Deng’s Hölder continuity and the 1D localization

technique of Cavalletti and Mondino to improve a known result of convexity of the regular

set at essential dimension, i.e. , Theorem 6.1.1. We highlight that such convexity can also

be interpreted as interior convexity and it is connected to the notion of boundary of non-

collapsed RCD(K,N) spaces.

In the Appendices, we present a useful fact that the essential dimension is independent

of the reference measure stated in [46], and a Rellich type compactness theorem for 1-forms

on compact RCD(K,N) space stated in [40]. As a consequence, we obtain the spectrum

decomposition of Hodge Laplacian.
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CHAPTER 2

PRELIMINARIES

We make some standing assumptions at beginning, throughout this thesis,

• by metric measure space (X, d,m) we always mean a complete and separable metric

space equipped with a non-negative Borel measure finite on bounded sets such that

supp(m) = X;

• C denotes a positive constant, that may vary from step to step. Occasionally we

may emphasize the parameters on which the constant depends, so that, say, C(K,N)

denotes a positive constant depending only on K and N ;

• Lip(X, d) (resp. Lipb(X, d), resp. Lipbs(X, d)) denotes the set of all Lipschitz (resp.

bounded Lipschitz, resp. Lipschitz with bounded support) functions on a metric space

(X, d);

• We denote by lip f : X → [0,∞] the local Lipschitz constant of the function f : X →

R defined by

lip f(x) := lim sup
y→x

|f(y)− f(x)|
d(y, x)

if x is not isolated and has to be understood as 0 if x is isolated;

• Lp
loc means that the restriction (for functions, tensors and so on) to any compact subset

of the domain is Lp.
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2.1 Riemannian Curvature-Dimension Conditions

2.1.1 Definitions

In this section we introduce our working definition of RCD(K,N) spaces. Fix a metric

measure space (X, d,m). The Cheeger energy, originally introduced by Cheeger in [47],

Ch : L2(X,m) → [0,∞] is defined by

Ch(f) := inf
∥fi−f∥L2→0

{
lim inf
i→∞

∫
X

(lip fi)
2dm : fi ∈ Lipb(X, d) ∩ L2(X,m)

}
. (2.1.1)

Then, the Sobolev space H1,2(X, d,m) is defined as the finiteness domain of Ch endowed

with the norm ∥f∥H1,2 = Ch(f). It follows from the definition of Cheeger energy that it is

convex and lower semi-continuous. By looking at the optimal sequence in (2.1.1) one can

identify a canonical object |Df |, called the minimal relaxed slope, which is local on Borel

sets (i.e. |Df1| = |Df2| m-a.e. on {f1 = f2}) and provides integral representation to Ch,

namely

Ch(f) =

∫
X

|Df |2dm ∀f ∈ H1,2(X, d,m).

The Cheeger energy makes sense in metric measure spaces that are locally volume

doubling and support (1, 2)-poincaré inequality, but it is not in general quadratic, hence

does not always induce a Dirichlet form. Partially in light of this fact, Ch is quadratic if

and only if it satisfies the following parallelogram rule:

Ch(f + g) + Ch(f − g) = 2Ch(f) + 2Ch(g) ∀f, g ∈ H1,2(X, d,m)

We recall the notion of infinitesimally Hilbertian metric measure spaces.

Definition 2.1.1. A complete separable metric space (X, d,m) is infinitesimally Hilbertian

if H1,2(X, d,m) endowed with the norm ∥ · ∥H1,2
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Thus, we have that

RCD(K,N) = CD(K,N) + Infinitesimally Hilbertian

Although originally the CD(K,N) condition is defined by optimal transport tools,

for RCD(K,N) spaces thanks to the infinitesimal Hilbertianity and the work of Erbar-

Kuwada-Sturm[23], we can now define RCD(K,N) condition by Sobolev-to-Lipschitz

property and generalized Bochner’s inequality through Γ- calculus:

Definition 2.1.2 (RCD(K,N) space). For any K ∈ R and any N ∈ [1,∞], a metric

measure space (X, d,m) is said to be an RCD(K,N) space if the following four conditions

are satisfied.

1. There exist x ∈ X and C > 1 such that m(Br(x)) ≤ CeCr2 holds for any r > 0.

2. Ch is a quadratic form. In this case for fi ∈ H1,2(X, d,m)(i = 1, 2) we put

⟨∇f1,∇f2⟩ := lim
ϵ→0

|D(f1 + ϵf2)|2 − |Df1|2

2ϵ
∈ L1(X,m).

3. Any f ∈ H1,2(X, d,m) with |Df | ≤ 1 for m-a.e. has a 1-Lipschitz representative.

4. For any f ∈ D(∆) with ∆f ∈ H1,2(X, d,m) we have

1

2

∫
X

|Df |2∆φdm ≥
∫
X

φ

(
(∆f)2

N
+ ⟨∇∆f,∇f⟩+K|Df |2

)
dm (2.1.2)

for any φ ∈ D(∆) ∩ L∞(X,m) with φ ≥ 0, ∆φ ∈ L∞(X,m), where

D(∆) :=

{
f ∈ H1,2(X, d,m) : ∃h ∈ L2(X,m) s.t.∫

X

⟨∇f,∇φ⟩dm = −
∫
X

hφdm, ∀φ ∈ H1,2(X, d,m)

}

and ∆f := h for any f ∈ D(∆).
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In what follows, when writing RCD(K,N) we implicitly assume that N <∞, we will

only write RCD(K,∞) for infinite dimension upper bound.

2.1.2 Examples

We provide a list of examples of CD(K,N) or RCD(K,N) spaces.

• The Ricci limit spaces obtained from a sequence of Riemannian manifolds of dimen-

sion N and uniform Ricci curvature lower bound K are RCD(K,N) spaces. This is

a consequence of the stability of RCD condition under pointed-measured-Gromov-

Hausdorff convergence.

• ([48, Main Theorem]) An N dimensional Alexandrov space with sectional curvature

bounded from below by K is a (non-collapsed, see Definition 2.5.2) RCD(K,N)

space. For example, the boundary of any convex body in Rn is a possibly non-smooth

Alexandrov space with positive sectional curvature bound.

• ([23, Proposition 4.21]) An n dimensional weighted manifold (Mn, g, e−fdvolg), is

an RCD(K,N) for some N ≥ n if the following Bakry-Émery N -Ricci tensor

RicN =


Ricg +Hessf − df⊗df

N−n
N > n;

Ricg N = n

−∞ otherwise

(2.1.3)

satisfies RicN ≥ Kg for some K ∈ R, where f ∈ C∞(M), volg is the Riemannian

volume measure, which is also the Hausdorff measure HN of metric space (M, dg),

Ricg is the standard Ricci curvature induced by the metric tensor g and defined as

trace of the Riemann curvature tensor. See also [49, 50]. When N = n, f must be

a constant. It is worth pointing out that the weighted Laplacian on M , defined as

∆f = trHessf − g(∇f, · ), is not in general the trace of Hessian.
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• ([25, Theorem 1.1]) A metric measure cone over a metric measure space (X, d,m) is

a metric measure space C(X) := [0,∞)× X with metric

dCon((t, x), (r, y)) =
√
t2 + s2 − 2ts cos(d(x, y) ∧ π),

and measure mCon = rNdr ⊗ dm. If in addition, (X, d,m) is RCD(N − 1, N), then

(C(X), dCon,mCon) is an RCD(0, N + 1) space. In fact, a more general result for

(K,N)-cones (see [25, Definition 5.1]) including spherical suspensions holds.

• ([51, Theorem A]) A compact stratified space (X, g) of dimension less than or equal

to N , equipped with the length metric and measure induced by g is RCD(K,N) if

and only if the Ricci tensor in the top stratum Xreg is bouned below by Kg, and the

angle along codimension 2 stratum Σn−2 is smaller than or equal to 2π. See relevant

definitions in [51, Definition 1.1, 1.4, 1.6, 1.10]. In particular, this class of spaces

includes Riemannian orbifolds with Ricci curvature lower bounds.

• ([52]) The non-collapsed Ricci limit space with boundary is defined as the pGH limit

of sequence of Riemannian manifolds with boundary, having uniform lower volume

and Ricci curvature bounds. These are also RCD spaces (with boundary). In contrast,

Cheeger-Colding in [11] only consider manifolds without boundary and show that

the limit space has no boundary, i.e., no tangent cone at any point is the half space

Rn−1 × R≥0.

We introduce a criterion of CD(K,N) condition for one dimensional spaces following

[32, Appendix A], for this and also for latter use we first recall the notion of CD(K,N)

density.

Definition 2.1.3. A nonnegative function h defined on an interval I ⊆ R is called a
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CD(K,N) density for k ∈ R and N ∈ (1,∞] if for x0, x1 ∈ I and t ∈ [0, 1]


h(tx1 + (1− t)x0)

1
N−1 ≥ σ

(t)
K,N(d)h(x1)

1
N−1 + σ

(1−t)
K,N (d)h(x0)

1
N−1 N ∈ (1,∞)

log(h(tx1 + (1− t)x0)) ≥ t log h(x1) + (1− t) log h(x0)− K
2
t(1− t)d2 N = ∞

where d = |x1 − x0|.

The criterion is the following:

Theorem 2.1.4. If h is a CD(K,N) density on an interval, then (I, | · |, h(t)dt) is a

CD(K,N) space. If (I, | · |, µ) is a CD(K,N) space and I = supp(µ) is not a single

point, then µ≪ L1 and h := dµ
dL1 is a CD(K,N) density.

If h ∈ C2, there is a neat inequality to replace inequalities in Definition 2.1.3 and is

easier to check, see [32, Theorem A 3].

There are some examples to keep in mind and can be used as test cases to various

problems.

• ([15, Example 29.16]) (Rn, ∥ · ∥L∞ ,Ln) is CD(0, N) but not RCD(0, N), and it is

branching, so it does not satisfy splitting theorem.

• The Gaussian space (Rn, | · |, e−|x|2dx) is RCD(1,∞) but not RCD(K,N) for any

finite N > 1 and K ∈ R.

• ([53]) The metric measure cone (see definition in the previous list) over 2-dimensional

real projective space C(RP 2) is ncRCD(0, 3) but it is not a non-collapsed Ricci limit

space. That is, it cannot be the pGH or pmGH limit of a sequence of 3-dimensional

connected complete manifolds with uniform lower volume bound and lower Ricci

curvature bound.

• ([0, π], | · |, sinN−1)dt) is an RCD(N − 1, N) space for any N ≥ 1 of essential

dimension 1.
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2.2 Calculus on RCD(K,N) spaces

2.2.1 Differential structure for general metric measure spaces

Let (X, d,m) be a metric measure space. We briefly review the notion of a normed module,

introduced in [54], inspired by the theory developed in [55]. Refer to [54], [56] for a

comprehensive treatise of this subject.

A L0-normed module is a topological vector space M that is also a module over the

commutative ring with unity L0(X,m), possessing a pointwise norm, i.e. a map | · | : M →

L0(X,m) such that

|fv + gw| ≤ |f ||v|+ |g||w| m-a.e., ∀v, w ∈ M ,∀f, g ∈ L0(X,m),

and such that the distance

dM (v, w) :=

∫
X

1 ∧ |v − w| dm′ (2.2.1)

is complete and induces the topology of M , where here m′ is a Borel probability measure

such that m ≪ m′ ≪ m (the actual choice of m′ affects the distance but not the topology

nor completeness).

M is said to be a Hilbert module provided

|v + w|2 + |v − w|2 = 2(|v|2 + |w|2) m-a.e., ∀v, w ∈ M

and in this case by polarization we can define a pointwise scalar product as

⟨v, w⟩ := 1
2
(|v + w|2 − |v|2 − |w|2) m-a.e., ∀v, w ∈ M

that turns out to be L0-bilinear and continuous. The tensor product of two Hilbert modules
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M1,M2 is defined as the completion of the algebraic tensor product as L0-modules w.r.t.

the distance induced by the pointwise norm that in turn is induced by the pointwise scalar

product characterized by

⟨v1 ⊗ w1, v2 ⊗ w2⟩HS := ⟨v1, v2⟩1 ⟨w1, w2⟩2.

The pointwise norm and scalar product on a tensor product will often be denoted with

the subscript HS, standing for Hilbert-Schmidt. The dual M ∗ of M is defined as the

collection of L0-linear and continuous maps L : M → L0(X,m), is equipped with the

natural multiplication by L0 functions (f · L(v) := L(fv)) and the pointwise norm

|L|∗ := ess sup
v:|v|≤1 m-a.e.

L(v).

It is then easy to check that M ∗ equipped with the topology induced by the distance de-

fined as in (2.2.1) is a L0-normed module. If M is Hilbert, then so is M ∗ and the map

sending v ∈ M to (w 7→ ⟨v, w⟩) ∈ M ∗ is an isomorphism of L0-modules, called Riesz

isomorphism.

The kind of differential calculus on metric measure spaces we are going to use is based

around the following result, that defines both the cotangent module and the differential of

Sobolev functions:

Theorem 2.2.1. Let (X, d,m) be a metric measure space. Then there is a unique, up

to unique isomorphism, couple (L0(T ∗(X, d,m)), d) such that L0(T ∗(X, d,m)) is a L0-

normed module, d : H1,2(X, d,m) → L0(T ∗(X, d,m)) is linear and such that:

1) |df | = |Df | m-a.e. for every f ∈ H1,2(X, d,m),

2) L0-linear combinations of elements of the kind df for f ∈ H1,2(X, d,m) are dense

in L0(T ∗(X, d,m)).

The dual of L0(T ∗(X, d,m)) is denoted L0(T (X, d,m)) and called tangent module. El-
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ements of L0(T ∗(X, d,m)) are called 1-forms and elements of L0(T (X, d,m)) are called

vector fields on X.

In this case we shall denote by ∇f ∈ L0(T (X, d,m)) the image of df under the Riesz

isomorphism.

L0-modules can be described by local basis and consequently a local dimension of

L0-module can be defined. We first recall few definitions. Fix a borel set A ⊆ X with

m(A) > 0. We say a finite family v1, v2 . . . , vn ∈ M is independent on A provided that

the identity
n∑

i=1

fivi = 0 m-a.e. on A

holds only if fi = 0 m-a.e. on A, i = 1, 2, . . . , n. Let V ⊆ M . The span of V on A,

denoted by SpanA(V ) is the subset of M consisting of vectors v concentrated on V , i.e.

v = 0 m-a.e. on Ac, with the following property: there exist disjoint Borel sets An, n ∈ N,

such that A = ∪nAn and for every mn elements v1,n, . . . , vmn,n, and f1,n, . . . , fmn,n such

that

χAnv =
mn∑
i=1

fi,nvi,n.

With the notion local spanning and local independence, we can define the following:

Definition 2.2.2. Let A be a Borel set of X. We say a finite family v1, . . . , vn ∈ M is a

basis onA provided it is independent and SpanA({v1, . . . , vn}) = M|A, i.e., the submodule

of M consisting of elements that are m-a.e. zero on Ac.

If M admits a basis of cardinality n on A, we say that it has local dimension n on A.

In particular if A = X, we say that M has local dimension n.

It is also notable that we have the following characterization of Hilbert module in con-

nection with infinitesimal Hilbertian property, see [54, Theorem 2.3.17].

Theorem 2.2.3. A complete separable metric measure space (X, d,m) is Infinitesimally

Hilbertian if and only if both L2(T (X, d,m)). and L2(T ∗(X, d,m)) are Hilbert Modules.
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We make some conventions on the notation. The tensor product of L0(T (X, d,m))

with itself will be denoted L0(T⊗2(X, d,m)), similarly for L0(T ∗(X, d,m)). Notice that,

L0(T⊗2(X, d,m)) and L0((T ∗)⊗2(X, d,m)) are one the dual of each other, in a natural way,

see [54, Section 2.3.2].

For p ∈ [1,∞], the collection of 1-forms ω with |ω| ∈ Lp(X,m) (resp. Lp
loc(X,m)) will

be denoted Lp(T ∗(X, d,m)) (resp. Lp
loc(T

∗(X, d,m))). Similarly for vector fields and other

tensors.

To end this section, we review the necessary notion to define gradient flow, in particular

heat flow, in metric measure spaces. First we recall the notion of absolutely continuous

curves, see e.g. [57].

Definition 2.2.4. Let (X, d) be a metric space. We say a curve γ : [a, b] → X is absolutely

continuous, if there exists non-negative g ∈ L1([a, b]) such that for all x, y ∈ [a, b],y ≤ x,

we have

γ(x)− γ(y) ≤
∫ x

y

g(t)dt.

We denote the space of all absolutely continuous curves from [a, b] to X by AC([a, b];X).

It is clear that Lipschitz continuous curves are absolutely continuous. The absolute contin-

uous curves possess a weak notion of derivative, called the metric derivative.

Definition 2.2.5. For γ ∈ AC([a, b];X), the limit

lim
h→0

d(γ(t+ h), γ(t))

|h|
= |γ|′(t)

exists for L1- a.e. t ∈ [a, b]. Up to L1-negligible sets, |γ|′(t) coincides with the minimal g

in the Definition 2.2.4. This |γ|′ is called the metric derivative of γ.

All this for general metric measure spaces. Now we narrow down our consideration to

RCD(K,∞) spaces.
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2.2.2 Differential Operators on RCD(K,N) spaces

In the RCD(K,∞) case we now recall the definition of the set of test functions (introduced

in [58]):

TestF (X, d,m) :=
{
f ∈ Lip(X, d) ∩D(∆) ∩ L∞(X,m) : ∆f ∈ H1,2(X, d,m)

}
which is an algebra. It is known from [58] that |∇f |2 ∈ H1,2(X, d,m) for any f ∈

TestF (X, d,m), that TestF (X, d,m) is dense in (D(∆), ∥ · ∥D), where ∥f∥2D := ∥f∥2H1,2 +

∥∆f∥2L2 . The following result is proved in [54, Theorem 3.3.8, Corollary 3.3.9].

Theorem 2.2.6. Let (X, d,m) be an RCD(K,∞) space. For any f ∈ TestF (X, d,m) there

exists a unique T ∈ L2((T ∗)⊗2(X, d,m)) such that for all fi ∈ TestF (X, d,m),

T (∇f1,∇f2) =
1

2
(⟨∇f1,∇⟨∇f2,∇f⟩⟩+ ⟨∇f2,∇⟨∇f1,∇f⟩⟩ − ⟨f,∇⟨∇f1,∇f2⟩⟩)

(2.2.2)

holds for m-a.e. x ∈ X. Since such T is unique, we denote it by Hessf and call it the

Hessian of f . Moreover for any f ∈ TestF (X, d,m) and any φ ∈ D(∆) ∩ L∞(X,m) with

∆φ ∈ L∞(X,m) and φ ≥ 0, we have

∫
X

φ|Hessf |2HSdm ≤
∫
X

1

2
∆φ · |∇f |2 − φ⟨∇∆f,∇f⟩ −Kφ|∇f |2dm (2.2.3)

and ∫
X

|Hessf |2HSdm ≤
∫
X

(∆f)2 −K|∇f |2dm. (2.2.4)

Thanks to (2.2.3) with the density of TestF (X, d,m) in D(∆), for any f ∈ D(∆) we

can also define Hessf ∈ L2((T ∗)⊗2(X, d,m)) with the equality (2.2.2), where ⟨∇f,∇fi⟩ ∈

H1,1(X, d,m).

Definition 2.2.7 (Divergence div). Let (X, d,m) be an RCD(K,∞) space. Denote by

D(div) (resp. Dloc(div)) the set of all V ∈ L2(T (X, d,m)) (resp. V ∈ L2
loc(T (X, d,m)))
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for which there exists f ∈ L2(X,m) (resp. f ∈ L2
loc(X,m)) such that

∫
X

⟨V,∇h⟩dm =

∫
X

fh dm ∀h ∈ Lipbs(X, d).

Since such f is unique (because Lipbs(X, d) is dense in L2(X,m)), we define divV := f .

Note that for any f ∈ H1,2(X, d,m), f ∈ D(∆) if and only if ∇f ∈ D(div). Moreover

if f ∈ D(∆), then for any φ ∈ Lipb(X, d) we have φ∇f ∈ D(div) with

div(φ∇f) = ⟨∇φ,∇f⟩+ φ∆f.

Recalling that the covariant derivative of fdh is given by df ⊗ dh + fHessh, the fol-

lowing definition is justified:

Definition 2.2.8 (Adjoint operator ∇∗). Let (X, d,m) be an RCD(K,∞) space. Denote by

D(∇∗) (resp.Dloc(∇∗)) the set of all T ∈ L2((T ∗)⊗2(X, d,m)) (resp. T ∈ L2
loc((T

∗)⊗2(X, d,m)))

for which there exists η ∈ L2(T ∗(X, d,m)) (resp. η ∈ L2
loc(T

∗(X, d,m))) such that

∫
X

⟨T, df ⊗ dh+ f Hessh⟩HS dm =

∫
X

⟨η, fdh⟩dm ∀f ∈ Lipbs(X, d),∀h ∈ D(∆).

Since such η is unique (because objects of the kind fdh generate L2(T ∗(X, d,m))), we

denote it by ∇∗T .

It follows from a direct calculation that the following holds. See [59, Proposition 2.18]

for the proof.

Proposition 2.2.9. Let (X, d,m) be an RCD(K,∞) space and let f ∈ TestF (X, d,m).

Then we have df ⊗ df ∈ D(∇∗) with

∇∗(df ⊗ df) = −∆fdf − 1

2
d|df |2. (2.2.5)
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Definition 2.2.10 (Adjoint operator δ). Let (X, d,m) be an RCD(K,∞) space. Denote by

D(δ) the set of ω ∈ L2(T ∗(X, d,m)) such that there exists unique f ∈ L2(X,m) such that

∫
X

⟨ω, dh⟩dm =

∫
X

fhdm, ∀h ∈ H1,2(X, d,m) (2.2.6)

holds. We denote this unique f by δω.

Similar to the space of test functions, let us define the space of test 1-forms:

TestT ∗(X, d,m) :=

{
l∑

i=1

f0,idf1,i; l ∈ N, fj,i ∈ TestF (X, d,m)

}
. (2.2.7)

It is proved in [54, Prop.3.5.12] that TestT ∗(X, d,m) ⊆ D(δ) holds with

δ(f1df2) = −⟨∇f1,∇f2⟩ − f1∆f2, ∀fi ∈ TestF (X, d,m). (2.2.8)

Definition 2.2.11 (Sobolev space W 1,2
C ). Let us denote by W 1,2

C (T ∗(X, d,m)) the set of all

ω ∈ L2(T ∗(X, d,m)) such that there exists unqiue T ∈ L2((T ∗)⊗2(X, d,m)) such that

∫
X

⟨T, f0df1 ⊗ df2⟩dm =

∫
X

(−⟨ω, df2⟩δ(f0df1)− f0⟨Hessf2 , ω ⊗ df1⟩) dm (2.2.9)

holds. We denote this unique T by ∇ω.

It is proved in [54, Thm.3.4.2] that TestT ∗(X, d,m) ⊆ W 1,2
C (T ∗(X, d,m)) holds with

∇(f1df2) = df1 ⊗ df2 + f1Hessf2 , ∀fi ∈ TestF (X, d,m). (2.2.10)

Definition 2.2.12 (Sobolev space H1,2
C ). Let us denote by H1,2

C (T ∗(X, d,m)) the closure of

TestT ∗(X, d,m) in W 1,2
C (T ∗(X, d,m)).

Definition 2.2.13 (Exterior derivative d). Let us denote by W 1,2
d (T ∗(X d,m)) the set of all

26



ω ∈ L2(T ∗(X, d,m)) such that there exists unique η ∈ L2(
∧2 T ∗(X, d,m)) such that

∫
X

⟨η, α0 ⊗ α1⟩dm =

∫
X

(⟨ω, α0⟩δα1 − ⟨ω, α1⟩δα0) dm, ∀α ∈ TestT ∗(X, d,m)

(2.2.11)

holds. We denote this unique by dω.

It is proved in [54, Thm.3.5.2] that TestT ∗(X, d,m) ⊆ W 1,2
d (T ∗(X, d,m)) holds.

Definition 2.2.14 (Sobolev spaceH1,2
H ). Let us denote byH1,2

H (T ∗(X, d,m)) the completion

of TestT ∗(X, d,m) with respect to the norm:

∥ω∥2
H1,2

H

:= ∥ω∥2L2 + ∥δω∥2L2 + ∥dω∥2L2 . (2.2.12)

Definition 2.2.15 (Hodge Laplacian ∆H,1). Let us denote by D(∆H,1) the set of all ω ∈

H1,2
H (T ∗(X, d,m)) such that there exists unique η ∈ L2(T ∗(X, d,m)) such that

∫
X

(⟨dω, dα⟩+ δω · δα) dm =

∫
X

⟨η, α⟩dm, ∀α ∈ H1,2
H (T ∗(X, d,m)) (2.2.13)

holds. We denote this unique η by ∆H,1ω.

It is proved in [54] that H1,2
H (T ∗(X, d,m)) ⊆ H1,2

C (T ∗(X, d,m)) holds with

∫
X

|∇ω|2dm ≤
∫
X

(|dω|2 + |δω|2 −K|ω|2)dm, ∀ω ∈ H1,2
H (T ∗(X, d,m)). (2.2.14)

On the other hand, it follows from Definition 2.2.11 and Definition 2.2.13 that for any

ω ∈ H1,2
C (T ∗(X, d,m)),

dω(V1, V2) = (∇V1ω)(V2)− (∇V2ω)(V1), ∀Vi ∈ L∞(T (X, d,m)) (2.2.15)

holds, where ∇V1ω := ∇ω(·, V1). In particular, we see thatH1,2
C (T ∗(X, d,m)) is a subset of

H1,2
d (T ∗(X, d,m)), where H1,2

d (T ∗(X, d,m)) denotes the W 1,2
d -closure of TestT ∗(X, d,m),
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with

|dω|2 ≤ 2|∇ω|2, m− a.e. x ∈ X (2.2.16)

2.3 Convergence of Meatric Measure Spaces and stability

In this section we collect the basics of Gromov-Hausdorff convergence, and explain why

the CD and RCD conditions are stable under the pointed measured Gromov-Hausdorff con-

vergence. Then we introduce the notion of convergence on varying spaces of functions and

tensors along with the convergence of spaces, following [24] and [60]. All the convergence

notions of functions and tensors to be mentioned also make sense for local spaces.

2.3.1 Gromov-Hausdorff Convergence

Different notions of convergence of spaces arise for different applications. For example,

the Cheeger-Gromov-Hamilton convergence for C1,α Riemmanian metrics, the dp conver-

gence considered in [61] by Lee-Naber-Neumayer for their attempt to study the rigidity of

lower scalar curvature bounds. The notion of convergence that is suitable for metric mea-

sure spaces with Ricci curvature lower bound is the (measured) Gromov-Hausdorff conver-

gence, we will see shortly that RCD condition is preserved under such convergence. Let

us start with the definition of Gromov-Hausdorff distance between compact metric spaces.

Definition 2.3.1. Let (X, dX), (Y, dY) be compact metric spaces. The Gromov-Hausdorff

distance between (X, dX), (Y, dY) is

dGH(X,Y) = inf{dH,Z(iX(X), iY(Y)) : (Z, dZ), iX, iY}

where the infimum is taken over all complete metric spaces (Z, dZ) and isometric embed-

dings iX : X → Z, iY : Y → Z, and dH,Z is the Hausdorff distance on Z.

We then define the Gromov-Hausdorff (GH for short) convergence by the convergence

under this distance dGH in the space of all compact metric spaces. This is an extrinsic
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approach to define the GH convergence. We can also take the intrinsic approach, without

appealing to isometric embeddings into ambient metric space, instead, we use ε-isometry.

We say sequence of compact metric spaces (Xi, dXi
) GH converges to (X, d) if there exists

εi ↘ 0, so that there exists function φi : Xi → X such that

• |dX(φi(x), φi(y))− dXi
(x, y)| < εi for any x, y ∈ Xi (almost isometric)

• Bεi(φi(Xi)) = X (almost surjective)

where Bεi(φi(Xi)) is the εi neighborhood of φi(Xi).

In the non-compact setting, one needs to in addition take the reference points into con-

sideration. More precisely, we consider pointed metric spaces (X, d, x), where x ∈ X. a

sequence of pointed metric spaces (Xi, dXi
, xi) pointed Gromov-Haudorff (pGH for short)

converges to (X, dX , x) if there exists εi ↘ 0 and ri ↗ ∞, so that there exists function

φi : Xi → X such that

• |dX(φi(x), φi(y))− dXi
(x, y)| < εi for any x, y ∈ Xi (almost isometric)

• φi(xi) = φ(x) and Bri−εi(x) ⊆ Bεi(φi(Bri(xi))) (almost surjective)

If we not only consider metric spaces but also metric measure spaces, a notion of conver-

gence of measure along with GH convergence is needed. Fukaya proposed the notion of

measured Gromov-Hausdorff (mGH for short) convergence. It also admits a generalization

to the non-compact setting by taking the reference points into consideration, then we arrive

at the definition of pointed measured Gromov-Hausdorff (pmGH for short) convergence. A

sequence of pointed metric measure spaces (Xi, di,mi, xi) pmGH converges to (X, d,m, x)

if (Xi, di, xi) pGH converges to (X, d, x), φi given by pGH convergence is Borel, and for

every r > 0, (φi)♯(mi Br(xi))⇀ m Br(x) in duality with Cbs(X), the space of contin-

uous function with bounded support in X.

Let (M, dGH) be the space of isometric classes of compact complete metric spaces

equipped with GH distance. It is a complete metric space. The following Gromov precom-

pactness theorem is a fundamental result, see also [62, Chapter 5], [63, Section 11.1]:
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Theorem 2.3.2. Let n ≥ 2 be an integer, k ∈ R and D ∈ (0,∞). Then

1. The collection of all (isometric classes) of closed n-dimensional Riemannian mani-

folds (M, g) with Ricg ≥ Kg and diam ≤ D is precompact in GH topology.

2. The collection of all pointed complete n-dimensional Riemannian manifolds (M, g, x)

with Ricg ≥ Kg is precompact in pGH topology.

3. The collection of all pointed complete n-dimensional Riemannian manifolds with

renormalized measure (M, g, vol−1(B1(x)) volg, x) is precompact in pmGH topol-

ogy.

In particular, the Gromov precompactness theorem grants the existence of Ricci limit

spaces. It is desirable to know if CD(K,N) and RCD(K,N) conditions are stable under

pmGH convergence as well. It is shown in [15, Theorem 29.25] that CD(K,N) condition

is stable under pmGH convergence. Historically, Sturm’s D-convergence [28] (for compact

case), and its variant [24, Definition 3.11] (for non-compact case), and also the pointed

measured Gromov (pmG for short)convergence are are also introduced to tackle the sta-

bility of CD(K,N) and RCD(K,N) conditions. For example, Sturm([28, Theorem 4.20],

[18, Theorem 3.1]) showed that CD(K,N) condition is stable under D-convergence. The

variant of D convergence and pmG convergence are shown to be equivalent to pmGH con-

vergence for RCD(K,N) spaces [24, Theorem 3.15]. Through various different notions of

convergence, the stability of CD and RCD conditions under pmGH convergence is proved.

In summary, we have the following precompactness theorem for RCD(K,N) spaces:

Theorem 2.3.3. If a sequence of pointed RCD(K,N) spaces (Xi, di,mi, xi),n ∈ N, satis-

fies

0 < lim inf
n→∞

mi(B1(xi)) ≤ lim sup
n→∞

mi(B1(xi)) <∞,

then the sequence has a subsequence (Xnj
, dnj

,mnj
, xnj

) pmGH converging to a pointed

RCD(K,N) space (X, d,m, x).
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2.3.2 Convergence of Functions and Tensors

Throughout this subsection we assume that the sequence of pointed RCD(K,∞) spaces

(Xi, di,mi, xi) pmGH converges to (X, d,m, x) and (Y, dY,mY) be the ambient space all Xi

and X embedded into in the pmGH convergence.

Let us first recall the L2 convergence of functions.

Definition 2.3.4. We say that fi ∈ L2(Xi,mi) L
2-weakly converges to f ∈ L2(X,m) if

supi ∥f∥L2 < ∞ and fimi ⇀ fm in duality with Cc(Y), L2-strongly converges to f ∈

L2(X,m) if fi L2-weakly converges to f and lim supi ∥fi∥L2 ≤ ∥f∥L2.

Note that lim infi ∥fi∥L2 ≥ ∥f∥L2 is implied in the weak convergence. The seemingly

natural way to define strong L2-convergence from fi to f may be taking εi-isometry φi, so

that εi ↗ 0 and ∥f − φi ◦ fi∥L2 → 0. But this does not work. Take Xi = X = [0, 1] with

Euclidean distance and Lebesgue measure, then take fi = 1, f = χQ, Q being the set of

rationals in [0, 1]. Now if we take εi-isometry φi taking values in Q, then ∥f−φi◦fi∥L2 →

0, however, ∥fi∥L2 = 1 whereas ∥f∥L2 = 0. So this is not the right way to generalize L2

convergence to the case of varying spaces.

Next, we recall the H1,2 convergence.

Definition 2.3.5. We say that fi ∈ H1,2(Xi, di,mi)H
1,2-weakly converges to f ∈ H1,2(X, d,m)

if fi L2-weakly converges to f and supi Chi(fi) is finite, H1,2-strongly converges to f ∈

H1,2(X, d,m) if fi L2-strongly converges to f and Ch(f) = limi Chi(fi).

All this prepares us to state:

Theorem 2.3.6. [Stability of Laplacian] Let fi ∈ D(∆) and f ∈ L2(X,m) the strong

L2-limit of fi. If

sup
i

∥fi∥L2(Xi,mi) + ∥∆fi∥L2(Xi,mi) <∞,

then f ∈ D(∆) and that fi H1,2strongly converge to f , ∆fi L2 weakly converges to ∆f .
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See also [60, Theorem 4.4] for a local version.

Now we introduce the notion of convergence of 2-tensors. These are very similar to

those of functions, but now we fix the space, which is enough for the purpose of the thesis.

Definition 2.3.7. We say a sequence of symmetric 2-tensors Ti ∈ L2((T ∗)⊗2(X, d.m))

L2-weakly converges to symmetric T ∈ L2((T ∗)⊗2(X, d,m)) if Ti(V, V ) L2 weakly con-

verges to T (V, V ) as functions for any V ∈ L∞(T (X, d,m)) and supi ∥|Ti|HS∥)L2 <∞, Ti

converges to T strongly if ∥|Ti − T |HS∥L2 → 0 as i→ ∞.

Since for a symmetric tensor T , |T |HS is completely determined by T (V, V ), we see

that similar to the case of weak L2 convergence of functions, the weak L2 convergence of

Ti to T implies that lim infi ∥|Ti|HS∥ ≥ ∥|T |HS∥. The following criterion is useful when

proving L2 strong convergence.

Proposition 2.3.8. A sequence of symmetric 2-tensors Ti L2-strongly converges to symmet-

ric T if and only if

lim
i→∞

∫
X

Ti(V, V ) =

∫
X

g(V, V )dm ∀V ∈ L∞(T (X, d,m))

and

lim sup
i→∞

∫
X

|Ti|HS ≤
∫
X

|T |HSdm <∞

2.4 Structure of RCD(K,N) spaces

Let (X, d,m) be an RCD(K,N) space for some K ∈ R and some N ∈ [1,∞). The main

purpose of this section is to provide a more detailed metric measure structure theory of

(X, d,m).

First let us recall the locally volume doubling metric measure space.

Definition 2.4.1. A metric measure space (X, d,m) is called locally volume doubling if For
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R > 0 and all r so that 2r < R, there exists a constant CR such that

m(B2r(x)) ≤ CRm(Br(x)) ∀x ∈ X.

It is called (globally) volume doubling if the constant CR is in fact independent of R.

Similar as the Riemannian manifolds with lower Ricci curvature bounds, the Bishop-

Gromov inequality holds for CD(K,N) hence RCD(K,N) spaces, to state the theorem

we define the volume of geodesic balls of radius R in the space form of constant sectional

curvature K as

volK,N(R) =


ωN

∫ R

0
sin
(
t
√

K
N−1

)N−1

dt K > 0,

ωNR
N K = 0,

ωN

∫ R

0
sinh

(
t
√

−K
N−1

)N−1

dt K < 0,

(2.4.1)

where ωN = πN/2

Γ(N/2+1)
and Γ(z) denotes the usual Gamma function for Re(z) > 0. The

Bishop-Gromov inequality (which is also valid for CD(K,N) spaces states that: (see [64,

Theorem 5.31], [18, Theorem 2.3])

m(BR(x))

m(Br(x))
≤ volK,N(R)

volK,N(r)
∀x ∈ X,∀r < R, (2.4.2)

where, in the case K ≤ 0, N = 1, sinh
(
t
√

−K
N−1

)N−1

has to be interpreted as 1. It then

follows from (2.4.2) that

m(BR(x))

m(Br(x))
≤ C(K,N) exp

(
C(K,N)

R

r

)
∀x ∈ X,∀r < R (2.4.3)

and

m(Br(x))

m(Br(y))
≤ C(K,N) exp

(
C(K,N)

d(x, y)

r

)
∀x, y ∈ X,∀r > 0 (2.4.4)
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are satisfied. This is to say that RCD(K,N) spaces are locally volume doubling. Moreover,

if K ≥ 0 then they are (globally) volume doubling. It is well-known that from the Bishop-

Gromov inequality it follows that the metric structure (X, d) is proper, hence geodesic, with

(X, d) being a length space. The length space property of RCD spaces follows quite easily

from the so called Sobolev to Lipschitz property, namely item 3) of Definition 2.1.2 (e.g.

[50, Theorem 3.10] and references therein).

The local (1, 1)-Poincaré inequality holds for f ∈ H1,2(X, d,m) and r > 0:

∫
Br(x)

∣∣∣f − 1

m(Br(x))

∫
Br(x)

fdm
∣∣∣dm ≤ 4e|K|r2r

∫
B2r(x)

|Df |dm (2.4.5)

and it is also valid for CD(K,∞) spaces. See [65] for the detail. The local doubling con-

dition along with (1, 1)- Poincaré can deduce the (2, 2) Poincaré inequality on CD(K,N)

spaces, see[66, Theorem 5.1].

Now we move to the fine structure of RCD(K,N) spaces by looking at them infinitesi-

mally, to this end we introduce the notion of tangent cones, which are non-smooth general-

ization of tangent spaces. Structural results for RCD(K,N) spaces are strongly motivated

and influenced by those of Ricci limit spaces. For example, [11, 12, 13, 14].

Definition 2.4.2 (Tangent cones). Let (X, d,m) be an RCD(K,N) space. For x ∈ X, we

denote by Tan(X, d,m, x) the set of tangent cones to (X, d,m) at x: the collection of all

isomorphism classes of pointed metric measure spaces (Y, dY,mY, y) such that, as i→ ∞,

one has (
X,

1

ri
d,

1

m(Bri(x))
m, x

)
pmGH→ (Y, dY,mY, y) (2.4.6)

for some ri → 0+.

Note that Theorem 2.3.3 proves Tan(X, d,m, x) ̸= ∅ for any x ∈ X, but in general there

is no uniqueness, which means there could be non-isometric tangent cones at some point.

Moreover, there is an interesting example of Ricci limit space constructed by Colding-

Naber with a point of which tangent cones can even be non-homeomorphic, see [67].
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We are now in position to introduce the key notions of regular sets and the essential

dimension as follows.

Definition 2.4.3. [Regular set Rk] Let (X, d,m) be an RCD(K,N) space. For any k ≥ 1,

we denote by Rk the k-dimensional regular set of (X, d,m), namely the set of points x ∈ X

such that

Tan(X, d,m, x) =
{(

Rk, dRk , (ωk)
−1Hk, 0k

)}
,

where ωk is the k-dimensional volume of the unit ball in Rk with respect to the k-dimensional

Hausdorff measure Hk.

The following result is proved in [68, Theorem 0.1].

Theorem 2.4.4 (Essential dimension). Let (X, d,m) be an RCD(K,N) space. Then there

exists a unique integer n ∈ [1, N ], called the essential dimension of (X, d,m), denoted by

essdim(X), such that

m(X \ Rn

)
= 0.

Remark 2.4.5. The essential dimension is a purely metric concept, actually it is equal to

the maximal number n ∈ N satisfying

(
X,

1

ri
d, x

)
pGH→ (Rn, dRn , 0n)

for some x ∈ X and some ri → 0+ because of the splitting theorem [27, Theorem 1.4] and

the phenomenon of propagation of regularity. See [46, Remark 4.3], [69, Proposition 2.4]

and [70]. We summarize the references above and provide a proof in Appendix A. ■

Next we remark on the link between local dimension of tangent module (bundle) and

the essential dimension. In [71] rectifability of RCD(K,N) spaces is shown, it in particular

implies m(X \ ∪N
k=1Rk) = 0. In [72] it is further proved that on Rk, m ≪ Hk. Finally

[73] proves the tangent module (bundle) defined through normed module is isomorphic to

the Gromov-Hausdorff tangent bundle defined by ”gluing” Rk ×Rk, now by the definition
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essential dimension we see that m-a.e. ”fibers” of the Gromov Hausdorff tangent bundle

has dimension the same as the essential dimension. Through the isomorphism between the

two notions of tangent bundles, we know that the local dimension of M is equal to the

essential dimension for RCD(K,N) spaces.

Theorem belowe gives refined relation between m and the Hausdorff measure of the

essential dimension. See [44, 74, 75, 72] for the detail.

Theorem 2.4.6. Let (X, d,m) be an RCD(K,N) space and let n be its essential dimension.

Then m ≪ Hn Rn. Also, letting m = θHn Rn and

R∗
n :=

{
x ∈ Rn : ∃ lim

r→0+

m(Br(x))

ωnrn
∈ (0,∞)

}
(2.4.7)

we have that m(Rn \ R∗
n) = 0, m R∗

n and Hn R∗
n are mutually absolutely continuous

and

lim
r→0+

m(Br(x))

ωnrn
= θ(x) for m-a.e. x ∈ R∗

n.

Moreover Hn(Rn \ R∗
n) = 0 if n = N .

A more general and classical result concerning densities, that we shall use later on, is

the following (see e.g. [76, Theorem 2.4.3] for a proof):

Lemma 2.4.7. Let (X, d,m) be a metric measure space, α ≥ 0 and A ⊆ X a Borel subset

such that

lim sup
r→0+

m(Br(x))

rα
> 0 ∀x ∈ A.

Then Hα A is a Radon measure absolutely continuous w.r.t. m.

The fact that L0(T (X, d,m)) is a Hilbert module is an indication of the existence of

some (weak) Riemannian metric on X. This statement can easily be made more explicit by

building upon the fact that such module has local dimension equal to the essential dimen-

sion of X as discussed above (see [73]):
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Proposition 2.4.8. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Then

there is a unique g ∈ L0((T ∗)⊗2(X, d,m)) such that

g(V1 ⊗ V2) = ⟨V1, V2⟩ m-a.e., ∀V1, V2 ∈ L0(T (X, d,m)).

Moreover, g satisfies

|g|HS =
√
n, m-a.e.. (2.4.8)

We can use this ‘metric tensor’ to define the trace of any T ∈ L0((T ∗)⊗2(X, d,m)) by

tr(T ) := ⟨T, g⟩HS ∈ L0(X,m).

Notice that by (2.4.8) and the Cauchy-Schwarz inequality it follows that

T ∈ Lp
loc((T

∗)⊗2(X, d,m)) ⇒ tr(T ) ∈ Lp
loc(X, d,m).

Finally let us end this section by recalling the lower semicontinuity of the essential dimen-

sions with respect to pmGH convergence proved in [77, Theorem 1.5]. This can also be

understood as a consequence of L2
loc-weak convergence of Riemannian metrics (see [43,

Remark 5.20]), and an alternative proof of the theorem below can be based on Remark

2.4.5.

Theorem 2.4.9. Let

(Xi, di,mi, xi)
pmGH→ (X, d,m, x)

be a pmGH convergent sequence of pointed RCD(K,N) spaces. Then

lim inf
i→∞

essdim(Xi) ≥ essdim(X).
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2.5 Weakly Non-collapsed and (Strongly) Non-collapsed spaces

Historically, the notion of non-collapsed spaces originated from non-collapsed Ricci limit

spaces, which are systematically studied by Cheeger-Colding in [12]. Let us recall their

definition:

Definition 2.5.1. Let (Mn
i , gi, xi) be a sequence of complete, connected Riemannian man-

ifolds with Ricgi ≥ Kgi for some K ∈ R. This sequence is called a non-collapsing conse-

quence if volgi(B1(xi)) ≥ ν > 0. The corresponding Gromov-Hausdorff limit space (X, d)

is called a non-collapsed Ricci limit space. On the other hand, if lim inf volgi(B1(xi)) → 0,

the sequence is called a collapsing sequence and the Ricci limit space obtain from the se-

quence is called a collapsed space.

Using the notation in the above definition, Colding’s convergence theorem [12, Theo-

rem 5.9] asserts that the renormalized volume volgi
volgi (B1(xi))

, converges to the Hausdorff mea-

sure Hn in (X, d) in the sense that volgi(Br(yi))/ volgi(B1(xi)) → Hn(Br(y)) for yi → y

and r > 0.

Inspired by Colding’s work, De Philippis-Gigli [78] proposed the intrinsic definition of

non-collapsed space we recall as follows:

Definition 2.5.2 (Non-collapsed RCD(K,N) space). An RCD(K,N) space (X, d,m) is

said to be non-collapsed if m = HN .

Similar to the non-collapsed Ricci limit spaces, non-collapsed RCD(K,N) spaces have

better regularity than general RCD(K,N) spaces. For example, the tangent cones are met-

ric cones, which follows from [79] which states that volume cones are metric cones and

[78, proposition 2.8] which states that tangent cones are volume comes. Another impor-

tant structure property is the stratification of singular sets, which we will discuss when we

consider the notion of boundary of non-collapsed RCD(K,N) spaces in Chapter . In con-

nection with Chapter 5, yet another fine property of non-collapsed space regarding Sobolev
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spaces is that

H1,2
H (T ∗(X, d,HN)) = H1,2

C (T ∗(X, d,HN)). (2.5.1)

Finally, let us emphasize one of the properties as follows (see [78, Theorem 1.2]).

Theorem 2.5.3 (From pGH to pmGH). Let K ∈ R, N ∈ N and (Xi, di,HN , xi) be a se-

quence of pointed non-collapsed RCD(K,N) spaces. Then after passing to a subsequence,

there exists a pointed proper geodesic space (X, d, x) such that

(Xi, di, xi)
pGH→ (X, d, x).

Moreover, if infi HN(B1(xi)) > 0, then (X, d,HN , x) is also a pointed non-collapsed

RCD(K,N) space and the convergence of the (Xi, di,HN , xi)’s to such space is in the

pmGH topology.

We remark that the above theorem should be viewed as the generalization to the RCD

class of non-collapsing sequence of manifolds in Definition 2.5.1, and is tightly related to

the following continuity result, which is the generalization to the RCD class of the classical

statement by Colding about volume convergence under lower Ricci curvature bounds [80,

Theorem 0.1] (see [78, Theorem 1.3]):

Theorem 2.5.4 (Continuity of HN ). ForK ∈ R, N ∈ [1,∞) let B(K,N) be the collection

of (isometry classes of) open unit balls on RCD(K,N) spaces. Equip B(K,N) with the

Gromov-Hausdorff distance.

Then the map B(K,N) ∋ B 7→ HN(B) ∈ R is continuous.

For technical reasons, we need a notion weaker than being non-collapsed. In order to

give the precise definition, let us recall the following result which is just a collection of

previously known ones:

Theorem 2.5.5. Let (X, d,m) be an RCD(K,N) space. Then the following five conditions

are equivalent.
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1. The essential dimension of X is N .

2. m is absolutely continuous with respect to HN .

3. m ({x ∈ X : θN [X, d,m](x) <∞}) > 0 holds.

4. N ∈ N and the Hausdorff dimension of (X, d) is greater than N − 1.

5. The Hausdorff dimension of (X, d) is N .

Proof. The equivalence between item 1 and item 2 is proved in [78, Theorem 1.12]. Since

the implication from item 2 to item 3 is a direct consequence of Theorem 2.4.6, let us check

the implication from item 3 to 1 as follows. The positivity (4.1.2) with Theorem 2.4.4 and

2.4.6 yields

HN(R∗
n) > 0,

where n denote the essential dimension. In particularN ≤ n. Since the converse inequality

is always satisfied by Theorem 2.4.6, we have item 1.

Notice that item 2 implies item 4, we show now that item 4 implies item 1. To see

this, notice that the proof of [78, Theorem 1.4] shows that if item 4 holds, then there

is an iterated tangent space isomorphic to RN . Since the essential dimension of the N -

dimensional Euclidean space is N , the conclusion follows from Theorem 2.4.9.

If we assume item 5, then, since the Hausdorff dimension of (X, d) is at most the integer

part of N (by [78, Corollary 1.5]), we see that N is an integer so that item 4 holds. Finally,

if item 2 holds, then the Hausdorff dimension of (X, d) is at least N , so that we conclude

by [78, Corollary 1.5] again.

We are now in a position to introduce the notion of weakly non-collapsed RCD(K,N)

spaces (our definition is trivially equivalent to the one in [78]):

Definition 2.5.6 (Weakly non-collapsed RCD(K,N) space). An RCD(K,N) space is said

to be weakly non-collapsed if one (and thus any) of the items in Theorem 2.5.5 is satisfied.
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Note that any non-collapsed RCD(K,N) space is a weakly non-collapsed RCD(K,N)

space.

We conclude this section recalling that one expects the notion of non-collapsed spaces

to be related to the fact that the trace of the Hessian is the Laplacian. A first instance

of this behaviour is contained in the following result, that is basically extracted from [81,

Proposition 3.2] (notice that Definition 2.1.2 tells that if the stated inequality (2.5.2) holds

without restrictions on the support of φ, then the space is an RCD(K,n) space and thus,

since n is assumed to be the essential dimension, the space is weakly non-collapsed).

Theorem 2.5.7. Let (X, d,m) be an RCD(K,N) space of essential dimension n and let

U ⊆ X be open. Then the following two conditions are equivalent:

1. For any f ∈ TestF (X, d,m) and any φ ∈ D(∆) non-negative with supp(φ) ⊆ U

and ∆φ ∈ L∞(X,m) we have

1

2

∫
U

∆φ |∇f |2dm ≥
∫
U

φ

(
(∆f)2

n
+ ⟨∇∆f,∇f⟩+K|∇f |2

)
dm. (2.5.2)

2. For any f ∈ D(∆) we have

∆f = tr(Hessf) m-a.e. in U . (2.5.3)

Proof. It is easy to see the implication from item 2 to item 1 is trivial because we know

|tr(Hessf)| = |⟨Hessf, g⟩HS| ≤ |Hessf |HS |g|HS = |Hessf |HS ·
√
n.

Thus item 2 gives |Hessf |2HS ≥ (∆f)2/n, and therefore item 1 follows directly from (2.2.3).

For the reverse implication we closely follow the proof of [81, Proposition 3.2] keeping

in mind (2.5.2) and the existence, for any A ⊆ U with A compact and U open, of a

test function identically 1 on A and with support in U (see e.g. Theorem 2.6.3, see also
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[82] or [83, Lemma 6.2.15]). In this way we easily obtain that (2.5.3) holds for any f ∈

TestF(X, d,m). Then by the density of TestF (X, d,m) in D(∆) (see for example [45,

Lemma 2.2]) (2.5.3) holds for f ∈ D(∆).

2.6 Heat Flow and Heat Kernel

2.6.1 Heat Flow

We concern about the L2 approach to the heat flow. Fist let (H, ∥ · ∥H) be a Hilbert space.

For any absolutely continuous curve x(t), ∥x′(t)∥H = |x|′(t) holds for L1 a.e. t, that is the

norm of the derivative is the a.e. equal to the metric derivative. The Komura-Brezis theory

asserts that for a convex and lower semicontinuous functional F : H → [−∞,+∞] , and

any initial value x0 ∈ {F < +∞}, there exists an absolutely continuous curve x(t) such

that 
x′(t) ∈ ∂F (x(t)),

limt→0 ∥x(t)− x0∥H = 0,

(2.6.1)

where ∂F (x) is the sub-differential of F at x, defined as

∂F (x) = {y ∈ H : ∀z ∈ HF (z) ≥ F (x) + ⟨y, z − x⟩}.

Such x(t) is called a gradient flow of F . The classical heat flow theory in Hilbert space

holds for RCD(K,N) spaces thanks to the infinitesimal Hillbertianity condition and the

fact that Ch is convex and lower semicontinuous. First let us recall the heat flow as the

L2-gradient flow of Cheeger energy Ch,

ht : L
2(X,m) → L2(X,m).
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This family of maps is characterized by the properties: htf → f in L2(X,m) as t → 0+,

htf ∈ D(∆) for any f ∈ L2, t > 0 and for any t > 0 it holds

d

dt
htf = ∆htf in L2(X,m). (2.6.2)

It is notable that historically, before the notion of infinitesimal Hilbertianity was introduced

to the study of RCD(K,N) spaces, one of the definition of RCD(K,∞) condition was

CD(K,∞) condition along with the fact that the heat flow is linear. We know have the

equivalence:

Theorem 2.6.1. A complete separable metric space is infinitesimally Hilbertian if and only

if its heat flow associated to its Cheeger energy is linear.

It will be useful to keep in mind the following a-priori estimates ([83, Remark 5.2.11]):

∥|Dhtf |∥L2 ≤
∥f∥L2√

2t
∥∆htf∥L2 ≤

∥f∥L2

2t
∀f ∈ L2(X,m),∀t > 0 (2.6.3)

as well as the fact that

t 7→ ∥htf∥L2 is non-increasing for every f ∈ L2(X,m). (2.6.4)

We provide a proof of the a-priori estimates above.

Proof. We start with the computation that

d

dt
∥htf∥2L2 =

d

dt

∫
X

⟨htf, htf⟩dm = 2

∫
X

⟨∆htf, htf⟩dm = −2

∫
X

|∇htf |2dm ≤ 0,

which shows the L2-norm non-increasing property, then a completely same computation
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shows that t 7→ ||Dhtf |∥L2 is also non-increasing for any f ∈ L2(X,m) and t > 0:

d

dt
∥|Dhtf |∥2L2 =

d

dt

∫
X

⟨∇htf,∇htf⟩dm = −2

∫
X

|∆htf |2dm ≤ 0

We can use this L2-norm non-increasing property to see that

t∥Dhtf∥2L2 ≤
∫ t

0

∥|Dhsf |∥2L2ds = −
∫ t

0

1

2

d

ds
∥hsf∥L2ds

=
1

2

(
∥f∥2L2 − ∥htf∥2L2

)
≤ 1

2
∥f∥2L2 .

Finally, we use the same trick to show that t 7→ ∥∆htf∥L2 is non-increasing, we omit the

similar computation here. It follows that

t2

2
∥∆htf∥2L2 ≤

∫ t

0

s∥∆hsf∥2L2ds = −
∫ t

0

1

2
s
d

ds
∥Dhsf∥L2ds

=
1

2

(∫ t

0

∥|Dhsf |∥2L2ds− t∥Dhtf∥2L2

)
≤ 1

4
t∥f∥2L2 .

In the last equality we used the estimates of ∥|Dhtf |∥L2 we just derived.

Then the 1-Bakry-Émery estimate proved in [58, Corollary 4.3] is stated as for any

f ∈ H1,2(X, d,m),

|Dhtf |(x) ≤ e−Ktht|Df |(x) for m-a.e. x ∈ X, (2.6.5)

which in particular implies

htf → f in H1,2(X, d,m).

It is also worth pointing out that the heat flow ht also acts on Lp(X,m) for any p ∈ [1,∞]

with

∥htf∥Lp ≤ ∥f∥Lp ∀f ∈ Lp(X,m).
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We extend the heat flow theory to 1-forms. Consider the following Hodge energy defined

in [54, (3.5.16)]:

EH(ω) =
1

2

∫
X

|dω|2 + |δω|2dm, ∀ω ∈ H1,2
H (T ∗(X, d,m)).

The gradient flow associated to this energy is the heat flow hH,t for 1-forms, it fulfills for

any t > 0 and ω ∈ L2(T ∗(X, d,m)):

hH,tω ∈ D(∆H,1) and −∆H,1hH,tω =
d

dt
hH,tω. (2.6.6)

See [54, (3.6.18)], and we have the following commutative relation with the heat flow of

functions:

hH,tdf = dhtf, ∀t > 0,∀f ∈ H1,2(X, d,m).

By duality between the exterior differential d and its adjoint δ, the commutative relation

also holds for δ, that is

htδω = δhH,tω ∀t > 0,∀ω ∈ D(δ).

The heat flow ht serves as an important means of regularization, as it takes L2 functions to

D(∆) by definition. Actually ht improves the regularity even better, we have that

htf ∈ TestF (X, d,m) ∀f ∈ L2(X,m) ∩ L∞(X,m),∀t > 0. (2.6.7)

With this regularization Honda [45, Lemma 2.2] shows that

Lemma 2.6.2. Let (X, d,m) be an RCD(K,∞) space and f ∈ D(∆). There exists a

sequence f ∈ TestF (X, d,m) such that ∥fi − f∥H1,2 + ∥∆fi −∆f∥L2 → 0 as i→ ∞.

Another important use of the regularization property of heat flow is to construct good

cut-off functions (see [71, Lemma 3.1]), which is widely used, for instance in the proof of
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[43, Proposition 5.12].

Theorem 2.6.3. Let (X, d,m) be an RCD(K,N) space, x ∈ X and 0 < r < R <∞. Then

there exists ψ = ψx,r,R ∈ TestF (X, d,m) such that the following four properties hold:

1. 0 ≤ ψ ≤ 1;

2. r|∇ψ|+ r2|∆ψ| ≤ C(K,N,R);

3. ψ = 1 on Br(x);

4. suppψ ⊆ BR(x).

The construction is done by regularizing a compactly supported Lipschitz function by

heat flow, then compose by a C2 cut-off function (we can certainly choose a C∞ function

as well). The estimates of ∇ψ and ∆ψ rely on the following dimensional Bakry-Ledoux

gradient estimates under RCD(K,N) condition proved in [23, Theorem 4.2]

|∇htf |2 +
4Kt

N(e2Kt − 1)
|∆htf |2 ≤ e−2Ktht(|∇f |2) m-a.e.

Finally we point out that the heat flow hH,t also has the similar regularization properties,

we highlight that

hH,tω ∈ TestT ∗(X, d,m), ∀ω ∈ L2(T ∗(X, d,m)). (2.6.8)

In particular, it implies that hH,tω ∈ D(∆H,1) and ∆H,1(hH,tω) ∈ D(δ), which in turn

implies that

Proposition 2.6.4. {ω ∈ D(∆H,1) : ω has compact support,∆H,1ω ∈ D(δ)} is dense in

L2(T ∗(X, d,m))

Proof. Let ω ∈ L2(T ∗(X, d,m)), ψn be good cut-off functions constructed in Theorem

2.6.3 with suppψn ↗ X, n ∈ N. Since ψn ∈ TestF (X, d,m), we see that ψnhH,tω ∈
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D(∆H,1). Note that, hH,tω is a test 1-form, so ψnhH,tω is also a test 1-form, it follows that

∆H,1(ψnhH,tω) ∈ D(δ). Now by an diagonal argument we can choose tn ↘ 0 such that

φnhH,tn converges in L2(T ∗(X, d,m)) to ω.

2.6.2 Heat Kernel

After establishing the L2 theory of the heat flow, it is natural to study the existence and

properties of its integral kernel. The theory of heat kernel in a broad class of metric measure

spaces (PI spaces) is well understood through Sturm’s work [84, Proposition 2.3] and [85,

Proposition 3.1, Corollary 3.3], some of the ideas originated from [6]. Sturm showed the

existence of locally Höder continuous integral kernel of ht if the metric measure space

(X, d,m) is locally volume doubling, supports a local Poincaré inequality and the so-called

intrinsic distance

dCh(x, y) := inf{|f(x)− f(y)| : f ∈ H1,2(X) ∩ Cb(X)} (2.6.9)

induces the same topology as d. In RCD(K,N) space (X, d,m), dCh in fact coincides with

the original distance d on X, as a consequence of Sobolev-to-Lipschitz property. Also,

thanks to (2.4.5) and (2.4.2), Sturm’s results apply, so there exists a unique (locally Hölder)

continuous function p : X×X× (0,∞) → (0,∞), called the heat kernel of (X, d,m), such

that the following holds;

htf(x) =

∫
X

p(x, y, t)f(y)dm(y) ∀f ∈ L2(X,m),∀x ∈ X. (2.6.10)

Let us denote by py,t(x) = p(x, y, t) when we consider p as a function on X for fixed y ∈ X

and t > 0.

Let us recall the Gaussian estimates for the heat kernel p proved in [86]: For any ϵ ∈

(0, 1] there exists a positive constant C := C(K,N, ϵ) depending only on K,N and ϵ such
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that for any x, y ∈ X and any 0 < t < 1,

C

m(B√
t(x))

exp

(
−d(x, y)2

(4− ϵ)t
− Ct

)
≤ p(x, y, t) ≤ C

m(B√
t(x))

exp

(
−d(x, y)2

(4 + ϵ)t
+ Ct

)
,

(2.6.11)

and for every y ∈ X and t > 0 we have

|dpy,t|(x) ≤
C√

tm(B√
t(x))

exp

(
−d(x, y)2

(4 + ϵ)t
+ Ct

)
m-a.e. x ∈ X. (2.6.12)

Notice that (2.6.11) and Lemma 2.6.5 ensure that p(·, y, t) ∈ L2(X,m) for every y ∈ X,

t > 0, therefore from (2.6.10) we deduce the Chapman-Kolmogorov equation:

p(x, y, t+ s) = htp( · , y, s)(x) =
∫
X

p(x, z, t)p(z, y, s) dm(z) ∀t, s > 0,∀x, y ∈ X.

(2.6.13)

Also, from (2.6.2), [84, Corollary 2.7] and (2.6.11) we deduce the estimate

|∆p(·, y, t)| (x) ≤ C

tm(B√
t(x))

exp

(
−d(x, y)2

(4 + ϵ)t
+ Ct

)
m-a.e. x ∈ X, (2.6.14)

for every y ∈ X, t > 0. We are going to use these estimates only specialized to the case

ϵ = 1. Notice that the above discussion and estimates easily imply that

py,t ∈ TestF(X, d,m)

for every y ∈ X, and t > 0. We shall frequently use this fact. Also, for future reference we

prove a technical lemma related to the Gaussian estimates.

Lemma 2.6.5. Let (X, d,m) be an RCD(K,N) space. Then for any t ∈ (0, 1], any α ∈ R,

any β ∈ (0,∞) and any x ∈ X we have

∫
X

m(B√
t(y))

α exp

(
−βd

2(x, y)

t

)
dm(y) ≤ C(K,N, α, β)m(B√

t(x)))
α+1. (2.6.15)
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Proof. Considering a rescaling
√
β/t · d with (2.4.2), it is enough to prove (2.6.15) assum-

ing β = t = 1. Then by (2.4.3) and (2.4.4)

∫
X

m(B1(y))
α exp

(
−d2(x, y)

)
dm(y)

=
∞∑

j=−∞

∫
B

2j+1 (x)\B2j
(x)

m(B1(y))
α exp

(
−d2(x, y)

)
dm(y)

≤ C(K,N)m(B1(x))
α

∞∑
j=−∞

∫
B

2j+1 (x)\B2j
(x)

exp
(
C(α,K,N)2j+1 − 22j

)
dm(y)

= C(K,N)m(B1(x))
α

∞∑
j=−∞

m(B2j+1(x) \B2j(x)) exp
(
C(α,K,N)2j+1 − 22j

)
≤ C(K,N)m(B1(x))

α

∞∑
j=−∞

m(B1(x)) · exp
(
C(K,N)2j

)
· exp

(
C(α,K,N)2j+1 − 22j

)
≤ C(α,K,N)m(B1(x))

α+1.

Notice that (2.6.13) and the estimate (2.6.11) together with (2.6.3), (2.4.2) and Lemma

2.6.5 give

∥py,t∥H1,2 + ∥∆py,t∥H1,2 ≤ C(K,N, t)m(B√
t(y))

− 1
2 . (2.6.16)

We also notice that the identity ∂tp(x, y, t) = ∂tpy,t(x) = ∆py,t(x) = ∆xp(x, y, t) valid

for any t > 0, y ∈ X and a.e. x together with the symmetry in x, y of the heat kernel - and

thus of the LHS - gives

∆xp(x, y, t) = ∆yp(x, y, t) (m×m)-a.e. (x, y), ∀t > 0. (2.6.17)

Remark 2.6.6. We point out that the continuity of the heat kernel and the estimates (2.6.11)

ensure that for any t > 0 the map y 7→ py,t ∈ L2(X,m) is continuous. Thus by the first

claim in Proposition 3.2.4 we deduce that y 7→ dpy,t ∈ L2(T ∗(X, d,m)) is strongly Borel.

Similarly for y 7→ ∆py,t and y 7→ d∆py,t.
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Asymptotic Behavior as t→ 0

We present here a pointwise convergence result and a H1,2 convergence result. The former

is needed to prove the main theorem in Chapter 5 and the latter is built up on the former

one and justifies the convergence of tm(B√
t( · ))gt to cng. See section 3.4.

Assume that RCD(K,N) spaces (Xn, dn,mn, pn) pmGH converges to (X, d,m, p). We

recall that in [44, Theorem 3.3 Corollary 3.6], it is proved that

Proposition 2.6.7. Let pn be the heat kernel of (Xn, dn,mn), p be the heat kernel of

(X, d,m). It holds that

lim
n→∞

p(xn, yn, tn) = p(x, y, t), (2.6.18)

for (xn, yn, tn) ∈ X × X × (0,∞) 7→ (x, y, t) ∈ X × X × (0,∞). In particular, for an

RCD(K,N) space (X, d,m), we have by taking tangent cones that

lim
t→0

m(B√
t(x))p(x, x, t) =

ωk

(4π)k/2
(2.6.19)

for any x ∈ Rk.

We are particularly interested in the case where x ∈ Rn, n being the essential dimen-

sion.

Then we recall that in [43, Theorem 2.19] it is proved that

Proposition 2.6.8. pn(·, yn, tn) ∈ H1,2(Xn, dn,mn) H
1,2 strongly converges to p(·, y, t) ∈

H1,2(X, d,m), for (yn, tn) ∈ Xn × (0,∞) 7→ (y, t) ∈ X× (0,∞).

The proof can be done directly by applying theorem 2.3.6 and the consequence of Gaus-

sian estimates (2.6.16).

Heat Kernel on Compact RCD(K,N) Spaces

Finally, to complete the description of the heat kernel on RCD spaces, let us restrict the

consideration to compact RCD(K,N) spaces. In this case the Laplacian has discrete spec-
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trum, and we can express the heat kernel in another way using eigenfunctions of the Lapla-

cian. Let us recall the spectral analysis for Laplacian on compact RCD(K,N) spaces.

A standard argument as in [87] shows that the resolvent operator Rα := (αId − ∆)−1:

L2(X,m) → H1,2(X, d,m) is a well-defined, injective and bounded operator for any α > 0,

whose image Rα(L
2(X,m)) is dense in H1,2(X, d,m) and is in fact equal to D(∆), inde-

pendent of α. Then by the (metric version of) Rellich-Kondrachov theorem, all Rα’s are

compact and share discrete spectrum that converges to 0. This implies that −∆ has discrete

spectrum 0 = λ0 < λ1 ≤ λ2 ≤ · · · → +∞. In connection with this see also Appendix

B for a treatment of the sepctrum of Hodge Laplacian, in particular, a Rellich-Kondrachov

theorem, i.e. the compact inclusion from Sobolev space H1,2
C (T ∗(X, d,m)) of 1-forms, to

L2(T ∗(X, d,m)) is proved.

Let φi ∈ H1,2(X, d,m) be the corresponding eigenfunction of λi, that is φi satisfies

∆φi = −λφi. Then we have the following expansion of the heat kernel p(x, y, t):

p(x, y, t) =
∑
i≥0

e−λitφ(x)φ(y), in C(X× X× (0,∞)). (2.6.20)

And also

p(·, y, t) =
∑
i≥0

e−λitφi(y)φi in H1,2(X, d,m)

for y ∈ X and t > 0.

We point out that bounds on eigenvalues and eigenfunctions can be obtained from Gaus-

sian estimates and Bishop-Gromov inequality,

∥φi∥L∞ ≤ Cλ
N/4
i , ∥∇φi∥L∞ ≤ Cλ

(N+2)/4
i , λi ≥ Ci2/N , (2.6.21)

see [43, Appendix]. See also another local approach by De Girogi-Nash-Moser iteration in

[88, Section 3.2], and also a heat flow approach by Jiang [89].
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CHAPTER 3

SMOOTHING OF METRIC VIA HEAT FLOW

3.1 Overview

The purpose of this chapter is to prove the formula (3.3.9), originally discovered by Honda

[45] for compact RCD(K,N) spaces, in full generality. This whole chapter is mainly taken

from the joint work with Brena-Gigli-Honda [41]. In Honda’s proof, the eigenfunction ex-

pansion of the heat kernel is heavily used, here we replace the manipulation of eigenfunc-

tions by making use of suitable Gaussian decay estimates. The crucial difference between

the original proof of (3.3.9) in [45] is the Lemma 3.3.4. First we introduce some version

of Hille’s theorem discussed in detail in [83]. It serves two purposes. On the one hand, for

the later use we give a treatment of (weakly) local differential operators, on the other hand,

we will frequently use integrals that take values in Banach spaces, the so-called Bochner

integration, so we also present here the elements of Bochner integration tailored for our

situation. We will then be able to derive enough regularity of p(x, x, 2t) that makes its

appearance in (3.3.9), basically we will show that d∆p(x, x, 2t) is well-defined as a L2
loc

1-form, this is the content of Lemma 3.3.3. Then we present the crucial result, Lemma

3.3.4, which states that

∫
X

∆py,tdpy,t dm(y) =

∫
X

py,td∆py,t dm(y).

That is, we can move the Laplacian, it is worth noticing that it is not a direct consequence

of the fact that ∆ is self-adjoint, because of lacking of regularity. We need to proceed by

a heat flow regularization. Now all the ingredients are already, we can carry out a formal

computation as in Theorem 3.3.5 to derive the desired formula for ∇∗gt.

Finally, we slightly strengthen the short time asymptotics proved in [43] to the non-
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compact setting. Mainly the strong L2
loc convergence of cntm(B√

t( · ))gt to g as t → 0. It

follows from the L∞ bounds of gt and the L2
loc convergence that the Lp

loc convergence for

p ∈ [1,∞) also holds. The key of the proof of strong convergence is the norm convergence:

lim
t→0+

∫
X

φ|tm(B√
t(·))gt|2HSdm = c2n

∫
X

φ|g|2HSdm = c2nn

∫
X

φdm

For any φ ∈ Lipbs. This reduces to the fact

F (z, t) :=
1

m(B√
t(z))

∫
B√

t(z)

|tm(B√
t(·))gt|2HSdm → c2nn

proved in [43]. Finally we prove a technical fact, Proposition 3.4.4, which will be used in

the proof of the integrate by parts formula w.r.t. to Hausdorff measure, see Theorem 4.2.1.

3.2 Local Hille’s Theorem

This section is taken from [41, Section 3.1], adding some explanations why operators δ and

∆H,1 are local operators. First we collect some basic results about local (differentiation)

operators: the main result we have in mind is the version of Hille’s theorem stated in

Lemma 3.2.3 below. We shall apply the notions presented here to the operators d,∆,∇∗,

but in order to highlight the similarities among the various approaches we shall give a rather

abstract presentation.

Thus let us fix a metric measure space (X, d,m) and two L0-normed modules M ,N .

For p ∈ [1,∞] we shall denote by Lp(M ) (resp. Lp
loc(M )) the collection of those v ∈ M

with |v| ∈ Lp(X,m) (resp. |v| ∈ Lp
loc(X,m)). Similarly for N .

Definition 3.2.1 (Weakly local operators). Let p ∈ [1,∞] and L : D(L) ⊆ Lp(M ) →

Lp(N ) be a linear operator. We say that L is weakly local provided

L(v) = L(w) m-a.e. on the essential interior of {v = w} for any v, w ∈ D(L).
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In other words, L is weakly local provided for any v, w ∈ D(L) and U ⊆ X open such

that v = w m-a.e. on U , we have L(v) = L(w) m-a.e. on U .

Weakly local operators can naturally be extended as follows (variants of this definition

are possible, but for us the following is sufficient):

Definition 3.2.2 (Extension of weakly local operators). Let p ∈ [1,∞] and L : D(L) ⊆

Lp(M ) → Lp(N ) be a weakly local operator. We then define Dloc(L) ⊆ Lp
loc(M ) as the

collection of those v’s such that for every U ⊆ X bounded and open there is vU ∈ D(L) ⊆

Lp(M ) with vU = v m-a.e. on U .

For v ∈ Dloc(L) we define L(v) ∈ Lp
loc(N ) via

L(v) = L(vU) m-a.e. on U,∀U ⊆ X open and bounded,

where vU is as above.

It is clear from the definition that L : Dloc(L) ⊆ Lp
loc(M ) → Lp

loc(N ) is well-posed

and that the resulting operator is linear. We are interested in a version of Hille’s theorem

for this kind of operators and to this aim we need first to introduce the notion of integrable

function with values in Lp(M ).

For the standard notion of Bochner integration of Banach valued maps we refer to [90].

Given a metric measure space (Y, dY, µ) (the topology here is not really relevant, but in

our applications we shall mostly have Y = X) we shall denote by L1(Y, µ;Lp
loc(M )) the

collection of (equivalence classes up to µ-a.e. equality of) maps y 7→ vy ∈ Lp
loc(M ) such

that for any A ⊆ X Borel and bounded the map y 7→ χAvy is in L1(Y, µ;Lp(M )) (here we

are endowing Lp(M ) with its natural Banach structure).

With these definitions, the following result is rather trivial (but nevertheless useful):

Lemma 3.2.3 (Local Hille’s theorem - abstract version). Let (X, d,m), (Y, dY, µ) be metric

measure spaces, M ,N two L0-normed modules, p ∈ [1,∞] and L : D(L) ⊆ Lp(M ) →
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Lp(N ) a weakly local and closed linear operator. Also, let y 7→ vy ∈ Lp
loc(M ) be in

L1(Y, µ;Lp
loc(M )). Assume that

i) vy ∈ Dloc(L) for µ-a.e. y,

ii) L has the following ‘stability under cut-off’ property: for every V ⊆ U ⊆ X bounded

and open with d(V,X \ U) > 0 there is a linear map T : Lp
loc(M ) → Lp(M ) such

that:

T (v) = v m-a.e. on V,

T (v) = T (χUv) m-a.e.

∥T (v)∥Lp(M ) ≤ C∥χUv∥Lp(M )

(3.2.1)

for every v ∈ Lp
loc(M ) and some C > 0 independent on v,

iii) for any V, U as above and T given by item (ii) we have T (vy) ∈ D(L) for µ-a.e. y

and the map y 7→ L(T (vy)) is in L1(Y, µ;Lp
loc(N )).

Then
∫
Y
vy dm(y) ∈ Dloc(L), the map y 7→ L(vy) is in L1(Y, µ;Lp

loc(M )) and

L
(∫

Y

vy dm(y)
)
=

∫
Y

L(vy) dm(y).

Proof. Fix V ⊆ X open bounded and then let U ⊇ V open bounded be with d(V,X \U) >

0. Let T : Lp
loc(M ) → Lp(M ) be given by item (ii). By the assumption (i) we know

that y 7→ χUvy ∈ Lp(M ) is in L1(X,m;Lp(M )) and the third in (3.2.1) gives that T is

continuous as map from Lp(M ) to itself. It follows that y 7→ T (χUvy) = T (vy) is in

L1(Y, µ;Lp(M )). Then assumption (iii) and the classical theorem by Hille ensure that

∫
Y

T (vy) dµ(y) ∈ D(L) and L
(∫

Y

T (vy) dµ(y)
)
=

∫
Y

L(T (vy)) dµ(y). (3.2.2)

Now notice that the first in (3.2.1) give that T (vy) = vy on V for every y, thus the weak
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locality of L also gives that L(T (vy)) = L(vy) on V for every y. It follows that y 7→

χVL(vy) is in L1(Y, µ;Lp(N )) and that

∫
Y

χV vy dµ(y) =

∫
Y

χV T (vy) dµ(y) and
∫
Y

χVL(vy) dµ(y) =

∫
Y

χVL(T (vy)) dµ(y).

Thus using again the weak locality of L it follows that

χVL
(∫

Y

vy dµ(y)
)
= χVL

(∫
Y

T (vy) dµ(y)
)

(by (3.2.2)) = χV

∫
Y

L(T (vy)) dµ(y) =

∫
Y

χVL(T (vy)) dµ(y) =

∫
Y

χVL(vy) dµ(y).

Since V was arbitrary, this is the conclusion.

We now see how to apply this general statement to the concrete cases of

L = d,∆,∇∗, δ,∆H,1.

The idea is to use, as map T , the multiplication with a Lipschitz cut-off function φ with

support in U and identically 1 on V . For the case of the Laplacian this does not really work,

as one would need to multiply by a Lipschitz function with bounded Laplacian in order to

remain in the domain of the operator. The problem is that on general RCD(K,∞) spaces it

is not clear whether this sort of cut-off functions exist (but see [82] or [83, Lemma 6.2.15]

for the case of proper RCD spaces). This issue is, however, easily dealt with by recalling

that the Laplacian is the divergence of the gradient and applying the above theorem twice

(this amount at localizing ∆f by looking at div(φ∇(φf))).

Let us start recalling that the differential d : H1,2(X, d,m) ⊆ L2(X,m) → L2(T ∗(X, d,m))

is weakly local (in fact even more, as there is locality on Borel sets and not just on open

ones) by [54, Theorem 2.2.3]. The same holds for the divergence operator div : D(div) ⊆

L2(T (X, d,m)) → L2(X,m). Indeed, for v, w ∈ D(div) equal on some open set U , we
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have ∫
X

φ div v dm = −
∫
X

dφ(v) dm
(∗)
= −

∫
X

dφ(w) dm =

∫
X

φ divw dm

for any φ ∈ Lip(X, d) with supp(φ) ⊆ U , having used the locality of the differential and

the assumption v = w on U in the starred equality (∗). This is sufficient to prove the

claim. Also since δ = − div when acting on 1-forms, we get the locality of δ. Similarly,

starting from the locality of the covariant derivative (see [54, Proposition 3.4.9]) it follows

the weak locality of ∇∗. Finally, the weak locality of the Laplacian follows from that of the

differential and of the divergence, and the locality of Hodge Laplacian follows from that of

d and of δ.

Below for the domain Dloc(d) ⊆ L2
loc(X,m) we shall use the more standard notation

H1,2
loc (X, d,m). We then have the following.

Proposition 3.2.4 (Local Hille’s theorem - concrete version). Let (X, d,m) be an RCD(K,∞)

space and (Y, dY, µ) a metric measure space. Let (fy) ∈ L1(Y, µ;L2
loc(X,m)) (resp.

(fy) ∈ L1(Y, µ;L2
loc(X,m)), resp. (Ay) ∈ L1(Y, µ;L2

loc(T
⊗2(X, d,m)))) be with fy ∈

H1,2
loc (X, d,m) (resp. fy ∈ Dloc(∆), resp. Ay ∈ Dloc(∇∗)) for µ-a.e. y ∈ Y.

Then for every U ⊆ X open bounded we have that y 7→ χUdfy (resp. y 7→ χU∆fy,

resp. y 7→ χU∇∗Ay) is - the equivalence class up to µ-a.e. equality of - a strongly Borel

function (i.e. Borel and essentially separably valued).

Now assume also that for every U ⊆ X open bounded we have
∫
Y
∥χU |dfy|∥L2 dµ(y) <

∞ (resp.
∫
Y
∥χU∆fy∥L2 dµ(y) <∞, resp.

∫
Y
∥χU |∇∗Ay|∥L2 dµ(y) <∞).

Then
∫
Y
fy dµ(y) ∈ H1,2

loc (X, d,m) (resp.
∫
Y
fy dµ(y) ∈ Dloc(∆), resp.

∫
Y
Ay dµ(y) ∈

Dloc(∇∗)) with

d

∫
Y

fy dµ(y) =

∫
Y

dfy dµ(y)

(resp. ∆
∫
Y
fy dµ(y) =

∫
Y
∆fy dµ(y), resp. ∇∗ ∫

Y
Ay dµ(y) =

∫
Y
∇∗Ay dµ(y)).

Proof. We start with the case of differential. We have already noticed that d is weakly

local and we know from [54, Theorem 2.2.9] that it is a closed operator. Let us check
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that the other assumptions in Lemma 3.2.3 are satisfied. (i) holds by our assumption, thus

we pass to (ii). Let U, V as in the statement and let φ ∈ Lip(X, d) be identically 1 on

V and with support in U (the hypothesis d(V,X \ U) > 0 grants that such φ exists). We

define T (f) := φf and notice that the properties in (3.2.1) are trivial. We pass to (iii),

and notice that by the very definition of extension of d from H1,2(X, d,m) to H1,2
loc (X, d,m)

it follows that the Leibniz rule holds even in H1,2
loc (X, d,m). It is then clear that we have

φf ∈ H1,2
loc (X, d,m) with d(φf) = φdf + fdφ. Thus

|d(φf)| ≤ χU |df | sup |φ|+ χUC|f | ∈ L2(X,m), (3.2.3)

where C denotes the Lipschitz constant of φ. Therefore φf is actually in H1,2(X, d,m).

With this said, let us verify the first claim. FixU ⊆ X open bounded, let φ ∈ Lipbs(X, d)

be identically 1 on U and notice that replacing fy with φfy it is sufficient to prove that if

y 7→ fy ∈ L2(X,m) is Borel and fy ∈ H1,2(X, d,m) for every y ∈ Y, then y 7→ dfy ∈

L2(T ∗(X, d,m)) is strongly Borel. Since L2(T ∗(X, d,m)) is separable (see [91] and [54,

Proposition 2.2.5]), it is enough to check Borel regularity. Also, since d : H1,2(X, d,m) →

L2(T ∗(X, d,m)) is continuous, it suffices to prove that y 7→ fy ∈ H1,2(X, d,m) is Borel. To

see this it is sufficient to show that the unit ball in H1,2(X, d,m) belongs to the σ-algebra

A generated by L2-open sets in H1,2(X, d,m). But this is obvious, because the lower

semicontinuity of the H1,2-norm w.r.t. L2-convergence ensures that closed H1,2-balls are

also L2-closed, and thus are in A. Since open balls are countable unions of closed balls,

the first claim follows.

For the second, we observe that what we just proved, along with our assumption that∫
Y
∥χU |dfy|∥L2 dµ(y) < ∞ and (3.2.3) ensure that the map y 7→ d(φfy) is actually in

L1(Y, µ;L2(T ∗(X, d,m))), i.e. (iii) of Lemma 3.2.3 holds and the conclusion follows from

such lemma.

The same line of thought gives the conclusion for ∇∗. For the Laplacian we start notic-
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ing that for V, U and φ as above we have

∫
X

|φ|2|df |2 dm = −
∫
X

2fφ⟨df, dφ⟩+ φ2f∆f dm

≤
∫
X

1
2
|φ|2|df |2 + 2|dφ|2|f |2 + 1

2
|φ|2(|f |2 + |∆f |2) dm,

i.e. 1
2

∫
X
|φ|2|df |2 dm ≤ C

∫
U
|f |2 + |∆f |2 dm. This proves that if f ∈ Dloc(∆) ⊆

L2
loc(X,m) then f ∈ H1,2

loc (X, d,m) as well. Hence what previously proved tells that for

y 7→ fy ∈ L2
loc Borel with fy ∈ Dloc(∆) for µ-a.e. y, we have that y 7→ χUdfy ∈

L2(T ∗(X, d,m)) is strongly Borel for any U ⊆ X open bounded. Now we want to prove that

the same assumptions ensure that y 7→ χU∆fy ∈ L2(X,m) is Borel as well. Since the σ-

algebra generated by the strong topology coincides with that generated by the weak topol-

ogy (because the closed unit ball can be realized as countable intersection of weakly-closed

halfspaces, so that closed balls are weakly Borel and thus the same holds for open balls

since they are countable union of closed balls), by approximation to get the desired Borel

regularity it is sufficient to prove that y 7→
∫
X
ψξ∆fy dm is Borel for any ψ ∈ Lipbs(X, d)

and ξ varying in a countable dense subset of L2(X,m). We pick ξ ∈ H1,2(X, d,m) and

notice that

∫
X

ψξ∆fy dm = −
∫
X

⟨∇(ψξ),∇fy⟩ dm = −
∫
U

⟨∇(ψξ),∇fy⟩ dm

for any U ⊆ X open bounded and containing the support of ψ. By what already proved we

see that the RHS is a Borel function of y, hence the desired Borel regularity follows.

With this said, the conclusion for the Laplacian follows by first applying the result to

the differential and then to the divergence (the study of the divergence operator closely

follows that of ∇∗ that in turn, as said, is largely based on that of d).

Remark 3.2.5. The above version of Hille’s theorem is compatible with the more general

one recently discussed in [92, Section 3.3]. However, being the presentation here substan-
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tially simpler we preferred giving a direct proof, rather than linking the terminology to that

in [92]. ■

3.3 Smoothing metric gt and computation of ∇∗gt

This section is taken from [41, Section 3.3]. For an n-dimensional weighted complete

Riemannian manifold (M, g, e−V dVolg) satisfying RicN ≥ Kg for some K ∈ R and some

N ∈ [n,∞) (namely (M, dg, e
−VVolg) is an RCD(K,N) space, recall (2.1.3) and (4.1.3)),

for any t > 0, define the map Φt :M → L2(M, e−VVolg) by

Φt(x) := (y 7→ p(x, y, t)) ∈ L2(M, e−VVolg).

Then the pull-back gt := (Φt)
∗gL2 is well-defined as a smooth tensor of type (0, 2) and it

satisfies

gt(x) =

∫
M

dxpy,t(x)⊗ dxpy,t(x)e
−V (y)dVolg(y) ∀x ∈M

where it is emphasized that the RHS of the above makes sense as Bochner integral for any

x ∈ M because of (2.6.12). In particular, thanks to Fubini’s theorem for all smooth vector

fields Vi (i = 1, 2) on M with bounded supports we have

∫
M

gt(V1, V2)e
−V dVolg =

∫
M

∫
M

dxpy,t(V1)(x) dxpy,t(V2)(x)e
−V (x)−V (y)dVolg(x)dVolg(y)

and it is easy to see that this equation also characterizes gt.

Let us generalize this observation to an RCD(K,N) space (X, d,m) as follows. Start

noticing that the identity |dpy,t ⊗ dpy,t|HS = |dpy,t|2, the bound (2.6.12) and Lemma 2.6.5

ensure that for every t > 0 the map y 7→ dpy,t⊗dpy,t is in L1(X,m;L2
loc((T

∗)⊗2(X, d,m))).

Hence the following definition is well-posed:

Definition 3.3.1 (Smoothing metrics gt). Let (X, d,m) be an RCD(K,N) space. We define
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the (0, 2) tensor gt ∈ L0((T ∗)⊗2(X, d,m)) on X as

gt :=

∫
X

dxpy,t ⊗ dxpy,t dm(y).

Notice that the basic properties of Bochner integration (Hille’s Theorem) ensure that

for V1, V2 ∈ L2(T (X, d,m)) with bounded support we have

∫
X

gt(V1, V2) dm =

∫
X

∫
X

dpy,t(V1) dpy,t(V2)dmdm(y).

When (X, d) is compact, making use of (2.6.20), it is proved in [43, Proposition 4.7]

that

gt :=
∑
i

e−2λitdφi ⊗ dφi, in L∞ ((T ∗)⊗2(X, d,m)
)
. (3.3.1)

After a normalization of gt as follows, the smoothing metrics are uniformly bounded in

L∞:

Proposition 3.3.2. Let (X, d,m) be an RCD(K,N) space. Then we have

tm(B√
t( · ))gt ≤ C(K,N)g m-a.e., ∀t ∈ (0, 1] (3.3.2)

in the sense of symmetric tensors.

In particular we have that gt ∈ L∞
loc((T

∗)⊗2(X, d,m)) and moreover that tm(B√
t(·))gt ∈

L∞((T ∗)⊗2(X, d,m)).

Proof. Fix V ∈ L0(T (X, d,m)) and notice that for m-a.e. x we have

tm(B√
t(x))gt(V, V )(x) ≤ tm(B√

t(x))|V |2(x)
∫
X

|dpy,t|2(x) dm(y)

(by (2.6.12)) ≤ C|V |2(x)
m(B√

t(x))

∫
X

exp

(
−d(x, y)2

5t
+ Ct

)
dm(y).

The conclusion follows from Lemma 2.6.5 (with α = 0).
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We now turn to the computation of ∇∗gt. To this aim, it is convenient to introduce the

following function:

pt(x) := p(x, x, t)
(2.6.13)
=

∫
X

p2y,t/2(x) dm(y).

Notice that thanks to the bounds (2.6.11) it is easy to see that for every t > 0 the map

y 7→ p2y,t/2 is in L1(X,m;L2(X,m)). It is then clear that the identity pt =
∫
X
p2y,t/2 dm(y)

holds also in the sense of Bochner integrals.

Let us start collecting some estimates for this function:

Lemma 3.3.3. Let (X, d,m) be an RCD(K,N) space. Then for any t > 0 we have p2t(x) ∈

Dloc(∆) with

dp2t = 2

∫
X

py,t/2dpy,t/2 dm(y) and |dp2t| ≤
C(K,N)√
tm(B√

t(·))
m-a.e. (3.3.3)

and

∆p2t = 2

∫
X

py,t/2∆py,t/2 + |dpy,t|2 dm(y) and |∆p2t| ≤
C(K,N)

tm(B√
t(·))

m-a.e..

(3.3.4)

Finally, we also have ∆p2t ∈ H1,2
loc (X, d,m) with

d∆p2t = 2

∫
X

dpy,t/2∆py,t/2 + py,t/2d∆py,t/2 + d|dpy,t|2 dm(y). (3.3.5)

It is part of the claim the fact that the integrands in (3.3.3) and (3.3.5) belong to the space

L1(X,m;L2
loc(T

∗(X, d,m))) and the one in (3.3.4) belongs to the spaceL1(X,m;L2
loc(X,m)).

Proof. Using (2.6.11) and (2.6.12) we get

∫
X

|d(p2y,t/2)| dm(y) ≤ 2

∫
X

py,t/2|dpy,t/2| dm(y)

≤ C√
tm(B√

t(·))2

∫
X

exp

(
−2d2(·, y)

5t
+ Ct

)
dm(y).

62



Thus from Lemma 2.6.5 and Proposition 3.2.4 we deduce that p2t ∈ H1,2
loc (X, d,m) and that

(3.3.3) holds. Similarly, starting from

∫
X

|∆(p2y,t/2)| dm(y) ≤ 2

∫
X

py,t/2|∆py,t/2|+ |dpy,t/2|2 dm(y)

and using the estimates (2.6.11), (2.6.12) and (2.6.14) and then again Lemma 2.6.5 and

Proposition 3.2.4, we conclude that p2t(x) ∈ Dloc(∆) and that (3.3.4) holds.

For the last claim we recall that py,t ∈ TestF(X, d,m), thus the Leibniz rule for the

Laplacian and the basic properties of test functions give py,t/2∆py,t/2+|dpy,t|2 ∈ H1,2(X, d,m)

with

d(py,t/2∆py,t/2 + |dpy,t|2) = dpy,t/2∆py,t/2 + py,t/2d∆py,t/2 + 2Hess py,t(∇py,t, · ).

The fact that the first two addends in the RHS are in L1(X,m;L2
loc(T

∗(X, d,m))) can be

proved as before. For the last one we let A ⊆ X be Borel and bounded and x̄ ∈ X. Then

we have d(x, y) ≥ d(y, x̄)−R for any x ∈ A, y ∈ X and some R > 0 independent on x, y.

Hence (2.6.12) implies that ∥|dpy,t|∥L∞(A) ≤ Ce−
d2(y,x̄)

5t for some C = C(t,K,N,A, x̄),

thus

∫
X

√∫
A

|Hess py,t(∇py,t, · )|2 dm(x) dm(y) ≤
∫
X

∥|Hess py,t|HS∥L2∥|dpy,t|∥L∞(A) dm(y)

(by (2.2.4)) ≤ C

∫
X

(∥∆py,t∥L2 + ∥|dpy,t|∥L2)e−
d2(y,x̄)

5t dm(y)

(by (2.6.16)) ≤ C

∫
X

m(B√
t(y))

− 1
2 e−

d2(y,x̄)
5t dm(y) <∞,

where the last inequality comes from Lemma 2.6.5. The conclusion follows.

To further analyze the link between gt and pt the following result will be crucial:

Lemma 3.3.4. Let (X, d,m) be an RCD(K,N) space. Then for every t > 0 we have that
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y 7→ ∆py,tdpy,t and y 7→ py,td∆py,t are both in L1(X,m;L2
loc(T

∗(X, d,m))) and

∫
X

∆py,tdpy,t dm(y) =

∫
X

py,td∆py,t dm(y).

Proof. For the first part of the claim we argue as in the proof of Lemma 3.3.3 above: let

A ⊆ X be Borel and bounded and x̄ ∈ X. Then d(x, y) ≥ d(y, x̄)−R for any x ∈ A, y ∈ X

and some R > 0 independent on x, y. Hence (2.6.12) implies that

∥|dpy,t|∥L∞(A) ≤ Ce−
d2(y,x̄)

5t (3.3.6)

for some C = C(t,K,N,A, x̄), and therefore

∫
X

√∫
A

|∆py,tdpy,t|2 dm(x) dm(y) ≤ C

∫
X

∥∆py,t∥L2e−
d2(y,x̄)

5t dm(y) <∞,

having used the bound (2.6.16) and Lemma 2.6.5 in the last step. This proves that y 7→

∆py,tdpy,t is in L1(X,m;L2
loc(T

∗(X, d,m))) and an analogous argument gives the same for

y 7→ py,td∆py,t.

Now write the Chapman-Kolmogorov equation (2.6.13) as

∫
X

p(y, z, s)pz,t dm(z) = py,t+s

and observe that the estimates (2.6.11), (2.6.12) and the same arguments just used en-

sure that for any y ∈ X the maps z 7→ p(y, z, s)pz,t and z 7→ p(y, z, s)dpz,t are in

L1(X,m;L2
loc(X,m)) and L1(X,m;L2

loc(T
∗(X, d,m))) respectively. Thus Proposition 3.2.4

gives ∫
X

p(y, z, s)dpz,t dm(z) = dpy,t+s.
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Multiplying both sides by py,t, integrating in y and using Fubini’s theorem we obtain

∫
X

pz,t+sdpz,t dm(z)
(2.6.13)
=

∫
X

∫
X

py,t p(y, z, s)dpz,t dm(z) dm(y) =

∫
X

py,tdpy,t+s dm(y).

Thus to conclude it is sufficient to prove that as s→ 0+ we have

∫
X

py,t+s − py,t
s

dpy,t dm(y) →
∫
X

∆py,tdpy,t dm(y),∫
X

py,td
(py,t+s − py,t

s

)
dm(y) →

∫
X

py,td∆py,t dm(y)

(3.3.7)

in L2
loc(T

∗(X, d,m)). We start noticing that from (2.6.13) we have

Fy,t :=
py,t+s − py,t

s
−∆py,t =

∫ 1

0

∆(py,t+rs − py,t) dr

= s

∫ 1

0

r∆
(∫ 1

0

∆py,t+rsh dh
)
dr

= s

∫ 1

0

r∆ht/3

(∫ 1

0

∆ht/3py,t/3+rsh dh
)
dr

and therefore using twice (2.6.3) we obtain

∥Fy,t∥L2 ≤ sC(t)

∫ 1

0

∫ 1

0

∥py,t/3+rsh∥L2 dh dr

(2.6.4)
≤ sC(t)∥py,t/3∥L2

(2.6.16)
≤ sC(K,N, t)m(B√ t

3

(y))−
1
2 .

(3.3.8)

Thus for A ⊆ X Borel and bounded we have

∫
X

√∫
A

|Fy,tdpy,t|2 dm dm(y)

(3.3.6)
≤ C

∫
X

∥Fy,t∥L2e−
d2(y,x̄)

5t dm(y)
(3.3.8)
≤ sC

∫
X

e−
d2(y,x̄)

5t

m(B√ t
3

(y))
1
2

dm(y)

for some C = C(K,N, t, A, x̄). Since the last integral is finite by Lemma 2.6.5, the LHS

goes to 0 as s→ 0+. This proves the first in (3.3.7). The second follows along very similar
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lines, we omit the details.

We are now in a position to prove the main result of this subsection:

Theorem 3.3.5. Let (X, d,m) be an RCD(K,N) space. Then for every t > 0 we have

gt ∈ Dloc(∇∗) with

∇∗gt = −1

4
d∆p2t. (3.3.9)

Proof. For any y ∈ X Proposition 2.2.9 tells ∇∗(dpy,t⊗dpy,t) = −∆py,tdpy,t− 1
2
d|∇py,t|2.

Also, arguing as in Lemma 3.3.3 it is easy to see that y 7→ −∆py,tdpy,t− 1
2
d|∇py,t|2 belongs

to the space L1(X,m;L2
loc(T

∗(X, d,m))). Thus taking into account Lemma 3.3.4 we obtain

∫
X

∇∗(dpy,t ⊗ dpy,t) dm(y) = −1
2

∫
X

∆py,tdpy,t + py,td∆py,t + d|dpy,t|2 dm(y)

(3.3.5)
= −1

4
d∆p2t.

The conclusion comes from the very definition of gt and Proposition 3.2.4.

3.4 Asymptotic behavior as t→ 0+

This section is taken from [41, Section 3.4]. The goal of this subsection is to study the

behaviour of gt and ∇∗gt as t→ 0+.

We start with the following result, which generalizes to the non-compact setting the

analogous statement [43, Theorem 5.10]:

Theorem 3.4.1. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Then

tm(B√
t( · ))gt → cng strongly in Lp

loc for any p ∈ [1,∞), where cn is a positive constant

depending only on n.

Proof. Since the proof is essentially same to that in [43, Theorem 5.10] after replacing Lp

by Lp
loc (recall that [43, Theorem 5.10] discussed only on the case when (X, d) is compact),

we shall only give a sketch of the proof.
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Fix V ∈ L∞(T (X, d,m)) with bounded support. First let us discuss the asymptotic

behaviour of the following as t→ 0+ for fixed y ∈ X and L > 0;

∫
X

tm(B√
t(x))|dpy,t(V )|2(x)dm(x)

=

∫
BL

√
t(y)

tm(B√
t(·))|dpy,t(V )|2dm+

∫
X\BL

√
t(y)

tm(B√
t(·))|dpy,t(V )|2dm.

(3.4.1)

The key idea to control the each terms in the RHS of (3.4.1) is to apply blow-up arguments

(i.e. we discuss the behaviour of the rescaled spaces (X,
√
t
−1
d,m(B√

t(y))
−1m, y) with re-

spect to the pointed measured Gromov-Hausdorff convergence as t → 0+) in conjunction

with the stability of the heat flow first observed in [93]. More precisely, we use the sta-

bility results proved in [60, Corollary 5.5, Theorem 5.7, Lemma 5.8], [94, Theorem 4.4],

[44, Theorem 3.3] (with [43, Theorem 2.19]), [24, Theorem 6.8] with Theorem 2.4.6 and

(2.6.12). Combining these, letting t → 0+ and then letting L → ∞ in the RHS of (3.4.1),

the following hold for m-a.e. y ∈ X:

1. The first term of the RHS of (3.4.1) converges to cn|V |2(y).

More precisely, argue as [43, Proposition 5.5], we can replace V ∈ L2(T ∗(X, d,m))

by some ∇f for f ∈ H1,2(X, d,m). And for m-a.e. y ∈ Rn, on the rescaled space

(X,
√
t
−1
d,m(B√

t(y))
−1m, y)), there exists a subsequence ti so that the following

rescaling of f :

f√t,y =
1√
t

(
f − 1

m(B√
t(y))

∫
X

fdm

)
converges to a harmonic and Lipschitz function f̂ as ti → 0 on the tangent cone

(Rn, | · |,Ln). This f̂ must be linear. Write ∇f̂ =
∑n

j=1 aj
∂

∂xj
. Set dt =

√
t
−1
d,

mt = m(B√
t(y))

−1m, then let the heat kernel on (X, dt,mt) be pt(x, y, s), observe the

rescaling relation pt(x, y, s) = m(B√
t(y))p(x, y, ts). The blow up steps are carried
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out as follows(by possibly taking a subsequence of t→ 0):

∫
BL

√
t(y)

tm(B√
t(·))|∇py,t(V )|2dm =

∫
B

dt
L (y)

mt(B
dt
1 (·))|⟨∇tp

t
y,1,∇tf√t,y⟩|2dmt

t→0−−→
∫
BL(0)

Ĥn(B1(·))|⟨∇pe(·, 0, 1),∇f̂⟩|2dĤn

= cn(L)|∇f̂ |2 = cn

n∑
j=1

|aj|2 = cn|∇f |2

where ∇t =
√
t∇ is the minimal relaxed slope computed under dt, Ĥn = 1

ωn
Hn is

the renormalized Hausdorff measure, and pe is the heat kernel on Rn, the last equality

holds at least for Lebesgue points of f , hence m-a.e.. As L→ ∞, cn(L) → cn, which

is a finite constant. Now substitute back V we get the convergence to cn|V |2.

2. The second term of the RHS of (3.4.1) converges to 0.

More precisely, this term is controlled by using (2.6.12).

Thus as t→ 0+ we obtain

∫
X

tm(B√
t(x))|dpy,t(V )|2(x)dm(x) → cn|V |2(y) m-a.e. y ∈ X.

Thus combining this with (3.3.2) and the dominated convergence theorem we get

∫
X

tm(B√
t(·))gt(V, V )dm → cn

∫
X

|V |2dm

which proves that tm(B√
t( · ))gt Lp-weakly converge to cng on any bounded subset A of X

because gt is symmetric and V is arbitrary.

In order to get the Lp
loc-strong convergence it suffices to check

lim
t→0+

∫
X

φ|tm(B√
t(·))gt|2HSdm = c2n

∫
X

φ|g|2HSdm = c2nn

∫
X

φdm (3.4.2)

for every φ ∈ Lipbs(X, d), because this implies the L2
loc-strong convergence and the im-
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provement to the Lp
loc-strong one comes from (3.3.2). Let us check (3.4.2) as follows.

For any z ∈ Rn, applying blow-up arguments as explained above again allows us to

deduce

F (z, t) :=
1

m(B√
t(z))

∫
B√

t(z)

|tm(B√
t(·))gt|2HSdm → c2nn

and thus (recalling (3.3.2) to use the dominate convergence theorem) for φ ∈ Lipbs(X, d)

we have

lim
t→0+

∫
X

φ(z)F (z, t) dm(z) = c2nn

∫
X

φ dm. (3.4.3)

On the other hand, we have

∫
X

φ(z)F (z, t) dm(z) =

∫
X

|tm(B√
t(·))gt|2HS(x)

∫
B√

t(x)

φ(z)

m(B√
t(z))

dm(z)︸ ︷︷ ︸
=:G(x,t)

dm(x).

(3.4.4)

Now notice that supt,xG(x, t) < ∞ (because of (2.4.4)) and limt→0+ G(x, t) = φ(x) for

m-a.e. x (because of the convergence of the blow-ups to the Euclidean space). It follows

(again using (3.3.2) to use the dominate convergence theorem) that

lim
t→0+

∫
X

|tm(B√
t(·))gt|2HS(x)

∣∣∣ ∫
B√

t(x)

φ(z)

m(B√
t(z))

dm(z)− φ(x)
∣∣∣dm(x) = 0

which together with (3.4.3) and (3.4.4) gives (3.4.2) and the conclusion.

Remark 3.4.2. In Theorem 3.4.1, the conclusion can not be improved to the case when

p = ∞ in general. For example, the RCD(0, 1) space ([0, π], dR,H1) satisfies

lim inf
t→0+

∥∥tH1(B√
t(·))gt − c1gR

∥∥
L∞ > 0.

See [43, Remark 5.11] for details. It is worth pointing out that the validity of

∥tm(B√
t(·))gt − cng∥L∞

loc
→ 0 (3.4.5)
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is closely related to the nonexistence of singular points (actually the singular points are

{0, π} in this example). See also [95, Theorem 1.1].

In connection with this pointing out, if (M, g, e−V dVolg) is any weighted complete n-

dimensional Riemannian manifold with RicN ≥ Kg for some K ∈ R and some N ∈

[n,∞), applying a construction of the heat kernel by parametrix, we can actually prove

that (3.4.5) holds. More precisely we have as t→ 0+.

4(8π)n/2t(n+2)/2gt

= eV g − eV
(
2

3

(
Ricg −

1

2
Scalgg

)
− dV ⊗ dV −∆gV g +

|∇gV |2

2
g

)
t+O(t2),

which is uniform on any bounded set. We will derive this expansion in next Chapter. See

also [42, Theorem 5]. ■

Corollary 3.4.3. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Let A be

a bounded Borel subset of X with

inf
r∈(0,1),x∈A

m(Br(x))

rn
> 0. (3.4.6)

Then Hn A is a Radon measure absolutely continuous w.r.t. m and

χAωnt
(n+2)/2gt → χAcn

dHn A

dm
g in Lp((T ∗)⊗2(X, d,m)), ∀p ∈ [1,∞).

Proof. The first part of the claim follows from Lemma 2.4.7 and (3.4.6). Then Theorem

2.4.6 ensures that as r → 0+

ωrn

m(Br(x))
→ dHn A

dm
m-a.e. x ∈ A.

Thus (3.4.6), the dominated convergence theorem and Theorem 3.4.1 give the conclusion.
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We now turn to the asymptotic of ∆p2t:

Proposition 3.4.4. Let (X, d,m) be an RCD(K,N) space, K ∈ R, N ∈ [1,∞). Then as

t→ 0+ we have

tm(B√
t(·))∆p2t(·) → 0 in Lp

loc(X,m), ∀p ∈ [1,∞).

Proof. The proof is based on blow-up arguments which is similar to that of Theorem 3.4.1.

Therefore we give only a sketch of the proof (see also [43]).

Let us first prove that for any z ∈ Rn, as t→ 0+,

1

m(B√
t(z))

∫
B√

t(z)

tm(B√
t(x))|∆p2t(x)|dm(x) → 0. (3.4.7)

In order to prove this, consider the pointed measured Gromov-Hausdorff convergent se-

quence of the rescaled space:

(Xt,z, dt,z,mt,z, z) :=

(
X,

1√
t
d,

1

m(B√
t(z))

m, z

)
pmGH→

(
Rn, dRn ,

1

ωn

Hn, 0n

)
(3.4.8)

and denote by pt,z, ∆t,z, the heat kernel, the Laplacian of (Xt,z, dt,z,mt,z), respectively,

namely pt,z(x, y, s) = m(B√
t(z))p(x, y, ts), ∆

t,zf = t∆f . Thus the LHS of (3.4.7) is

equal to ∫
Bdt,z

1 (z)

mt,z(Bdt,z

1 (x))|∆t,zpt,z2 (x)|dmt,z(x). (3.4.9)

Applying the stability results already used in the proof of Theorem 3.4.1 shows that ∆t,zpt,z2

L2
loc-strongly converge to ∆gRn (ωnp̃2) with respect to (3.4.8), where p̃(x) denotes the heat

kernel of the n-dimensional Euclidean space evaluated at (x, x). Since ∆gRn (ωnp̃2) = 0

because p̃2 is constant, (3.4.9) converges to

∫
B1(0n)

|∆gRn (ωnp̃2)|d
(

1

ωn

Hn

)
= 0
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as t→ 0+, which proves (3.4.7).

Fix a φ ∈ Lipbs(X, d). Applying (3.4.7) with (3.3.4), the dominated convergence theo-

rem yields

∫
X

φ(z)

m(B√
t(z))

∫
B√

t(z)

tm(B√
t(x))|∆p2t(x)|dm(x)dm(z) → 0.

On the other hand (3.3.4) and dominated convergence (recall (2.4.4)) imply

∣∣∣∣∣
∫
X

φ(z)

m(B√
t(z))

∫
B√

t(z)

tm(B√
t(x))|∆p2t(x)|dm(x)dm(z)−

∫
X

φ(z)tm(B√
t(z))|∆p2t(z)|dm(z)

∣∣∣∣∣
≤ C(K,N)

∫
X

∣∣∣φ(z)− ∫
B√

t(z)

φ(x)

m(B√
t(x))

dm(x)
∣∣∣dm(z) → 0.

Thus ∫
X

φ(x)tm(B√
t(x))|∆p2t(x)|dm(x) → 0. (3.4.10)

The desired Lp
loc-strong convergence comes from (3.4.10) and (3.3.4).

Corollary 3.4.5. Let (X, d,m) be an RCD(K,N) space. Also, let A be a bounded Borel

subset of X and n ∈ N be such that

inf
r∈(0,1),x∈A

m(Br(x))

rn
> 0.

Then as t→ 0+

t(n+2)/2∆p2t → 0 in L2(A,m).

Proof. Direct consequence of Proposition 3.4.4.

Remark 3.4.6. Although the above convergence results are stated for the strong conver-

gence for the sake of generality, the weak convergence is enough to justify the main results

in Chapter 4 and 5. ■
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3.5 Further Studies

The local Dirichlet heat kernel theory in an RCD(K,N) space is discussed in [88]. Given

any bounded open set U ⊆ X, there is a heat flow hU
t and heat kernel pU(x, y, t) ∈

H1,2
0 (U, d,m) called Dirichlet heat kernel associated to the local Dirichlet form

E(f) =
∫
X

|∇f |2dm ∀f ∈ H1,2
0 (U, d,m)

It is natural to ask if this method of smoothing of metric by pulling-back using heat kernel

admits a local counterpart. That is, define a family of metrics

gUt =

∫
X

dpU(x, y, t)⊗ dpU(x, y, t)dm(y),

does it holds that tm(B√
t(·))gUt → cng in L2((T ∗)⊗2(U, d,m))?

What becomes different from the global case is that the gradient estimates of pU . In [85,

Theorem 4.8] Sturm proved the following Gaussian lower bound in very general setting,

now we state it in the framework of RCD(K,N) space:

Theorem 3.5.1. Let (X, d,m) be an RCD(K,N) space, U ⊆ X be an open subset. There

exists constant C(K,N) so that

pU(x, y, t) ≥ 1

C
m−1(B√

s) exp

{
−C d2(x, y)

s

}
exp

{
− C

R2
t

}
(3.5.1)

for all points (x, y) that are joined by a curve γ : [0, 1] → U of length d(x, y), where

s = inf{t, R2} and R = infs∈[0,1] d(γ(s),X \ U).

Examining the proof carefully, it is notable that the γ can be any curve completely in

U so that its length ℓ(γ) is comparable to d(x, y), that is, there exist c, C > 0 so that

cd(x, y) < ℓ(γ) < Cd(x, y), which is sufficient to apply the parabolic Harnack inequality.

We can specialize this general result to U = BR and apply the gradient estimate in [96] to
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get the a gradient estimate for Dirichlet heat kernel. Recall [96, Theorem 1.1]:

Theorem 3.5.2. Let (X, d,m) be a RCD(−K,N) space for K ≥ 0 and N ∈ (1,∞) and

let T ∈ (0,∞), BR be a geodesic ball of radius R. If u(x, t) ∈ W 1,2
loc (BR,T ) is a local weak

solution of heat equation in BR,T := BR× (0, T ). Suppose that 0 < m ≤ u ≤M on BR,T ,

then the following estimate holds:

|∇xf(x, t)| ≤ CN

(
log(M/m)

R2
+

1

T
+K

)
· log M

u(x, t)

for a.e. (x, t) ∈ BR/2 × (T/2, T ), where f = log u and CN is a constant depending on N .

Theorem 3.5.3 (gradient estimate). Let pR(x, y, t) := pRy,t(x) be the Dirichlet heat kernel

on BR(q) ⊆ X, then there exists a constant C(K,N) such that for fixed y ∈ BR(q),

almost every x ∈ BR/8(q) and almost every t < Ty, such that B√
Ty

⊆ BR(q) and Ty ≤

inf{(R/6)2, d(y,X \BR(q)))}, the following estimate holds

|∇ log pRy,t(x)|2 ≤ C

(
t+ 1

R2
+

t

R2d2(y, ∂BR(q))
+

2

t
+ |K|

)(
1 +

d2(x, y)

t
+ t

)
.

Proof. Fix y0 ∈ BR(q) and T > 0 small so that T < Ty. Set u(x, t) = pR(x, y0, t).

Then u is a local solution to heat equation on BR/4(q). Let M = supBR/4(q)×(T/2,T ) u,

m = infBR/4(q)×(T/2,T ) u. We first do some computations. Thanks to Sturm’s heat kernel

lower bound, the fact that pR ≤ p (from weak maximum principle) and the Gaussian

estimates of p, i.e., (2.6.11), we have

M

m
≤ C1C3

m(B√
T (y0))

m(B√
T/2

(y0))
e
C4

25R2

16t
+C2t+

C5t

d2(y,∂BR(q))

≤ Ce

√
(N−1)|K|T+C4

25R2

16t
+C2t+

C5t

d2(y,∂BR(q)) .
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Taking logarithm,

log
M

m
≤ C +

√
(N − 1)|K|T + C4

25R2

8T
+ C2T +

C5T

d2(y, ∂BR(q))

≤ C

(
1 + T +

T

d2(y, ∂BR(q))
+
R2

T

)
.

The same computation gives

log
M

u(x, t)
≤ C

(
1 + T +

d(x, y0)
2

T

)
.

Now it follows from [96, Theorem 1.1] that for m × L1-a.e. (x, t) ∈ BR/8 × (T/2, T ) it

holds that

|∇x log p
R(x, y0, t)|2 ≤ C

(
1 + t

R2
+

t

R2d2(y0,X \BR(q))
+

2

t
+ |K|

)(
1 + t+

d(x, y0)
2

t

)
,

as desired.

Further manipulation gives a Gaussian estimate of |∇pR|. Note that t
d(y,X\BR)

blows up

when y approaches the boundary of BR. This makes the integral

∫
X

tm(B√
t(·))dpU(x, y, t)⊗ dpU(x, y, t)dm(y)

hard to be uniformly estimated when t → 0. Even in Euclidean space, the presence of

such a term 1
d(y,X\BR(0))

in the gradient estimates of local heat kernel of the ball BR(0) is

inevitable. So the argument in [43] cannot be applied directly. Since it is relatively hard

to compute the explicit form of a local heat kernel, there is also no counterexample of the

convergence tm(B√
t(·))gUt → cng is known.

Another question closely related to gUt is the convergence to the global metric gt, when

enlarging the open set U . More precisely, denote by gRt the corresponding pull-back metric

on the ball BR, is there an L2 convergence gRt → gt as R → ∞?
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CHAPTER 4

WEAKLY NON-COLLAPSED SPACES ARE STRONGLY NON-COLLPASED

4.1 Overview

This Chapter is a review of the joint work with Brena-Gigli-Honda [41]. The notion

wncRCD(K,N) spaces is introduced in Definition 2.5.6. We provide a motivation for

it here. It starts with finding criteria for non-collapsed spaces. The analysis carried out

by Cheeger-Colding and the analogy with the study of the Bakry-Émery N -Ricci curva-

ture tensor (see (4.1.3) and the subsequent discussion) suggest that in fact ncRCD(K,N)

spaces should be identifiable among RCD(K,N) ones by properties seemingly weaker

than the one m = HN . To be more precise we need to introduce the N -dimensional

(Bishop-Gromov) density θN [X, d,m] : X → [0,∞] as

θN [X, d,m](x) := lim
r→0+

m(Br(x))

ωNrN
∀x ∈ X,

notice that the existence of the limit is a consequence of the Bishop-Gromov inequality. It

is worth pointing out that standard results about differentiation of measures ensure that if

HN is a Radon measure on X, then

lim sup
r→0+

HN(Br(x))

ωNrN
≤ 1 for HN -a.e. x ∈ X.

In particular, if X is a ncRCD(K,N) space we have

θN [X, d,m](x) ≤ 1 ∀x ∈ X. (4.1.1)

Then the following conjecture is raised in [78]:
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Conjecture 4.1.1 (De Philippis-Gigli). If

m ({x ∈ X : θN [X, d,m](x) <∞}) > 0, (4.1.2)

then m = cHN for some c ∈ (0,∞). In particular (X, d, c−1m) is a ncRCD(K,N) space.

Let us make few comments about the statement of the conjecture and its validity.

First of all, we remark that condition (4.1.2) cannot be replaced by the weaker one

{x ∈ X : θN [X, d,m](x) <∞} ≠ ∅

because for instance the metric measure space ([0, π], dR, sinN−1 tdt) is an RCD(N−1, N)

space, the density θN is finite on {0, π} which is null with respect to the reference measure

sinN−1 tdt, and for anyN > 1, sinN−1 tdt does not coincides with cHN for any c ∈ (0,∞).

Moreover let us point out that the Hausdorff dimension of any CD(K,N) space X is

at most N [18]. In this sense, the assumption in Conjecture 4.1.1 amounts at asking for

the existence of a ‘big’ portion of the space with maximal dimension (notice for instance

that if m ≪ Hα for some α < N , then θN = +∞ m-a.e.). Such ‘maximality’ of N in

the conjecture plays an important role. To see why, consider an n-dimensional weighted

Riemannian manifold (M, g, e−V dVolg), and recall that for N ≥ 1 the definition of Bakry-

Émery N -Ricci curvature tensor (2.1.3) and the fact that

(M, dg, e
−VVolg) is an RCD(K,N) space if and only if RicN ≥ Kg. (4.1.3)

On the other hand, it is clear that (e−VVolg)(Br(x)) ∼ rn for every x ∈ M as r → 0+,

thus assumption (4.1.2) holds if and only if n = N , and this information together with

RicN ≥ Kg forces V to be constant by the very definition of RicN .

It is now time to point out that thanks to the main result of [68] - and the aforementioned

structural properties - we now know that any RCD(K,N) space (X, d,m) admits an essen-

77



tial dimension n ∈ N∩ [1, N ] by Theorem 2.4.4, meaning in particular that m ≪ Hn ≪ m

on the Borel set R∗
n (recall (2.4.7)), where m(X\R∗

n) = 0. We thus see from general results

about differentiation of measures that

if (4.1.2) holds, then we have θN [X, d,m] <∞ m-a.e.. (4.1.4)

RCD(K,N) spaces for which θN [X, d,m] is finite m-a.e. have been called weakly non-

collapsed RCD spaces in [78], while spaces such that θN [X, d,m] is finite for every point

have been called ‘non-collapsed’ in [77]. It is then clear from (4.1.1) that

non-collapsed =⇒ non-collapsed in the sense of [77] =⇒ weakly non-collapsed

and from (4.1.4) that proving Conjecture 4.1.1 is equivalent to proving that these three

‘non-collapsing conditions’ are equivalent (up to multiplying the reference measure by a

scalar).

It is known that the conjecture holds true in the following three cases:

1. (X, d) has an upper bound on sectional curvature in a synthetic sense, namely, it is a

CAT(κ) space for some κ > 0: [97]

2. (X, d) is isometric to a smooth Riemannian manifold, possibly with boundary: [98].

3. (X, d) is compact: [45].

The main result of this section is the resolution of Conjecture 4.1.1 in full generality:

Theorem 4.1.2. Conjecture 4.1.1 holds true.

We emphasize that our proof also yields the following result, which is of independent

interest and will play a prominent role in the proof of Theorem 4.1.2.
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Theorem 4.1.3. Let (X, d,m) be an RCD(K,N) space of essential dimension n, and let U

be a connected open subset of X with

inf
r∈(0,1),x∈A

m(Br(x))

rn
> 0 (4.1.5)

for any compact subset A ⊆ U . Then the following two conditions are equivalent:

1. for every f ∈ D(∆),

∆f = tr(Hessf) m-a.e. on U ;

2. for some c ∈ (0,∞),

m U = cHn U.

Notice that this has nothing to do with non-collapsing properties and, in particular, it

can very well be that the assumption (4.1.5) holds for U = X. Moreover items 1 and 2 may

hold only on some U ⊊ X: just consider the case of a weighted Riemannian manifold as

before with V constant on U but non-constant outside U .

Remark 4.1.4. As a consequence of our main result, we obtain that if the Hausdorff di-

mension of an RCD(K,N) space is N , then also its topological dimension is N (we refer

to [99] for the relevant definitions). Indeed, under this assumption Theorem 2.5.5 and our

main result imply that the space is, up to a scalar multiple of the reference measure, a

ncRCD(K,N) space. Then from the Reifenberg flatness around a regular point (see [12]

and then [78], [53]) we see that any regular point has a neighbourhood which is homeomor-

phic to RN . This proves that the topological dimension is at least N and since in general

this is at most the Hausdorff one (see e.g. [100, Theorem 8.14]), our claim is proved.

Finally the main result easily implies the follwowing characterization of non-collapsed

spaces:

Theorem 4.1.5 (Characterization of non-collapsed RCD(K,N) space). Let (X, d,Hn) be

an RCD(K,N) space. Then the following two conditions are equivalent:

79



1. (X, d,Hn) is a non-collapsed RCD(K,n) space.

2. For any compact subset A ⊆ X, we have

inf
x∈A,r∈(0,1)

Hn(Br(x))

rn
> 0. (4.1.6)

4.1.1 Strategy of proof

The basic strategy we adopt in proving the conjecture is the one introduced by Honda

in [45] to handle the compact case. Still, moving from compact to non-compact creates

additional technical complications that must be handled: one of the things is to replace

the expansion of the heat kernel via eigenfunctions - used in [45] - with suitable decay

estimates based on Gaussian bounds. We have done this in Chapter 3. Also, in the course

of the proof we obtain (by making explicit some ideas that were implicitly used in [45])

interesting intermediate results that are new even in the smooth context, see in particular

formula (4.1.14). Finally, on general RCD spaces X of essential dimension n and U ⊆ X

open we establish relevant links between the properties

- tr(Hessf) = ∆f on U ⊆ X for every f sufficiently regular,

- m = cHn on U ⊆ X for some c > 0,

see Theorem 4.1.3 below for the precise statement.

With this said, let us describe the main idea by having a look at the case of a weighted

n-dimensional Riemannian manifold (M, g, e−V dVolg). Let us consider the reference mea-

sure m := e−VVolg and the Hausdorff measure Hn = Volg. Assume that RicN ≥ Kg for

some K ∈ R and some N ∈ [n,∞) (namely (M, dg,m) is an RCD(K,N) space, recall

(2.1.3) and (4.1.3)). Now notice that the following integration by parts formulas hold: for

every f, φ ∈ C∞
c (M) we have

80



−
∫
M

⟨df, dφ⟩ dm =

∫
M

φ∆f dm, (4.1.7a)

−
∫
M

⟨df, dφ⟩ dHn =

∫
M

φ tr(Hessf) dHn. (4.1.7b)

From these identities it is easy to conclude that

m = cHn ⇔ tr(Hessf) = ∆f ∀f ∈ C∞
c (M). (4.1.8)

Thus recalling (4.1.4) we see that the desired result will follow if we can show that

θN [M, dg,m] <∞ a.e. implies that tr(Hessf) = ∆f for any smooth function f.

To see this recall that, as already noticed, having θN [M, dg,m](x) < ∞ for some point

x ∈ M implies that M is N -dimensional (and thus in particular that N is an integer), then

recall (4.1.3) and the definition (2.1.3) of the N -Ricci curvature tensor.

This establishes the claim in the smooth setting. In the general case we follow the same

general ideas, but we have to deal with severe technical complications. Start observing that

the analogue of (4.1.7a) holds in general RCD spaces by the very definition of ∆ (see [22])

and that, less trivially, the analogue of (4.1.8) is also in place on RCD(K,N) spaces of

essential dimension equal to N (from the results in [81], using the fact that local dimension

is equal to the essential dimension, see also [54]). Thus to conclude along the lines above

it is sufficient to prove that (4.1.7b) holds on RCD(K,N) spaces of essential dimension n.

We do not have exactly such result, but have instead the following result which is anyway

sufficient to conclude:

Theorem 4.1.6. Let (X, d,m) be an RCD(K,N) space of essential dimension n. Let U ⊆
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X be bounded open and assume that

inf
r∈(0,1),x∈U

m(Br(x))

rn
> 0. (4.1.9)

Then for every φ ∈ Lip(X, d), f ∈ D(∆) with supp(φ), supp(f) ⊆ U formula (4.1.7b)

holds.

See Theorem 4.2.1 for a slightly sharper statement. Notice also that by the Bishop-

Gromov inequality, assumption (4.1.9) holds trivially with n = N for any bounded subset

U of a weakly non-collapsed RCD space. Also, the statement above is interesting re-

gardless of the application we just described, and valid also in possibly ‘collapsed’ RCD

spaces.

Thus everything boils down to the proof of such result. The basic idea for the proof is

to perform a smoothing of the metric tensor via heat flow. Let us describe the procedure,

introduced in [42], in the smooth setting. Consider a compact smooth Riemannian manifold

(M, g, dVolg) and, for every t > 0, let Φt :M → L2(M,Volg) be defined as

Φt(x) := (y 7→ p(x, y, t)) ,

where p is the heat kernel. We can use this map to pull-back the flat metric gL2 ofL2(M,Volg)

and obtain the metric tensor gt := Φ∗
tgL2 that is explicitly given by

gt =

∫
M

dp(·, y, t)⊗ dp(·, y, t)dVolg(y) ∈ C∞((T ∗)⊗2M). (4.1.10)

The intriguing fact we discussed in Chapter 3 is that, after appropriate rescaling, the tensors

gt converge to the original one g. More precisely, we have

∥4(8π)n/2t(n+2)/2gt − g∥L∞ → 0 as t→ 0+, (4.1.11)
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where n denotes the dimension of M . In fact in [42] more is proved, as it is provided

the first order Taylor expansion of t(n+2)/2gt, we will discuss the first order expansion, i.e.

the second term in the expansion in Chapter 5. A way to read this convergence is via the

stability of the heat flow under measured-Gromov-Hausdorff convergence of spaces with

Ricci curvature uniformly bounded from below; this observation is more recent than [42],

as it has been made by Gigli in [93], still, this is the argument used in the RCD setting so

let us present this viewpoint. It is clear that for M = Rn the tensor gt is just a rescaling

of the Euclidean tensor. On the other hand, denoting by Mλ the manifold M equipped

with the rescaled metric tensor λg, and by pλ the associated heat kernel, it is also clear that

p(x, y, t) = pλ(x, y, λ−1t). Thus the asymptotics of p(x, y, t) as t → 0+ corresponds to

that of pλ(x, y, 1) as λ → ∞ and, as said, these kernels converge to the Euclidean ones

where the evolution of the metric tensors gt is trivial.

Coming back to the RCD setting, we recall that the heat kernel is well-defined in this

context [101], and a differential calculus is available in this framework [54]. Thus the same

definition as in (4.1.10) can be given and one can wonder whether the same convergence

result as in (4.1.11) holds. Interestingly, in this case one has

∥tm(B√
t(·))gt − cng∥Lp

loc
→ 0 as t→ 0+, ∀p ∈ [1,∞) (4.1.12)

for some constant cn depending only on the essential dimension of X (this has been proved

in [43] for compact RCD(K,N) spaces, and is generalized to the non-compact setting in

Chapter 3). Notice that the loss from convergence in Lp to convergence in Lp
loc is unavoid-

able, but unharmful for our purposes. It is important to remark that the factor in front of gt

is now not constant anymore: this has to do with Gaussian gradient estimates for the heat

kernel. Now let U ⊆ X be open bounded and assume that Hn is a Radon measure on U (this

is always the case if (4.1.9) holds). In this case by standard results about differentiations of
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measures we have

lim
t→0+

tm(B√
t(·))

t
n+2
2

= c′n
dm

dHn
m-a.e. on U.

Thus if (4.1.9) holds, from (4.1.12) we deduce that

∥t
n+2
2 gt − c′′n

dHn

dm
g∥Lp(U) → 0 as t→ 0+. (4.1.13)

We couple this information with the following explicit computation of the adjoint ∇∗ of

the covariant derivative of gt:

∇∗gt(x) = −1

4
dx∆xp(x, x, 2t). (4.1.14)

This formula was obtained in [45] in the compact setting by expanding the heat kernel via

eigenfunctions of the Laplacian. As pointed out in Chapter 3 this approach does not work in

our current framework and we have proceeded via a more direct approach based on ‘local’

Bochner integration.

We are almost done: by explicit computations based on Gaussian estimates one can see

that

t
n+2
2 dx∆xp(x, x, 2t)⇀ 0 as t→ 0+

where ⇀ means weak Lp convergence, thus combining this information with (4.1.14),

(4.1.13) we conclude that

∇∗(dH
n

dm
g) = 0 in U.

This latter equation is a restatement of (4.1.7b) for f, φwith support in U , i.e. this argument

gives Theorem 4.1.6, as desired.
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4.2 Proof of the conjecture 4.1.1

This section is taken from [41, Section 4]. From both the technical and conceptual points of

view, the following is the crucial result in this section. Its proof is basically a combination

of the convergence results established in Corollaries 3.4.3, 3.4.5 together with formula

(3.3.9):

Theorem 4.2.1 (Integration-by-parts formula). Let (X, d,m) be an RCD(K,N) space of

essential dimension n. Let also U ⊆ X be open and assume that

inf
r∈(0,1),x∈A

m(Br(x))

rn
> 0

for every compact subset A of U . Then for any φ ∈ Lipbs(X, d) with supp(φ) ⊆ U and

f ∈ D(∆), it holds that

∫
X

⟨dφ, df⟩dHn = −
∫
X

φ tr(Hessf)dHn.

Proof. The assumptions on φ, f ensure that φdf is in the domain of the covariant derivative

with ∇(φdf) = dφ ⊗ df + φHessf (see [54, Theorem 3.4.2, Proposition 3.4.5]), with

identifications under the Riesz isomorphisms. Thus (3.3.9) gives

∫
X

⟨t(n+2)/2gt,∇(φdf)⟩HS dm = −1

4

∫
X

⟨∇∆(t(n+2)/2p2t), φ∇f⟩dm

=
1

4

∫
X

∆(t(n+2)/2p2t)div(φ∇f)dm.
(4.2.1)

Let us take the limit t → 0+ in (4.2.1). The RHS converge to 0 because of Corollary

3.4.5 applied with A := supp(φ). On the other hand by Corollary 3.4.3 applied with

A := supp(φ), the LHS of (4.2.1) converges to, up to multiplying by a constant,

∫
X

⟨g,∇(φdf)⟩HS dHn =

∫
X

⟨dφ, df⟩dHn +

∫
X

φ tr(Hessf)dHn.
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This completes the proof.

To deduce from the above the equivalence of the ‘weak’ and ‘strong’ non-collapsed

conditions we shall use the following simple result:

Lemma 4.2.2. Let (X, d,m) be an RCD(K,N) space. Also, let U ⊆ X be an open con-

nected set and let ξ ∈ L∞
loc(U,m). Assume that for every ψ ∈ Lipbs(X, d) with support in U

and f ∈ D(∆) it holds

∫
X

ξ⟨∇ψ,∇f⟩ dm = −
∫
X

ξψ∆fdm. (4.2.2)

Then ξ is constant on U .

Proof. It suffices to check that ξ is locally constant on U because U is connected. Let

z ∈ X and r ∈ (0, 1
6
) with B3r(z) ⊆ U and let ψ ∈ Lip(X, d) be identically 1 on

B2r(z) and with support in B3r(z). Also, set ξt := ht

(
χB2r(z)ξ

)
∈ D(∆), namely

ξt(y) =
∫
B2r(z)

p(x, y, t)ξ(x)dm(x) for m-a.e. y ∈ X and notice that Hille’s theorem (see

also Proposition 3.2.4) gives

∆ξt(y) =

∫
B2r(z)

∆yp(x, y, t)ξ(x)dm(x)
(2.6.17)
=

∫
B2r(z)

ξ∆py,t dm .

This identity and the assumption (4.2.2) (with f = py,t) give

∆ξt(y) =

∫
X

(χB2r(z) − ψ)ξ∆py,t dm−
∫
X

ξ⟨∇ψ,∇py,t⟩ dm

for m-a.e. y ∈ X. Therefore the assumption ξ ∈ L∞
loc(U,m) tells that for y ∈ Br(z) we have

|∆ξt|(y) ≤ C

∫
B3r(z)\B2r(z)

|∆py,t| dm+ C

∫
B3r(z)\B2r(z)

|∇py,t|dm

(by (2.6.12), (2.6.14)) ≤ C
(
t−1 + t−1/2

)
exp

(
−r

2

5t

)∫
B3r(z)

1

m(B√
t(x))

dm(x),
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where C is a positive constant which is independent with t and y. Now notice that (2.4.2)

and the assumption r ∈ (0, 1
6
) ensure that 1

m(B√
t(x))

≤ C(K,N)
m(B1(z))

t−
N
2 for every t ∈ (0, 1) and

x ∈ B3r(z). It then follows that ∆ξt uniformly converge to 0 on Br(z).

Let now φ ∈ Lip(X, d) be with support in Br(z) and notice that

∫
X

|d(φξt)|2 dm =

∫
X

|ξt|2|dφ|2 + 2ξtφ⟨dξt, dφ⟩+ |φ|2|dξt|2 dm

=

∫
X

|ξt|2|dφ|2 − |φ|2ξt∆ξt dm.

By what we proved we see that the RHS is bounded as t → 0+, hence the lower semicon-

tinuity of the Cheeger energy ensures that φξ ∈ H1,2(X, d,m). Now choose φ ∈ Lip(X, d)

identically 1 on Br/2(z) and with support in Br(z) and let η ∈ Lip(X, d) be arbitrary with

support in Br/2(z). Since supp(η) ⊆ {φ = 1}, from (4.2.2) it follows that

∫
X

φξ⟨∇η,∇f⟩ dm = −
∫
X

ηξφ∆fdm (4.2.3)

for any f ∈ D(∆). Moreover, by what we just proved the following computations are

justified:

−
∫
X

φξη∆fdm =

∫
X

⟨∇(φξη),∇f⟩dm =

∫
X

φξ⟨∇η,∇f⟩+ η⟨∇(φξ),∇f⟩dm.

This and (4.2.3) imply that
∫
X
η⟨∇ξ,∇f⟩dm =

∫
X
η⟨∇(φξ),∇f⟩dm = 0. The arbitrari-

ness of η then gives ⟨∇(φξ),∇f⟩ = 0 m-a.e. on Br/2(z). Then the density of D(∆)

in H1,2(X, d,m) gives ∇(φξ) = 0 m-a.e. on Br/2(z). In turn this implies (e.g. from the

Sobolev to Lipschitz property) that φξ, and thus ξ, has a representative which is constant

in Br/2(z), which is sufficient to conclude.

We have now all the ingredients to prove the main equivalence.

Proof of Theorem 4.1.3. Under (4.1.5), we can apply Theorem 4.2.1 and deduce the integration-
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by-parts formula:

∫
X

⟨dφ, df⟩dH
n

dm
dm = −

∫
X

φ tr(Hessf)
dHn

dm
dm ,

valid for any φ ∈ Lip(X, d) with support in U and any f ∈ D(∆). Now notice that (4.1.5)

together with Theorem 2.4.6 imply that dHn

dm
∈ L∞

loc(U,m). Hence if item 1 holds, we can

apply Lemma 4.2.2 with ξ = χU
dHn

dm
to deduce that item 2 holds as well.

Conversely, if item 2 holds, for all φ and f as above, we have

−
∫
X

φ∆f dm =

∫
X

⟨dφ, df⟩ dm = −
∫
X

φ tr(Hessf) dm ,

having used item 2 and the integration-by-parts formula in the last step. By the arbitrariness

of φ, this proves item 1.

Proof of Theorem 4.1.2. From the Bishop-Gromov inequality (2.4.2) it easily follows that

for any bounded set A of X we have

inf
r∈(0,1),x∈A

m(Br(x))

rN
> 0. (4.2.4)

On the other hand, Theorem 2.5.5 gives that the essential dimension of X is N , thus

Theorem 2.5.7 with (2.1.2) shows

∆f = tr(Hessf) ∀f ∈ D(∆). (4.2.5)

Then the conclusion follows from (4.2.4), (4.2.5) and Theorem 4.1.3.

4.3 Applications

This section is taken from [41, Section 1.3]. The following applications seem to be already

known to experts if Theorem 4.1.2 is established (for instance [53] and [69]). However for
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readers’ convenience let us give them precisely. Roughly speaking, they are based on a fact

that the space of weakly non-collapsed spaces is open in the space of RCD(K,N) spaces

because of the lower semicontinuity of the essential dimensions with respect to pointed

measured Gromov-Hausdorff convergence proved in [77] (Theorem 2.4.9).

It is known that pointed Gromov-Hausdorff (pGH) and pointed measured Gromov-

Hausdorff (pmGH) convergences are metrizable (see for instance in [24]). Thus ‘ϵ-pGH

close’ and ‘ϵ-pmGH close’ make sense as appeared in the following theorem. Note that

as the sequential compactness of RCD(K,N) spaces is known (Theorem 2.3.3), any such

metric determines the same compact topology.

The first application is stated as follows.

Theorem 4.3.1. For any K ∈ R, any N ∈ N, any δ ∈ (0,∞) and any v ∈ (0,∞), there

exists ϵ := ϵ(K,N, δ, v) ∈ (0, 1) such that if a pointed RCD(K,N) space (X, d,m, x) is

so that (X, d, x) is ϵ-pGH close to (Y, dY, y) for some non-collapsed RCD(K,N) space

(Y, dY,HN) with

HN(B1(y)) ≥ v, (4.3.1)

then we have m = cHN for some c ∈ (0,∞), and moreover
∣∣HN(B1(x))−HN(B1(y))

∣∣ <
δ.

Next application shows that the non-collapsed condition can be recognized from the

point of an infinitesimal view.

Theorem 4.3.2. Let (X, d,m) be an RCD(K,N) space. If the essential dimension of some

tangent cone (Y, dY,mY , y) at some point x ∈ X is equal to N , then m = cHN for some

c ∈ (0,∞).

Note that the converse implication also holds in Theorem 4.3.2, namely if (X, d,HN)

is a non-collapsed RCD(K,N) space, then any tangent cone at any point is also a pointed

non-collapsed RCD(0, N) space (see Theorem 2.5.3).
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The following final application shows that the non-collapsed condition can be also rec-

ognized from the asymptotical point of view. Note that the LHS of (4.3.3) exists by the

Bishop-Gromov inequality, and does not depend on the choice of x ∈ X.

Theorem 4.3.3. Let (X, d,m) be an RCD(0, N) space and assume that

sup
x∈X

m(B1(x)) <∞ (4.3.2)

and that for some (hence all) x ∈ X

lim
r→∞

m(Br(x))

rN
> 0. (4.3.3)

Then m = cHN for some c ∈ (0,∞).

Notice that the assumption (4.3.2) is essential, as this simple example shows: just

consider the RCD(0, N) space ([0,∞), dR, x
N−1H1), which satisfies (4.3.3) but is clearly

not non-collapsed. Conversely, any non-collapsed RCD(K,N) space (X, d,HN) satisfies

(4.3.2), as a consequence of the Bishop-Gromov inequality and (4.1.1).

We now proceed to the proof of the above results.

Proof of Theorem 4.3.1. From the continuity of HN in the compact (as a consequence of

Theorem 2.3.3) space of unit balls in RCD(K,N) spaces stated in Theorem 2.5.4, we see

that picking ϵ sufficiently small, the conclusion
∣∣HN(B1(x))−HN(B1(y))

∣∣ < δ holds

true. Thus we concentrate on the first part of the claim.

The proof is done by contradiction. If not, there exist a sequence ϵi → 0+, a se-

quence of pointed RCD(K,N) spaces (Xi, di,mi, xi) and a sequence of non-collapsed

RCD(K,N) spaces (Yi, dYi
,HN , yi) with HN(B1(yi)) ≥ v such that (Xi, di, xi) ϵi-pGH

close to (Yi, dYi
, yi) and so that mi is not proportional to HN .

Thanks to Theorem 2.3.3, after passing to a non-relabelled subsequence, there exists a
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pointed RCD(K,N) space (Z, dZ,mZ, z) such that

(
Xi, di,

1

mi(B1(xi))
mi, xi

)
pmGH→ (Z, dZ,mZ, z)

and

(Yi, dYi
, yi)

pGH→ (Z, dZ, z).

Thanks to Theorem 2.5.3 with (4.3.1), we have

(Yi, dYi
,HN , yi)

pmGH→ (Z, dZ,HN , z),

with HN(B1(z)) ≥ v. Recalling Theorem 2.5.5, we see that (Z, dZ,mZ) is weakly non-

collapsed, in particular, has essential dimension N . Then the lower semicontinuity state-

ment given by Theorem 2.4.9 gives

N ≥ lim inf
i→∞

essdim(Xi) ≥ essdim(Z) = N.

It follows that essdim(Xi) = N for any sufficiently large i. Thus from the characterization

of weakly non-collapsed spaces in Theorem 2.5.5 and our main result Theorem 4.1.2 it

follows that mi = ciHN for every i sufficiently large. This provides the desired contradic-

tion.

Proof of Theorem 4.3.2. Let us take ri → 0+ with (2.4.6), according to the assumption

(Y, dY,mY, y) ∈ Tan(X, d,m, x). As the essential dimension does not change under rescal-

ing as in the LHS of (2.4.6), we see, by Theorem 2.4.9 and the assumption essdim(Y) = N ,

that essdim(X) = N . Thus we conclude by our main result Theorem 4.1.2, taking into ac-

count also Theorem 2.5.5.

Proof of Theorem 4.3.3. Let us take ri → ∞ and a sequence of rescaled spaces as in the

LHS of (2.4.6); by Theorem 2.3.3 (here we use the fact that the space is an RCD(K,N)
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space with K = 0) we can extract a non relabelled subsequence of {ri}i such that such

rescaled spaces converge to the RCD(0, N) space (Y, dY,mY, y) in the pmGH topology.

Therefore, if z ∈ Y, we take a sequence {yi}i ⊆ X that converges to z under this pmGH

convergence,

mY(Br(z))

rN
= lim

i

m(Brri(yi))

rNm(Bri(x))
= lim

i

m(Brri(yi))

(rri)N
rNi

m(Bri(x))

≤ lim sup
i

m(B1(yi))
rNi

m(Bri(x))
≤ C

where C is independent of r. Here we have used the Bishop-Gromov inequality (2.4.2) for

the first inequality and our assumptions for the last inequality. Therefore, using Theorem

2.5.5 we see that essdim(Y) = N , so that we can conclude as in the proof of Theorem

4.3.2.

4.4 Further studies

For any connect open set U , the equivalence between

• trHessf = ∆f , m-a.e. in U

• m U = Hn U

should hold without assuming the volume ratio bound (4.1.5), since the bound is only for

technical use when we take the limit t(n+2)/2gt → cng. In particular, from the equivalence

established in Theorem 2.5.7, it is expected that the local Bochner inequality (2.5.2) should

implies (4.1.5), hence m U = Hn U . But there is no clear argument to prove (4.1.5)

under (2.5.2).

Another question raised by Honda in [102] is also closely related to non-collapsed

spaces. We recall the notion of non-collapsing convergence.

We start by the following example. For every ε > 0 the metric horn constructed by

Cheeger and Colding is (S4 × R≥0, dgε , νε, p) where gε = dt2 +
(

t1+ε

2

)2
dgS4 , p is the tip,
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and gS4 is the round metric on S4. This is a (collapsed) Ricci limit space coming from the

sequence of manifolds that are topologically R8 with non-negative Ricci curvature. The

question is, can it be an (intrinsically) non-collapsed RCD(0, 5) or RCD(K, 5) space for

any K ∈ R. The answer is no. Theorem 4.1.5 asserts that for (S4 × R≥0, dgε ,H5) to be

non-collapsed RCD(K, 5), H5 must satisfy that for any compact subset A,

inf
x∈A,r∈(0,1)

H5(Br(x))

r5
> 0.

However, at the tip p, from the expression of metric gε we see that for any ε > 0,

lim
r→0

H5(Br(p))

r5
= 0.

This shows that the metric horn is “intrinsically” collapsed. On the other hand, there are

trivial examples such as S1(1) × S1(r)
r→0−−→ S1(1), where the limit space S1(1) coming

from a collapsing sequence, but it is intrinsically non-collapsed.

In RCD context, we also have the notion of collapsing and non-collapsing convergence,

it is exactly Theorem 2.5.3([78, Theorem 1.2]), we now restate it to fit into our current

situation.

Theorem 4.4.1. Let (Xi, di,HN , xi) be a sequence of pointed ncRCD(K,N) spaces. As-

sume that (Xi, di, xi) pGH converges to (X, d, x), then exactly one of the following happens:

• Non-collapsing convergence: lim supi→∞ HN(B1(xi)) > 0. In this case the lim sup

is actually a limit and the convergence is in pmGH topology to (X, d,HN , x), more-

over, it is a pointed ncRCD(K,N) space.

• Collapsing convergence: limi→∞HN(B1(xi)) = 0. In this case there is a dimension

gap dimH(X) ≤ N − 1.

where dimH is the Hausdorff dimension.
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Compare to Definition 2.5.1. In the first case of the theorem we can call the sequence

non-collapsing and in the second case collapsing. How can one identify the intrinsically

non-collapsed ones among all the Ricci limit spaces, or RCD(K,N) spaces coming from

a collapsing sequence? Honda made the following conjecture ([102, Conjecture 4.2]),

Conjecture 4.4.2. Let (X, d,m) be an RCD(K,N) space. If m = bHk for some b > 0 and

k ∈ N, then (X, d,Hk) is an RCD(K, k) space.

Clearly, according to the structure results in Section 2.4, k must be the essential dimen-

sion of X.
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CHAPTER 5

APPROXIMATE EINSTEIN TENSOR AND NON-COLLAPSED SPACES

5.1 Overview

This chapter is mainly a review of the joint work with Honda [40]. A partial new proof

to the main theorem is added. To motivate our study, we consider Einstein tensor in the

classical setting. For a closed Riemannian manifold (Mn, g), the Einstein tensor Gg is

defined by

Gg := Ricg −
1

2
Scalgg, (5.1.1)

where Ricg and Scalg denote the Ricci and the scalar curvature, respectively. It is well-

known that Gg is divergence free:

∇∗Gg = 0 (5.1.2)

which is a direct consequence of the second Bianchi identity.

The main purpose of this chapter is to establish (5.1.2) for non-collapsed RCD(K,N)

spaces. More precisely, for a compact RCD(K,N) space (X, d,m), (5.1.2) holds in some

sense as explained below if and only if (X, d, cm) is non-collapsed for some positive con-

stant c. It is worth pointing out that our argument allows us to provide a new proof of

(5.1.2) even for a closed Riemannian manifold (Mn, g) without using the Bianchi identity.

This characterization of non-collapsed spaces is discovered when studying the second

term in the short time expansion of t(n+2)/2gt. Since we do not a-priori know the existence

of the second term, we instead study the family of tensors indexed by t:

cnt
(n+2)/2gt − dHn

dm
g

t
(5.1.3)

called the approximate Einstein tensor of (X, d,m), the desired second term of the short

95



time expansion of t(n+2)/2gt would be the limit of (5.1.3) if any existence of limit is guar-

anteed. In order to make sense of (5.1.2) in the metric measure setting, we propose a weaker

divergence free property, called asymptotically divergence free, refer to Definition 5.3.5 for

the precise definition. In connection with the smooth case, it is natural ask when (5.1.3) is

weakly asymptotically divergence free, that,

lim
t→0+

∫
X

〈
cnt

(n+2)/2gt − dHn

dm
g

t
,∇ω

〉
dm = 0. (5.1.4)

holds for a regular and large enough of 1-forms ω.

Before stating the main result of this chapter, recall that D(∆H,1) and D(δ) denote the

domain of the Hodge Laplacian ∆H,1 = δd+dδ on 1-forms defined in [54] and the domain

of the adjoint operator δ = d∗ of the exterior derivative d on 1-forms, respectively.

Theorem 5.1.1 (“Weakly asymptotically divergence free” characterizes the non-collapsed

condition). Let (X, d,m) be a compact RCD(K,N) space of essential dimension n. The

following two conditions are equivalent:

1.

inf
x∈A

m(Br(x))

rn
> 0 (5.1.5)

for any compact subset A ⊆ X, and (5.1.4) for any ω ∈ D(∆H,1) compactly sup-

ported, with ∆H,1ω ∈ D(δ).

2.

m = cHn, (5.1.6)

for some constant c > 0.

Since the space {ω ∈ D(∆H,1) : ω has compact support, ∆H,1ω ∈ D(δ)} is dense in

the space of L2-1-forms, (5.1.4) can be interpreted as that the approximate Einstein tensor

(5.1.3) is actually weakly asymptotically divergence free. See also Appendix B (Corollary
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B.0.4). Let us remark that (5.1.6) implies that (X, d,Hn) is a non-collapsed RCD(K,n)

space.

The following is a direct consequence of Theorem 5.1.1 in the smooth context, which

is also new (recall e−fvolg(A) =
∫
A
e−fdvolg):

Corollary 5.1.2. Let (Mn, dg, volg,f ) be a closed weighted Riemannian manifold. Then

there exists a Gg,f ∈ C∞((T ∗)⊗2Mn) called the weighted Einstein tensor such that the

following expansion holds,

cnt
(n+2)2gt = efg − 2t

3
Gg,f +O(t2) (t→ 0+). (5.1.7)

Moreover, f is constant if and only if Gg,f is divergence free with respect to volg,f , that is,

∫
Mn

⟨Gg,f ,∇ω⟩dvolg,f = 0 (5.1.8)

holds for any ω ∈ C∞(T ∗Mn).

It is worth noticing that although the left hand side of (5.1.4) converges as t → 0+, the

approximate Einstein tensor itself (5.1.3) may not L2-converge to a limit tensor in general.

This is because lack of L2 bounds, see section 5.3.4 for the explicit construction of a non-

collapsed RCD(K, 3) space with K > 1 such that the L2 norm of (5.1.3) tends to +∞ as

t → 0+. On the other hand, assuming the uniform L2 bound, we can prove that all limit

tensors are actually divergence free as follows, which is an easy consequence of Theorem

5.1.1.

Corollary 5.1.3. Let (X, d,Hn) be a compact non-collapsed RCD(K,n) space. If

sup
0<t<1

∥∥∥∥cnt(n+2)/2gt − g

t

∥∥∥∥
L2

<∞ (5.1.9)

holds, then any G ∈ L2((T ∗)⊗2(X, d,Hn)) that is a L2-weak limit of some subsequence of
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cnt
(n+2)/2gt − g

t
(5.1.10)

as t → 0+ satisfies G ∈ D(∇∗) with ∇∗G = 0, where D(∇∗) denotes the domain of the

divergence operator ∇∗.

Applying Corollary 5.1.3 to a closed Riemannian manifold (Mn, dg, volg) gives a new

proof of (5.1.2) without using the Bianchi identity.

5.1.1 Strategy of proof

We will first provide a direct proof of this corollary with an explicit formula for Gg,f in

the next section, see Proposition 5.2.7 for the main statement. The key of the proof in the

smooth context is to construct the local parametrix for the weighted Laplacian and find

the short time expansion for the weighted heat kernel. To this end the factor A(x, y) :=

f(x)+f(y)
2

is added to the equation (5.2.12), which becomes

(∆f,x − ∂t)Sk =
1

(4πt)n/2
exp

(
−dg(x, y)

2

4t

)
· tk ·∆f,x

(
uke

A
)

Where uj are some undetermined smooth functions. The computation to find the short time

expansion of weighted heat kernel is essentially the same as that of the Minakshisundaram-

Pleijel expansion formula for (unweighted) heat kernel, which is in many literature, to name

some, see for example [103] and [104]. The point is to compare the coefficients for each

power of t to derive a recurrence formula for the undetermined uj as in Lemma 5.2.2. We

emphasize that in this computation the completeness is not needed, given that the nature of

this expansion is local.

Once we have the short time expansion for the weighted heat kernel (5.2.20), we can

follow the computation of [42] closely to find out the second term in the short time expan-
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sion t(n+2/2)gt for closed weighted manifolds, which we call the weighted Einstein tensor

Gg,f =:= efGg −
3ef

2

(
df ⊗ df +∆fg − |∇f |2

2
g

)

The computation is done in Theorem 5.2.4. The key point is to compute the symmetric

second derivative, i.e. dy dx of weighted heat kernel pf . This allows us to check directly

that the weighted divergence ∇∗Gg,f vanishes if and only if f is a constant, we see that the

weighted divergence ∇∗
fGg,f = 0 is equivalent to ∆fdf + d∆f = 0. We can multiple by

an integrating factor ef to see that d
(
ef∆f

)
= ef (∆fdf + d∆f) = 0 which means ef∆f

is constant, but this is impossible unless the the constant is 0, which in turn implies that f

is harmonic (w.r.t. the Laplace-Beltrami operator, i.e. the unweighted one) and a harmonic

function is constant on any closed manifold, we concludes the proof.

For the proof in RCD context, we make use of the ∇∗gt. i.e. , (3.3.9), Although all

the essential facts about gt are discussed in great details in both Chapter 3 and Chapter 4,

to keep the presentation of this chapter independent, we recall again that (3.3.9) can be

restated for ω ∈ H1,2
C (T ∗(X, d,m)) as

∫
X

⟨gt,∇ω⟩dm = −1

4

∫
X

⟨ω, dx∆xp(x, x, 2t)⟩dm.

Also, under 5.1.5, we can restate Theorem 4.2.1 as (recall in the overview of Chapter 4 that

formally ∇∗(dH
n

dm
g) = 0) ∫

X

tr∇ωdHn = 0,

for ω ∈ H1,2
C (T ∗(X, d,m)) with compact support. The difficulty for the current situation is

that, we are now dealing with tn/2gt, and we do not have enough knowledge of the asymp-

totic behavior of tn/2d∆p(x, x, 2t) as t → 0, but we understand that of tn/2p(x, x, 2t). So

we apply all the differential operators to compactly supported 1-form ω, after imposing
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suitable regularity on ω. Now we see that

⟨tn/2gt,∇ω⟩ = tn/2p(x, x, t)δ(∆H,1ω)

for regular enough ω. Recall the short time behavior of the heat kernel (2), after taking

t→ 0 we get that ∫
X

δ(∆H,1ω)
dHn

dm
dm = 0,

which is enough to conclude that dHn

dm
is a constant.

5.2 Smooth context

This section is taken from [40, Section 3]. Throughout the section we fix a smooth weighted

(not necessarily complete) Riemannian manifold without boundary (Mn, g, volg,f ), where

f ∈ C∞(Mn), and for any Borel subset A of Mn,

volg,f :=

∫
A

e−fdvolg. (5.2.1)

Recall that (Mn, dg, volg,f ) is an RCD(K,N) space if and only if n ≤ N , the Bakry-Émery

N -Ricci tensor satisfies:

RicN ≥ Kg, (5.2.2)

and (Mn, dg) is a complete metric space. If n = N holds, then (5.2.2) is understood as that

f is constant and that Ricg ≥ Kg holds. In particular if Mn is closed, then for any N > n

there exists K ∈ R such that (Mn, dg, volg,f ) is an RCD(K,N) space whose essential

dimension is trivially equal to n.

We first discuss the Dirichlet Laplacian on (Mn, dg, volg,f ) without assuming com-

pleteness of (Mn, dg). To be precise, let us clarify the meaning of the Dirichlet heat kernel

pf of (Mn, dg, volg,f ) for the reader’s convenience.

Let H1,2
0 (Mn, dg, volg,f ) denote the completion of C∞

c (Mn) with respect to the H1,2-
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norm and let hf,t denotes the associated semigroup, so-called the heat flow associated with

the Dirichlet weighted Laplacian ∆f :

∆fφ := tr(Hessφ)− g(∇f,∇φ), (5.2.3)

that is, for any φ ∈ L2(Mn, volg,f ), hf,tφ ∈ C∞(Mn) ∩H1,2
0 (Mn, dg, volg,f ) with

d

dt
hf,tφ = ∆g

fhf,tφ inL2(Mn, volg,f ), (5.2.4)

and that hf,tφ → φ in L2(Mn, volg,f ) as t → 0+. The existence of such a semigroup is

known given that ∆f is self-adjoint, see [105, Theorem. 4.9]. Then the Riesz representation

theorem yields that for any t ∈ (0,∞) and any x ∈ Mn, there exists a unique pt,x ∈

L2(Mn, volg,f ) such that

hf,tφ(x) =

∫
Mn

pt,x(y)φ(y)dvolg,f (5.2.5)

holds for any φ ∈ L2(Mn, volg,f ). Then the heat kernel pf (x, y, t) is defined by

pf (x, y, t) :=

∫
Mn

pt/2,x(z)pt/2,y(z)e
−f(z)dvolg(z) (5.2.6)

which is smooth on Mn ×Mn × (0,∞), see [105, Definition 7.12].

From now on, let (r, ξ1, ξ2, . . . , ξn) := (r, ξ) be the normal coordinates around x ∈Mn,

and g(r, ξ) be the Riemannian metric at the point (r, ξ) in the normal coordinates. We

introduce the following elementary lemma which will play a role later.

Lemma 5.2.1. For any x ∈Mn we have the following asymptotic expansion as r → 0+

volg,f (Br(x)) = ωnr
ne−f(x)

(
1− Scalg + 3∆f − 3|∇f |2

6(n+ 2)
r2 +O(r3)

)
. (5.2.7)

Moreover, the asymptotic behavior (5.2.7) is uniform for any compact subset K ⊆ Mn in
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the sense that

sup
x∈K,r<1

r−3−n
∣∣∣volg,f (Br(x))− ωnr

ne−f(x)
(
1− Scalg+3∆f−3|∇f |2

6(n+2)
r2
)∣∣∣ <∞. (5.2.8)

Proof. Recall that for any unit vector v ∈ TxM and any geodesic γ emanating from x with

γ̇(0) = v, it follows from Taylor expansion at x = γ(0) that

√
det g(γ(t)) = 1− Ricg(v, v)

6
t2 +O(t3), (5.2.9)

e−f(γ(t))+f = 1− ⟨∇f, v⟩t+ 1

2

(
|⟨∇f, v⟩|2 − Hessf (v, v)

)
t2 +O(t3). (5.2.10)

Thus we have

volgf (Br(x)) =

∫ r

0

∫
Sn−1

(
1− (Ricg)ij

6
ξiξjt2 +O(t3)

)
·[

1−∇fiξit+
1

2
((df ⊗ df − Hessf )ij) ξ

iξjt2 +O(t3)

]
e−f tn−1dξdt

= ωnr
ne−f(x)

(
1− Scalg + 3∆f − 3|∇f |2

6(n+ 2)
r2 +O(r3)

)

as desired, where Hessf , df ⊗ df , ∇f and Ricg are all evaluated at x. By expanding the

left hand side of (5.2.9) and (5.2.10) to the t3 or higher order terms, we can infer that the

coefficients involve the derivatives of the Riemannian curvature tensor, and the derivatives

of f , respectively. Since they are all smooth objects, they are uniformly bounded on any

compact set K, the uniform bound (5.2.8) then follows.

5.2.1 The weighted heat kernel expansion

For each y ∈Mn, choose ϵy = inj(y)/2, where inj(y) denotes the injective radius at y, and

consider

V = {(x, y) ∈Mn ×Mn : dg(x, y) < ϵy}.
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Fix k ∈ Z>0, we seek for uj ∈ C∞(V ), j = 1, 2, . . . , k such that

(∆f,x − ∂t)Sk =
1

(4πt)n/2
exp

(
−dg(x, y)

2

4t

)
· tk ·∆f,x

(
uke

A
)
, ∀(x, y) ∈ V (5.2.11)

holds, where A = A(x, y) = f(x)+f(y)
2

and

Sk(x, y, t) =
1

(4πt)n/2
exp

(
−dg(x, y)

2

4t
+ A(x, y)

)
·

k∑
j=0

tjuj(x, y). (5.2.12)

We claim that uj satisfies the following recurrence formula.

Lemma 5.2.2. We have

u0(x, y) =D
− 1

2 (y)

uj(x, y) =dg(x, y)
−jD−1/2(y)

[∫ dg(x,y)

0

D1/2(γ(s))∆γ(s)uj−1(x, γ(s))s
j−1ds

+

∫ dg(x,y)

0

D1/2(γ(s))

(
1

2
∆f(γ(s))− 1

4
|∇f(γ(s))|2

)
uj−1(x, γ(s))s

j−1ds

] (5.2.13)

where j ≥ 1 and γ is the unit speed minimal geodesic from x to y, and D(y) =

√
det g(r,ξ)

dg(x,y)n−1

which is the volume density at y in normal coordinates (r, ξ) around x.

Proof. From (5.2.11) with (5.2.3), we obtain that (5.2.11) is equivalent to

0 = dg(x, y)∂ru0 +
dg(x, y)

2

∂rD

D
u0

0 = dg(x, y)∂ruj +

(
j +

dg(x, y)

2

∂rD

D

)
uj −∆uj−1 −

(
1

2
∆f − 1

4
|∇f |2

)
uj−1

(5.2.14)

where j ≥ 1 and r = dg(x, y) and ∂r is the radial derivative from x, we give a sketch of this

computation. Solve the first equation of (5.2.14), to get u0(x, y) = C(ξ)D− 1
2 (y), note that

u0(x, x) = 1, so C(ξ) = 1, then we get the first equality of (5.2.13). To yield the second

equation of (5.2.13), we first solve the corresponding homogeneous equation of the second
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equation of (5.2.14), which is

dg(x, y)∂ruj +

(
j +

dg(x, y)

2

∂rD

D

)
uj = 0, (5.2.15)

then we use the method of variation of parameters to finish the computation.

Now we extend Sk to whole Mn × Mn by multiplying a cut-off function φ(x, y) ∈

C∞(Mn ×Mn) so that for each y ∈ Mn, φ(x, y) = 0 on X \ Bϵy(y), φ(x, y) = 1 on

Bϵy/2(y) and 0 ≤ φ(x, y) ≤ 1. Let

Hk(x, y, t) := φ(x, y)Sk(x, y, t) ∈ C∞ (Mn ×Mn × (0,∞)) . (5.2.16)

The following properties are known for Hk:

1. (∂t −∆g
f )Hk ∈ Cℓ(Mn ×Mn × [0,∞)) for any integer ℓ < k − n

2
;

2. For every x ∈Mn, Hk(x, y, t) → δy(x) for all y ∈Mn.

See [103, p. 152 Lemma 1], and [104, Lemmma 3.18]. Note that in both references

compactness and completeness of Mn are assumed, but it is irrelevant here since the com-

putation is local. In particular it implies that Hk is a parametrix of pf when k > n
2
+ 2.

We are now in position to establish the following asymptotic expansion of pf . It is worth

pointing out that (5.2.21) is established in [106] with a slightly different normalization of

the heat kernel.

For the proof, we introduce the (weighted) convolution F ∗ H for F,H ∈ C0(Mn ×

Mn × (0,∞)):

F ∗H(x, y, t) =

∫ t

0

∫
M

F (x, z, s)H(z, y, t− s)e−fdvolg(z)ds,
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and denote H∗j = H ∗H ∗ · · · ∗H for j-fold convolution. Let

Fk =
∑
j≥0

(−1)j+1((∂t −∆f )Hk)
∗j. (5.2.17)

It is also proved that Fk ∈ Cℓ(Mn ×Mn × [0,∞)) for any integer ℓ < k − n
2
, see

for instance [103, p. 154]. It follows from a direct computation and induction that for any

t0 > 0 and any compact subset K ⊆Mn,

∥∥(∂t −∆g
f )Hk(·, ·, t)

∥∥
L∞(K×K)

< C(K)tk−n/2, ∀t ∈ [0, t0]. (5.2.18)

∥Fk(·, ·, t)∥L∞(K×K) < C(K)tk−n/2, ∀t ∈ [0, t0]. (5.2.19)

Theorem 5.2.3. For any y ∈Mn there exists ϵ > 0 such that for any x ∈ Bϵ/2(y), the heat

kernel pf (x, y, t) has the following asymptotic expansion:

pf (x, y, t) =
1

(4πt)n/2
exp

(
−dg(x, y)

2

4t
+A(x, y)

) k∑
j=0

tjuj(x, y) +O(tk+1)

 (5.2.20)

as t → 0+. Moreover if x = y, then the expansion is uniform in the sense of Lemma 5.2.1,

that is there exists t0 > 0 such that (5.2.23) holds. In particular, we have

u1(x, x) =
Scalg(x)

6
− 1

2
∆f(x) +

1

4
|∇f(x)|2. (5.2.21)

Proof. It is shown above that Sk hence Hk has this expansion. From the fact that for every

k > n
2
+ 2, Hk is a parametrix, (5.2.18) and (5.2.19), we infer that for every k > n

2
+ 2,

pf = Hk − Hk ∗ Fk ∈ Ck−n
2 (Mn ×Mn × (0,∞)) (see [104, Thm 3.22]), hence pf ∈

C∞(Mn ×Mn × (0,∞)). For x, y such that dg(x, y) ≤ ϵy/2, from (5.2.16) and (5.2.19) it

holds that for every k > n
2
+ 2 and every compact set K,

∥Hk ∗ Fk∥L∞(K×K) < Ctk+1−n
2 ∀t ∈ [0, t0], (5.2.22)
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where t0 is in (5.2.19). Apply the inequality (5.2.22) to yield that pf (x, y, t) = Sk(x, y, t)+

O(tk+1−n/2), so pf has the same expansion as Sk up to order k.

When x = y we have that for each integer k ≥ 1, and compact subset K ⊆ Mn, we

have

sup
x∈K,t<t0

t
n
2
−k

∣∣∣∣∣pf (x, x, t)− 1

(4πt)n/2
ef(x)

k−1∑
j=0

tjuj(x, x)

∣∣∣∣∣ <∞. (5.2.23)

For the computation of u1, recall in (5.2.13), we found that u0(x, y) = D−1/2(y). Let γ

be as in Lemma 5.2.2, with (5.2.9) we have

u0(x, y) = 1 +
1

12
Ric(γ̇(0), γ̇(0))dg(x, y)

2 +O(dg(x, y)
3), (5.2.24)

in particular u0(x, x) = 1. Then it follows that ∆u0(x, x) = Scalg(x)/6. Finally letting

y → x in the second equation of (5.2.13) for j = 1 leads to

u1(x, x) = ∆u0(x, x) +
1

2
∆f(x)− 1

4
|∇f(x)|2 = Scalg(x)

6
+

1

2
∆f(x)− 1

4
|∇f(x)|2.

5.2.2 Divergence free property of the weighted Einstein tensor on a closed manifold

From now on we make a further assumption that Mn is a closed manifold. Let us consider

the heat kernel embedding:

Φf,t :M
n ↪→ L2(Mn, volg,f ) (5.2.25)

defined by

x 7→ (y 7→ pf (x, y, t)). (5.2.26)

Put gf,t := (Φf,t)
∗gL2 .
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To study the second term of gf,t along the same way as in [42], it is necessary to gen-

eralize the heat kernel expansion in [42, p.380] to weighted Riemannian manifolds. We

claim:

Theorem 5.2.4 (Weighted version of Bérard-Besson-Gallot theorem). We have the follow-

ing asymptotic formula as t→ 0+

cnt
(n+2)/2gf,t = efg − ef

(
2

3
Gg − df ⊗ df −∆fg +

|∇f |2

2
g

)
t+O(t2), (5.2.27)

where the convergence is uniform, that is,

sup
x∈Mn,t<1

∣∣∣t−2
(
cnt

(n+2)/2gf,t −
(
efg − ef

(
2
3
Gg − df ⊗ df −∆fg + |∇f |2

2
g
)
t
))∣∣∣ (x) <∞.

(5.2.28)

In particular, we have the uniform convergence:

∥∥∥∥cnt(n+2)/2gf,t − efg

t
− ef

(
−2

3
Gg + df ⊗ df +∆fg − |∇f |2

2
g

)∥∥∥∥
L∞

→ 0. (5.2.29)

Proof. By (3.3.1), which remains valid on weighted manifolds because of the characteri-

zation (5.2.2) for being an RCD(K,N) space, and the fact that the set of eigenfunctions

{φi}i≥0 forms an orthonormal basis of L2(Mn, volg,f ), we see that for every x ∈ Mn and

v ∈ TxM
n,

gf,t(v, v) =
∑
i

e−2λit|dxφi(v)|2 = (∂y∂xpf )(x,x,2t)(v, v) =: (dSpf )(x,x,2t)(v, v) (5.2.30)

where we used a fact that the expansion (2.6.20) is satisfied inC∞(Mn) (see [105, Thm.10.3]),

and we followed the notation in [42], denoting dS := ∂y∂x for the mixed second derivative.

Let us compute (dSpf )(x, x, 2t). Put U =
∑

j≥0 t
juj(x, y), from the regularity and uni-

form estimates (5.2.19), (5.2.18) of Hk and Fk respectively, we see that the differentiation
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of U can be carried out term by term. Then for the last term in (5.2.20), we see that

(8πt)n/2(dSpf )(x, y, 2t) =
(
−dSr

2
x

8t
eAU − ∂xr2x

8t
∂y(e

AU) + dS(e
AU)

)
e−r2x/(8t) − ∂yr2x

8t
∂xpf

where rx := dg(x, ·). Since at (x, x), ∂xr2x = ∂yr
2
x = 0 and dSr

2
x = −2g hold in normal

coordinates, we have

(8πt)n/2(dSpf )(x,x,2t) = −e
f(x)U(x, x, 2t)

8t
(dS)(x,x)r

2
x + dS(e

AU)(x,x,2t)

Thanks to (5.2.24) we have (∂xu0)(x,x) = (∂yu0)(x,x) = 0 and (dSu0)(x,x) = −1
6
Ricg(x),

which imply

(∂xU)(x,x) = (∂xu0)(x,x) +O(t) = O(t).

Similarly (∂yU)(x,x) = O(t), and

(dSU)(x,x) = (dSu0)(x,x) +O(t) = −1

6
Ricg(x) +O(t).

It follows that

dS(e
AU)(x,x,2t) =

(
UdSe

A + ∂xe
A∂yU + ∂ye

A∂xU + eAdSU
)
(x,x,2t)

=
(
UdSe

A + eAdSU +O(t)
)
(x,x,2t)

=
1

4
ef(x)df ⊗ df − 1

6
ef(x)Ricg +O(t).

This allows us to show that (recall dSr
2
x = −2g)

(8πt)n/2(dSpf )(x,x,2t)

=
1

4t
ef(x)

(
u0(x, x) + 2tu1(x, x) +O(t2)

)
g +

1

4
ef(x)df ⊗ df − 1

6
ef(x)Ricg +O(t)
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Recall that we have (5.2.21), we finally deduce that

4t(8πt)n/2(dSpf )(x,x,2t) = ef(x)
[
1 + 2t

(
Scalg
6

+
∆f

2
− |∇f |2

4

)]
g

+
1

2
ef(x)df ⊗ df · 2t− 1

3
ef(x)Ricg · 2t+O(t2)

= efg − ef
(
2

3
Gg − df ⊗ df −∆fg +

|∇f |2

2
g

)
t+O(t2)

as claimed.

Based on Theorem 5.2.4, let us give the following definitions in order to prove Corollary

5.1.2.

Definition 5.2.5 (Weighted Einstein tensor). Define Gg,f by

Gg,f := efGg −
3ef

2

(
df ⊗ df +∆fg − |∇f |2

2
g

)
. (5.2.31)

Definition 5.2.6 (Weighted adjoint operator ∇∗
f ). For any T ∈ C∞((T ∗)⊗2Mn), define

∇∗
fT by

∇∗
fT := ∇∗T + T (∇f, ·), (5.2.32)

where ∇∗ is the adjoint operator of the covariant derivative ∇ of (Mn, g), in fact, ∇∗ coin-

cides with minus divergence. Moreover, we say that T is divergence free on (Mn, dg, volg,f )

if ∇∗
fT = 0 holds.

Note that ∇∗
fT is characterized by the equation

∫
Mn

e−f⟨∇∗
fT, ω⟩dvolg =

∫
Mn

e−f⟨T,∇ω⟩dvolg, ∀ω ∈ C∞(T ∗Mn), (5.2.33)

that is, ∇∗
f is the adjoint operator of the covariant derivative with respect to e−fdvolg.

Although the next proposition is a direct consequence of Theorem 5.2.4 with more general

results (Theorem 5.1.1 and Proposition 5.3.6), we give a direct proof.
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Proposition 5.2.7. It holds that the weighted Einstein tensor Gg,f is divergence free on

(Mn, dg, volg,f ) if and only if f is constant.

Proof. It is enough to check the “only if” part because the other implication reduces to

(5.1.2). Assume that ∇∗
fGg,f ≡ 0 holds. Then it is easy to see

∇∗
(
df ⊗ df +∆fg − |∇f |2

2
g

)
≡ 0 (5.2.34)

because of (5.1.2). Thus we have

∆fdf + d∆f ≡ 0 (5.2.35)

see also (2.2.5). Let us consider an open subset U of Mn:

U := {x ∈Mn; ∆f(x) ̸= 0}. (5.2.36)

It is enough to prove U = ∅ because then f is harmonic on (Mn, g), thus f is constant.

Assume U ̸= ∅ and take x ∈ U . Define a function F (z) := ef(z)∆f(z). Note that F is

locally constant on U because

dF (z) = ef(z)∆f(z)df(z)+ef(z)d∆f(z) = −ef(z)d∆f(z)+ef(z)d∆f(z) = 0, (5.2.37)

where we used (5.2.35) in the second equality. Let

X := {z ∈Mn;F (z) = F (x)} ⊆ U. (5.2.38)

Since F is continuous on Mn, X is closed in Mn. On the other hand, since F is locally

constant on U , we see that X is an open subset of Mn. Thus X =Mn. In particular

0 =

∫
Mn

∆fdvolg = F (x)

∫
M

e−fdvolg ̸= 0 (5.2.39)
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which is a contradiction. Thus we have U = ∅.

This completes the treatment of the equivalence between being non-collapsed and the

divergence free property of weighted Einstein tensor in the smooth context. We now turn

to the case of RCD(K,N) spaces.

5.3 RCD context

5.3.1 Variant of the formula of ∇∗gt

We rewrite (3.3.9) as

Proposition 5.3.1. For any ω ∈ H1,2
C (T ∗(X, d,m)) and any t ∈ (0,∞) we have

∫
X

⟨gt,∇ω⟩dm = −1

4

∫
X

⟨ω, dx∆xp(x, x, 2t)⟩dm. (5.3.1)

Next, we impose better regularity on ω and move the differential operators d,∆ on

p2t(x) := p(x, x, 2t) in (5.3.1) to ω. Let us first prove a technical lemma.

Lemma 5.3.2. We have dp2t ∈ Dloc(∆H,1) and that ∆H,1dp2t = d∆p2t

Proof. Lemma 3.3.3 in particular yields that p2t(x) ∈ Dloc(∆) and δdp2t(x) = −∆p2t(x) ∈

H1,2
loc (X, d,m), which in turn implies that dp2t(x) ∈ Dloc(∆H,1), now take a good cut off

function φ that is 1 on Br and 0 outside BR for some R > r > 0. [54, Proposition 3.6.1]

shows that

∆H,1φdp2t = ∆φdp2t + 2Hessp2t(∇φ, ·) + φd∆p2t. (5.3.2)

The locality of ∆ and ∇(essentially D) yields that ∇φ and ∆φ are m-a.e. 0 in Br. So

∆H,1dp2t = d∆p2t holds on Br, by the arbitrariness of r we complete the proof.

Now if ω ∈ D(∆H,1) compactly supported, with ∆H,1ω ∈ D(δ), denoting p2t(x) :=

p(x, x, 2t), we are able to show:
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Theorem 5.3.3. For any t ∈ (0,∞) and any ω ∈ D(∆H,1) compactly supported with

∆H,1ω ∈ D(δ) we have

∫
X

⟨gt,∇ω⟩dm =
1

4

∫
X

δ(∆H,1ω)p2t(x)dm. (5.3.3)

Proof. Proposition 5.3.1 and Lemma 5.3.2 yield that

∫
X

⟨gt,∇ω⟩dm = −1

4

∫
X

⟨ω, dx∆xp2t(x)⟩dm =
1

4

∫
X

⟨ω,∆H,1(dxp2t(x))⟩dm

=
1

4

∫
X

⟨∆H,1ω, dxp2t(x)⟩dm =
1

4

∫
X

δ(∆H,1ω)p2t(x)dm.

5.3.2 Proof of Theorem 5.1.1

Before we start, we point out that under (5.1.5), we can rewrite Theorem 4.2.1 as

∫
X

tr∇ωdHn = 0, or
∫
X

〈
dHn

dm
g,∇ω

〉
dm = 0 (5.3.4)

for any ω ∈ H1,2
C (X, d,m), because of the density of test 1-forms in H1,2

C (X, d,m), see also

the proof of Theorem B.0.2. This is in particular satisfied if (X, d,Hn) is ncRCD(K,n).

So the proof of both directions in Theorem 5.1.1 reduce to the computation of the integral

of ⟨tn/2gt,∇ω⟩.

In what follows, when we use the notation ω, we always assume that ω ∈ D(∆H,1), ω

has compact support, ∆H,1ω ∈ D(δ). We start with a technical lemma.

Lemma 5.3.4. Let ξ ∈ L∞
loc(X,m), φ be a good cut-off function that is supported in BR(z)

for some R > 0 and z ∈ X. It holds that

d

dt

∫
X

δ(φhH,tω)ξdm =

∫
X

δ(φ∆H,1hH,tω)ξdm, ∀t ∈ (0,∞). (5.3.5)
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Proof. It suffices to show for any t > 0 the convergence

lim
s→0

∫
X

δ

(
φ
hH,t+s − hH,t

s
ω

)
ξdm =

∫
X

δ(φ∆H,1hH,tω)ξdm. (5.3.6)

We denote the heat kernel by py,t(x) := p(x, y, t), and let Fy,t =
py,t+s−py,t

s
−∆py,t. From

the proof of the Lemma 3.3.4 we see that ∥Fy,t∥(L2;dm(x)) ≤ sC(K,N, t)m(B√
t(y))

− 1
2 .

First, we observe that

δ

(
φ
hH,t+s − hH,t

s
ω

)
=

〈
dφ,

hH,t+s − hH,t

s
ω

〉
+ φδ

(
ht+s − ht

s
ω

)
=

〈
d

(
ht+s − ht

s
φ

)
, ω

〉
+ φ

(
ht+s − ht

s
δω

)
.

(5.3.7)

In the same way we have δ(φ∆H,1hH,tω) = ⟨d(∆htφ) , ω⟩+ φ(∆htδω).

Next, we split the LHS of (5.3.6) as in (5.3.7) and prove the convergence separately.

For the second term, we use Cauchy-Schwarz inequality:

∫
X

∫
X

φ

(
py,t+s(x)− py,t(x)

s
−∆py,t(x)

)
δω(y) ξ(x)dm(x) dm(y)

≤ ∥χBR(z)ξ
2∥

1
2
L∞

∫
X

∥Fy,t∥(L2;dm(x))δω(y)dm(y)

≤ Cs∥δω∥L2

∫
BR(z)

1

m(B√
t(y))

dm(y) ≤ C(K,N,R, t)s.

(5.3.8)

In the last inequality we used (5.1.5) for t < 1 and Bishop-Gromov inequality for t ≥ 1.

For the first term, we use the flow a-priori estimates:

∫
X

〈
d

(
ht+s − ht

s
−∆ht

)
φ, ω

〉
ξdm(x)

≤ 1

t
∥χBR(z)ξ∥L∞∥δω∥L2

∥∥∥∥(ht/2+s − ht/2

s
−∆ht/2

)
φ

∥∥∥∥
L2

≤ C(K,N,R, t)

∫
X

∥Fy,t/2∥(L2;dm(x))dm(y) ≤ C(K,N,R, t)s.

(5.3.9)
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Let us finally embark on the proof the Theorem 5.1.1, we will use the compactness

assumption minimally, presenting most of the proof in a general setting and we will give 2

proofs of (1) ⇒ (2).

proof of Theorem 5.1.1. We first prove the implication (2) ⇒ (1). In this case we have

m = Hn. It is clear from Bishop-Gromov inequality that (5.1.5) holds. We first notice that

from (2.6.19) we have for every x ∈ Rn:

lim
t→0

tn/2p2t(x) =
1

·2n/2
(2t)n/2

Hn(B√
2t(x))

Hn(B√
2t(x))p2t(x) =

1

(8π)/2
, (5.3.10)

then also recall (5.3.4), it follows that

∫
X

〈
cnt

(n+2)/2gt − g

t
,∇ω

〉
dHn (5.3.3)

= −cn
4

∫
X

tn/2p2t δ(∆H,1ω)dHn

t→0−−→ − cn
4(8π)n/2

∫
X

δ(∆H,1ω)dHn = 0.

The convergence is justified since that

sup
t>0,x∈suppω

tn/2p2t(x) = sup
t>0,x∈suppω

(2t)n/2

2n/2m(B√
2t(x))

m(B√
2t(x))p2t(x) <∞,

which follows from Gaussian estimates (2.6.11) and Bishop-Gromov inequality.

We then deal with the implication (1) ⇒ (2). We have that

0 = lim
t→

∫
X

〈
cnt

(n+2)/2gt − dHn

dm
g

t
,∇ω

〉
dm

(5.3.3)
= − lim

t→0

cn
4

∫
X

tn/2p2t δ(∆H,1ω)dm

Notice that it can be deduced from (5.1.5) and Gaussian estimates (2.6.11) that, again

sup
t>0,x∈suppω

tn/2p2t(x) <∞,
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then (2.6.19) implies that for x ∈ Rn

lim
t→0

tn/2p2t(x) =
1

·2n/2
(2t)n/2

mn(B√
2t(x))

mn(B√
2t(x))p2t(x) =

ωn

(8π)/2
dHn

dm

Denote dHn

dm
:= θ, the same argument shows

0 = −cn
4

∫
X

lim
t→0

tn/2p2t δ(∆H,1ω) =

∫
X

δ(∆H,1ω)θdm. (5.3.11)

Then, if X is compact, we see that for any t > 0, htω has compact support and hH,tω ∈

D(∆H,1) and ∆H,1hH,tω ∈ D(δ), we have that

0 =

∫
X

δ(∆H,1(hH,tω))θ dm. (5.3.12)

Lemma 5.3.4 yields that

0 =
d

dt

∫
X

δ(hH,tω)θ dm. (5.3.13)

Integrate the above equation w.r.t to t to find that there exists constant Cω so that

Cω =

∫
X

δ(hH,tω)θ dm, ∀t ∈ (0,∞). (5.3.14)

Meanwhile, by Cauchy-Schwarz inequality and the heat flow a-priori estimates, we have

|Cω| ≤
C√
t
∥χsuppωθ∥L2∥ω∥L2

t→+∞−−−−→ 0, (5.3.15)

which forces Cω = 0. Now by letting t → 0 in (5.3.14) with dominated convergence

theorem, we see that

0 =

∫
X

(δω)θ dm. (5.3.16)

Now following Lemma 4.2.2( with ω = φdf for some good cut-off φ and test function f ),

we get θ = c for some c > 0. This completes the proof.
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Alternatively, to proof the implication (1) ⇒ (2), after getting to (5.3.11) we can take

ω = dfi, where fi is the eigenfunction of eigenvalue λi > 0, for all positive integer i. We

derive that,

λ2i

∫
X

fiθdm = 0 (5.3.17)

Since fi along with f0 = 1
m(X)

consists of an orthonormal basis of L2(X,m), we conclude

that θ = c for some c > 0, which also completes the proof.

5.3.3 Weakly asymptotically divergence free

This section is taken from [40, Section 4.5]. In order to prove Corollary 5.1.3 let us recall

the

Definition 5.3.5 (Weakly asymptotically divergence free). Let {Tt}t∈(0,1) be a family of

L2-tensor fields of type (0, 2) on X . We say that it is weakly asymptotically divergence free

as t → 0+ if there exists a dense subset V of H1,2
C (T ∗(X, d,m)) such that for any ω ∈ V

we have ∫
X

⟨Tt,∇ω⟩dm → 0 (5.3.18)

as t→ 0+.

Note that Theorem 5.1.1 implies that a family ofL∞-tensors (5.1.3) is weakly asymptot-

ically divergence free as t→ 0+ if an RCD(K,n) space (X, d,m) satisfies dimd,m(X) = n

because the space

{ω ∈ D(∆H,1);ω has compact support, ∆H,1ω ∈ D(δ)} (5.3.19)

is dense inH1,2
C (T ∗(X, d,m)), see for instance Proposition 2.6.4. Corollary 5.1.3 is a direct

consequence of Theorem 5.1.1 with the following proposition.
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Proposition 5.3.6. Let {Tt}t∈(0,1) be a family of L2-tensor fields of type (0, 2) on X with

lim sup
t→0+

∥Tt∥L2 <∞ (5.3.20)

Then the following two conditions are equivalent:

1. {Tt}t∈(0,1) is weakly asymptotically divergence free as t→ 0+.

2. IfG ∈ L2((T ∗)⊗2(X, d,m)) is the L2-weak limit of Tti for some convergent sequence

ti → 0+, then G ∈ D(∇∗) with ∇∗G = 0.

Proof. Let us first prove the implication from (1) to (2). Assume that {Tt}t∈(0,1) is weakly

asymptotically divergence free as t → 0+. Let V be as in Definition 5.3.5 and let ti, G be

as in the assumption of (2). By definition we have

∫
X

⟨G,∇ω⟩dm = lim
i→∞

∫
X

⟨Tti ,∇ω⟩dm = 0 (5.3.21)

holds for any ω ∈ V . Since V is dense in H1,2
C (T ∗(X, d,m)), we have

∫
X

⟨G,∇ω⟩dm = 0, ∀ω ∈ H1,2
C (T ∗(X, d,m)) (5.3.22)

which shows G ∈ D(∇∗) with ∇∗G = 0.

Next let us prove the remaining implication. Assume that (2) holds. Let us fix ω ∈

H1,2
C (T ∗(X, d,m)). If (5.3.18) is not satisfied for this ω, then combining this fact with

the L2-weak compactness, it follows that there exist a convergent sequence ti → 0+ and

G ∈ L2((T ∗)⊗2(X, d,m)) such that Tti → G in the L2-weak topology and

∫
X

⟨G,∇ω⟩dm = lim
i→∞

∫
X

⟨Tti ,∇ω⟩dm ̸= 0 (5.3.23)

are satisfied, which contradicts the assumption (2).
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5.3.4 The Lp divergence of the approximate Einstein tensor for p > 1

This section is taken from [40, Section 5]. In this section, we explain why it is necessary

to state the main theorem (Theorem 5.1.1) using the weakly asymptotically divergence

free property by giving an example. In fact, we cannot hope that (5.1.3) has a limit in a

reasonable sense, let alone inD(∇∗), more precisely, the Lp convergence of (5.1.3) can fail

for any p > 1. To show this we will construct a compact non-collapsed RCD(0, n) space

such that ∥∥∥∥cnt(n+2)/2gt − g

t

∥∥∥∥
Lp

t→0+−−−→ +∞ (5.3.24)

We first point out that the computation in Section 5.2 can be generalized to a smooth open

subset U in a compact RCD(K,N) space (X, d,m), where (U, d,m U) is said to be locally

isometric to a weighted (not necessary complete) Riemannian manifold (Mn, dg, volg,f ) if

there exists a homeomorhism Φ : U → Mn such that Φ∗(m U) = volg,f and that Φ is a

local isometry as metric spaces.

Proposition 5.3.7. Let (X, d,m) be a compact RCD(K,N) space. If there exists an open

subset U ⊆ X such that (U, d,m U) is locally isometric to an n-dimensional weighted

(not necessary complete) Riemannian manifold (Mn, dg, volg,f ), then Theorem 5.2.4 holds

on U in the sense that
cnt

n+2/2gt − ef(x)g

t
→ −2

3
Gg,f (5.3.25)

holds uniformly on any compact subset of U .

Proof. Fix y ∈ U and take a sufficiently small ϵ > 0 such that Bϵ(y) ∈ U and that

∂Bϵ(y) is smooth. With no loss of generality we can assume m(Bϵ(y)) = 1. Let pf,ϵ be

the Dirichlet heat kernel on Bϵ(y). Thanks to the smoothness of ∂Bϵ(y), we know that

pf,ϵ has the continuous extension, denoted pf,ϵ again, to Bϵ(y)×Bϵ(y)× (0,∞) such that

pf,ϵ(x, z, t) = 0 whenever x ∈ ∂Bϵ(y) which is justified by regularity results for parabolic

equations on Euclidean balls. The key point in the proof of (5.3.25) is to show that the
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global heat kernel p on X and pf,ϵ are exponentially close on Bϵ(y), that is, for sufficiently

small t,

sup
x∈Bϵ(y)

|p(x, y, t)− pf,ϵ(x, y, t)| < C(K,N)e−ϵ2/6t, (5.3.26)

where C(K,N) denotes a positive constant with dependence on K and N . Then since the

restriction of p to Bϵ(y) × Bϵ(y) × (0,∞) is smooth (see for instance the proof of [105,

Thm.7.20]), (5.3.26) implies the power series expansion in t for p and pf,ϵ are the same. In

particular p has the same expansion as in (5.2.20) on Bϵ(y). Then the desired convergence

(5.3.25) comes from the same proof of Theorem 5.2.4.

To prove (5.3.26), applying the Gaussian estimates (2.6.11) when ϵ = 1, together with

the maximum principle yields for small t > 0

sup
x∈Bϵ(y)

|p(x, y, t)− pf,ϵ(x, y, t)| ≤ sup
∂Bϵ(y)×(0,t]

(p(x, y, s)− pf,ϵ(x, y, s))

≤ C1e
C2t sup

s∈(0,t]

e−ϵ2/5s

m(B√
s(y))

≤ C1Ce
C2t sup

s∈(0,t]

e−ϵ2/5s

sn/2

≤ C1Ce
C2t
e−ϵ2/5t

tn/2
≤ C1Ce

C2te−ϵ2/6t,

(5.3.27)

where we used the Bishop-Gromov inequality for m in the second inequality, and a fact

that the function e−ϵ2/5s

sn/2 is monotone increasing for s ∈ (0, t] when t is small enough.

Example 5.3.8. Given p > 1, let α = 1 − 1
p
∈ (0, 1) and Z be the metric completion of

(0, 1)× S1 with the warped product metric gZ = dr2 + (r− r1+α)2dθ2. This metric is C1,α

at the origin 0 and smooth elsewhere. It follows from direct computation that

RicgZ = α(1 + α)rα−1gZ ≥ 0,

∥ScalgZ∥
p
Lp = [2πα(1 + α)]p

∫ 1

0

r(α−1)pdr = +∞.
(5.3.28)

Let f(r) = r− r1+α, then since f(0) = f(1) = 0 the metric completion Z is a closed C1,α
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manifold. Moreover it is esay to verify that this f satisfies the condition in [107, Theorem

6.2], which implies that (Z, dgZ ) is an Alexandrov space with non-negative curvature. In

particular it follows from [48, Main thm] that (Z, dgZ ,H2) is a non-collapsed RCD(0, 2)

space.

For n ≥ 3 take X := Z × Tn−2 with product metric gX = gZ + gTn−2 , where

(Tn−2, gTn−2) is the (n − 2) dimensional flat torus. Then (X, dgX ,Hn) is a non-collapsed

RCD(0, n) space. Let Xsing := {0} × Tn−2 and Xreg := X \ Xsing, we have the Einstein

tensor on Xreg:

GgX
reg = RicgX − 1

2
ScalgXgX = RicgZ − 1

2
ScalgZ (gZ + gTn−2) = −1

2
ScalgZgTn−2 . (5.3.29)

We used the fact that in dimension 2 the Einstein tensor vanishes in the last equality.

Let us show the Lp divergence of (5.1.3) as t → 0+ in this example. Proposition 5.3.7

yields

∫
X

〈
cnt

(n+2)/2gt − g

t
, T

〉
dHn → −2

3

∫
X

〈
GgX

Xreg
, T
〉
dHn (5.3.30)

for any tensor T of type (0, 2) with compact support in Xreg. In particular for any T with

∥T∥Lq ≤ 1, where q is the conjugate index such that 1
p
+ 1

q
= 1, we have

∥GgX
Xreg

∥2Lp(Xreg) =

∣∣∣∣∣
∫
Xreg

〈
GgX

Xreg
, T
〉
dHn

∣∣∣∣∣ ≤ 3

2
lim inf
t→0+

∥∥∥∥cnt(n+2)/2gt − g

t

∥∥∥∥
Lp

(5.3.31)

Taking the supremum over T in (5.3.31), we have

∥GgX
Xreg

∥Lp ≤ 3

2
lim inf
t→0+

∥∥∥∥cnt(n+2)/2gt − g

t

∥∥∥∥
Lp

. (5.3.32)

Since the left hand side of (5.3.32) is +∞ because of (5.3.28) and (5.3.29)

the divergence of the right hand side of (5.3.32) follows.
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5.4 Further Studies

The first question to be asked is that if Theorem 5.1.1 holds without assuming compactness

of the space. The proof already shows the implication (2) ⇒ (1) does not need compact-

ness. In the implication (1) ⇒ (2), we can get along the same line

∫
X

δ(∆H,1ω)
dHn

dm
dm = 0

for all ω ∈ D(∆H,1) compactly supported with ∆H,1ω ∈ D(δ). However, without compact-

ness of (X, d), we do not have eigenfunctions at disposal, and the heat flow regularization

htω loses compact support for t > 0, it then becomes a problem to control dHn

dm
. We expect

the answer to be negative. To get a feel of this, fix a weighted manifold (M, g, volg,V ),

where volg,V = e−V volg, one can follow the same argument to get that

∫
M

δ(∆Hω)e
V d volg,V = 0.

Now take the weighted Hodge decomposition, so that ω = ωharm + df + δη, for some L2

function f , and some L2 2-form η with bounded support. Then this integral reduces to for

every compactly supported L2 function f ,

0 =

∫
M

∆V∆V fe
V d volg,V =

∫
M

∆V f∆V e
V d volg,V

For this to hold, since ∆V e
V = eV∆V , it suffices to have that ∆V = 0, i.e., V is a

(unweighted) harmonic function. Meanwhile V is supposed to satisfy the Bakry-Émery

Ricci curvature lower bound. To this end, it is enough to know that dV and HessV are

bounded, such an example is expected to be constructed on manifolds of negative curvature.

Another question worth looking at is the L1 unboundedness of the quotient (5.1.3). It

is expected the convergence of quotient in the form of (5.1.4) is optimal, that is, there is in

general no Lp convergence of (5.1.3) for any p ∈ [1,∞]. We have constructed an example
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to show that Lp-weak convergence of (5.1.3) can fail for p ∈ (1,∞), but we are unable

to construct an example of an compact RCD(K,N) space so that the L1 norm of (5.1.3)

diverges. Such an example is expected to be found in the class of stratified spaces with a

low regularity (C1,α for α ∈ (0, 1)) metric.

Yet another intriguing question is the uniqueness of the limit:

G := lim
t→0

t(n+2)/2gt − g

t
,

given the L2 bound

sup
t>0

∥∥∥∥t(n+2)/2gt − g

t

∥∥∥∥
L2

<∞,

on a non-collapsed space (X, d,Hn).An argument proposed by Honda is that one can useG

and trG to construct the scalar curvature Scal := 6
n−2

trG and then produce a Ricci tensor

Ric := −3G+ 1
2
Scal according to the expansion formula (5.2.27). One is then expected to

check the uniqueness by proving the following Weitzenböck formula:

1

2
∆|ω| = |∇ω|2 − ⟨∆H,1ω, ω⟩+ ⟨Ric, ω ⊗ ω⟩.

In connection with it, looking again at (5.2.27), the quotient (5.1.3) is also expected to

define scalar curvature lower bound given the measure-valued Ricci tensor in [54, Theorem

3.6.7].
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CHAPTER 6

CONVEX PROPERTIES OF RCD(K,N) SPACES

6.1 Overview

This chapter is inspired by the communication with Prof. Vitali Kapovitch and his student

Qin Deng. They suggested the combination of Hölder continuity of tangent cone and the

one dimensional localization technique. In this chapter, by the word geodesic we always

intend a minimizing geodesic. The goal of this Chapter is to present a light improvement

of the almost convexity derived by Deng [33, Theorem 6.5] for RCD(K,N) spaces:

Theorem 6.1.1. Let (X, d,m) be an RCD(K,N) space with essdim = n. For m × m-a.e.

every (x, y) ∈ Rn ×Rn, there exists a geodesic joining x, y, and entirely contained in Rn.

See also the identical statement for Ricci limit spaces in [35]. In both cases the proof relies

on the Hölder continuity of tangent cones along the interior of any geodesic, this is a deep

result and only an easy consequence of it is needed for our purposes, which is stated as

follows:

Proposition 6.1.2. Let (X, d,m) be an RCD(K,N) space. For each integer 1 ≤ k ≤ N ,

and for every geodesic γ in X, γ ∩ Rk is closed relative to the interior of γ. If in addition

γ ∩Rk is dense in the interior of γ, then it is all of the interior.

This is because at every regular point the tangent cone is unique. We can strengthen

Theorem 6.1.1 to the following:

Theorem 6.1.3. Let (X, d,m) be an RCD(K,N) space with essdim = n. For every x ∈

Rn, there exists a subset Rx ⊆ Rn so that m(X \ Rx) = 0 and for any y ∈ Rx there is a

minimizing geodesic joining x, y and entirely contained in Rn.
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We need the technique of localization via transport rays of some 1 Lipschitz function,

developed by Cavalletti and Mondino in non-smooth setting, which generalizes Klartag’s

needle decomposition on Riemannian manifolds. The key fact is that there exists a strongly

consistent disintegration of m into measures mα concentrated on geodesics, which are also

transport rays, so that their densities w.r.t. H1 are all CD(K,N) density (recall Definition

2.1.3). An observation is that the defining inequality of CD(K,N) density ensures that

such a density is H1-a.e. positive, so it holds that mα ≪ H1 ≪ mα, hence the equivalence

mα(γ \ (γ∩Rn)) = 0 ⇔ H1(γ \ (γ∩Rn)) = 0, for any geodesic γ. The latter in particular

implies that γ ∩ Rn is dense in γ, then Proposition 6.1.2 yields that the interior of γ is all

in Rn.

6.2 Almost convexity of Rn and interior of RCD(K,N) spaces

We minimally collect the elements of the localization technique introduced in [108] and

[109], we remark that this technique is available for a much general class of metric mea-

sure spaces, the so called essentially non-branching MCP(K,N)(MCP stands for measure

contraction property) spaces, which contains essentially non-branching CD(K,N) spaces,

hence RCD(K,N) spaces.

Let (X, d,m) be an RCD(K,N) space, u be a 1-Lipschitz function. Define the transport

set induced by u as:

Γ(u) := {(x, y) ∈ X× X : u(x)− u(y) = d(x, y)},

and its transpose as Γ−1(u) := {(x, y) ∈ X × X : (y, x) ∈ Γ(u)}. The union Ru :=

Γ−1(u) ∪ Γ(u) defines a relation on X. By excluding negligible isolated and branching

points, one can find a transport set Tu such that m(X \ Tu) = 0 and Ru restricted to Tu

is an equivalence relation. So there is a partition of Tu := ∪α∈QXα, where Q is a set of

indices, denote by Q : Tu → Q the quotient map. In [108, Proposition 5.2], it is shown that
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there exists a measurable selection s : Tu → Tu such that if xRuy then s(x) = s(y), so we

can identify Q as s(Tu) ⊆ X. Equip Q with the σ-algebra induced by Q and the measure

q := Q♯(m Tu), we can hence view q as a Borel measure on X. Furthermore, each Xα is

shown ([109, Lemma 3.1]) be to isometric to an interval Iα, the distance preserving map

γα : Iα → Xα extend to an geodesic still denoted by γα : Īα → X. Putting several results

together, we have ([53, Theorem A.5]):

Theorem 6.2.1. Let (X, d,m) be an RCD(K,N) space. u be a 1-Lipschitz function. Then

m admits a disintegration:

m =

∫
Q

mαq(dα),

where mα is a non-negative Radon measure on X, such that

1. For any m-measurable set B, the map α 7→ mα(B) is q-measurable.

2. for q-a.e. α ∈ Q, mα is concentrated on Xα = Q−1(α). This property is called strong

consistency of the disintegration.

3. for any m-measurable set B and q-measurable set C, it holds

m(B ∩Q−1(C)) =

∫
C

mα(B)q(dα).

4. for q-a.e. α ∈ Q, mα = hαH1 Xα ≪ H1 Xα, where hα is a CD(K,N) density,

and (Xα, d,mα) is an RCD(K,N) space.

We are now ready to prove Theorem 6.1.3.

Proof of Theorem 6.1.3. Take x ∈ Rn, disintegrate m w.r.t dx := d(x, ·). Item 3 in Theo-

rem 6.2.1 yields that

0 = m(X \ Rn) =

∫
Q

mα(X \ Rn)q(dα). (6.2.1)
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Then for q-a.e. α ∈ Q, mα(X \ Rn) = 0, we set Q̃ := {α ∈ Q : mα(X \ Rn) = 0},

then Rx := (∪α∈Q̃Xα) ∩ Rn is the desired set. Indeed, for any y ∈ Rx, there is a geodesic

(segment) γ contained in Xα joining x, y, for some α ∈ Q̃, with mα(γ \ Rn) = 0. As

pointed out in the overview, hα is positive on Xα, so we get that H1 Xα(γ \ Rn) = 0,

which in turn implies that regular points of essential dimension is dense in the interior of

γ. Now apply Proposition 6.1.2, we see that the interior of γ is entirely in Rn and the end

points are also in Rn.

Theorem 6.1.3 implies also the almost convexity of the interior of an ncRCD(K,N)

space with boundary. To make the statement precise, let us present here some facts about

the boundary of RCD spaces. To this end, we first introduce the singular set. The singular

set S of RCD(K,N) space (X, d,m), is the complement of regular sets, S := X \ ∪kRk.

Since the regular set of essential dimension already has full m measure, we see that m(S) =

0, beyond that we have relatively little information of S compare to R. Without the space

being non-collapsed, S can be wild. Pan-Wei in [110] constructed the following example:

For any real number β > 0, there exists a Ricci limit space, that is RCD(0, N(β)) for some

N(β) ≥ 2, homeomorphic to R × R≥0, with regular set (topologically) R × R+ having

Hausdorff dimension 2 and singular set (topologically) R×{0} with Hausdorff dimension

1 + β.

When restricted to ncRCD(K,N) spaces, more is known about S. Thanks to the vol-

ume cone to metric cone property established in [79], in a ncRCD(K,N) space, S is

stratified into

S0 ⊆ S1 ⊆ · · · ⊆ SN−1,

where for 0 ≤ k ≤ N−1, k ∈ Z, Sk = {x ∈ S : no tangent cone at x is isometric to Rk+1×

C(Z) for any metric space Z}, where C(Z) is the metric cone over a metric space Z. It is

proved in [78, Theorem 1.8] that dimH(Sk) ≤ k. Much finer structure results are known

for singular sets of Ricci limit spaces, see [111]. Based on the stratification result, De
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Philippis-Gigli proposed the following definition of boundary of a ncRCD(K,N) space

(X, d,m):

∂X := Sn−1 \ Sn−2. (6.2.2)

On the other hand, Kapovitch-Mondino ([53]) proposed another recursive definition of

boundary analogous to that of Alexandrov spaces:

FX := {x ∈ X : ∃Y ∈ Tan(X, d,m, x),Y = C(Z),FZ ̸= ∅}. (6.2.3)

In this definition Z must be a non-collapsed RCD(N−2, N−1) space with suitable metric

and measure ([53, Lemma 4.1]), so one can recursively reduce the consideration to the case

N = 1, in which case the classification of RCD(K, 1) is completed in [112].

The relation between 2 definitions of boundary (6.2.2) and (6.2.3) is studied in [52,

Section 6], it is known that FX ⊆ ∂X and FX ̸= ∅ ⇔ ∂X ̸= ∅. It is conjectured that

FX = ∂X, we will discuss a related consequence in the sequel.

We adapt De Philippis-Gigli’s definition of boundary, and call Int(X) := X \ ∂X the

interior of X. Now we can state the precise corollary of Theorem 6.1.3 as follows

Corollary 6.2.2. Let (X, d,HN) be an ncRCD(K,N) space. For every x ∈ Int(X), there

exists a subset Rx ⊆ Int(X) so that m(X \ Rx) = 0 and for any y ∈ Int(X) there is a

minimizing geodesic joining x, y and entirely contained in Int(X).

To show this, we just replace Rn by Int(X) in the proof of Theorem 6.1.3, since

HN(∂X) = 0.

6.3 Further studies

The interior of a ncRCD(K,N) space (X, d,m) is expected to be strongly convex. That is,

Conjecture 6.3.1. For every x, y ∈ Int(X), every geodesic joining x, y is entirely contained

in Int(X).
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It is pointed out by Kapovitch that this conjecture can follow from the equivalence of

two definitions of boundary, (6.2.2) and (6.2.3). The expected argument goes as follows:

Given the equivalence, x, y ∈ Int(X), and a geodesic γx,y connecting x, y, the inter-

section γx,y ∩ ∂X is closed and is exactly the set of points at which there exists a tangent

cone with boundary in γx,y, so γx,y ∩ Int(X) is the set of points in γx,y at which no tangent

cone has boundary. [52, Theorem 1.6] asserts that, the set of all points at which no tangent

cone has boundary is closed, in particular γx,y ∩ Int(X) is closed, since γx,y is connected,

either γx,y ∩ ∂X or γx,y ∩ Int(X) is empty, given endpoints in γx,y ∩ Int(X), we see that

γx,y ∩ ∂X = ∅.

A closely related question is the strong convexity of R := ∪kRk. More precisely, given

any x, y ∈ R is there a geodesic joining x, y completely in R?

Another question related the convexity is the inverse of [21, Theorem 6.18], the theorem

goes as follows:

Theorem 6.3.2. Let (X, d,m) be an RCD(K,∞) space, Y ⊆ X be a closed convex subset

such that m(Y) > 0 and m(∂Y) = 0, where ∂Y is the topological boundary. Then (Y, d,m

Y) is also RCD(K,N).

It is interesting to know the converse, that is: Let (X, d,m) be an RCD(K,N) space,

Y ⊆ X be an open connected subset such that m(Y) > 0, m(∂Y) = 0 and (Y, dY,m Y )

is also RCD(K,N), where dY is the length metric, then it is true that Y is geodesically

convex, in the sense that every geodesic in distance dY is also a geodesic in distance d?
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APPENDIX A

ESSENTIAL DIMENSION IS A METRIC CONCEPT

We explain why essential dimension is a metric concept. First we give the precise statement

of this fact.

Theorem A.0.1. Let (X, d,m1) and (X, d,m2) be RCD(K,N) spaces. Then their essential

dimension is the same and equal to the maximal n such that (Rn, | · |,Ln) is a tangent cone

of (X, d,m1), hence also (X, d,m2).

Remark A.0.2. it is proved in [46, Theoerm 1.2] that if there exists integer n such that for

an RCD(K,N) space (X, d,m), m(X \ Rn) = 0, then for any integer k ∈ (n,N ], Rk = ∅,

this already shows that the essential dimension is the maximal number of R-factors can

be split off in any tangent cone. It also worth mentioning that this proof relies on a fact

that for any integer k, if there exists x ∈ Rk, then there is a set of positive measure in

the neighborhood of x such that the tangent cone at every point in this set splits at least k

R-factors, see [46, Propsition 3.6].

We start the proof.

Proof. Let ni := essdim(X, d,mi) and Ri
ni

be the regular set for mi, i = 1, 2. By

symmetry it suffices to prove that n1 ≤ n2. Fix x ∈ R1
n1

. Then Tan(X, d,m1, x) =

{(Rn, | · |,Ln1 , 0)}, in particular (X, r−1d, x) pGH converges to (Rn1 , | · |, 0) as r → 0. It

follows that Tan(X, d,m2, x) = {(Rn1 , | · |, ν, 0) : ν some Radon measure on Rn}. Note

that by the stability of RCD(K,N) condition, for each ν, (Rn1 , | · |, ν, 0) is an RCD(0, N)

space that contains n1 lines. Applying the splitting theorem [27] recursively, we get that

ν = Ln1 .

130



APPENDIX B

SPECTRUM OF HODGE LAPLACIAN ON COMPACT RCD(K,N) SPACES

This appendix is taken from [40, Appendix]. We provide a Rellich type compactness theo-

rem for 1-forms on compact RCD(K,N) space (X, d,m), stated as follows

Theorem B.0.1 (Rellich compactness). Let (X, d,m) be a compact RCD(K,N) space.

Then the canonical inclusion map:

H1,2
C (T ∗(X, d,m)) ↪→ L2(T ∗(X, d,m)) (B.0.1)

is a compact operator.

This theorem is independently obtained in [113] as an application of the heat flow. Our

proof is based on δ-splitting maps which is different from that of [113].

This theorem in particular proves that the space (5.3.19) is dense in H12
C (T ∗(X, d,m));

{ω ∈ D(∆H,1);∆H,1ω ∈ D(δ)} = H1,2
C (T ∗(X, d,m)) (B.0.2)

Let us mention that hH,tω is in (5.3.19) for any ω ∈ L2(T ∗(X, d,m)) and any t > 0, which

gives another proof of (B.0.2) without the compactness of (X, d), where hH,t is the heat

flow acting on L2(T ∗(X, d,m)) associated to the energy

ω 7→ 1

2

∫
X

(|dω|2 + |δω|2)dm, (B.0.3)

as discussed around 2.6.6, see also [54, (3.6.18)].

For the proof, we need several analytic notions, including the local Sobolev spaces

H1,p(U, d,m), the domain of local LaplacianD(∆, U)(⊆ H1,2(U, d,m)) with the Laplacian
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∆U = ∆ for any open subset U of X and so on. We refer [94, 60, 114] for the detail. Let

us recall that for RCD(K,N) space (X, d,m) we have:

1. (Good cut-off function, Theorem 2.6.3) for any x ∈ X and all 0 < r < R < ∞,

there exists φ ∈ D(∆) ∩ Lipb(X, d) such that 0 ≤ φ ≤ 1 holds, that φ ≡ 1 holds on

Br(x), that suppφ ⊆ BR(x) holds, and that |∇φ|+ |∆φ| ≤ C(K,N, r,R) holds for

m-a.e. x ∈ X;

2. (Hessian estimates for harmonic functions) For any harmonic function f onBR(x) ⊆

X with |∇f | ≤ L, that is, f ∈ D(∆, BR(x)) with ∆f ≡ 0, and for any r < R, we

have ∫
Br(x)

|Hessf |2dm ≤ C(K,N, r,R, L). (B.0.4)

Note that the Hessian of a harmonic function f as above is well-defined as a measurable

tensor over BR(x) because of the locality of the Hessian proved in [54, Prop.3.3.24], see

also [70, (1.1)]. The proof of (B.0.4) is easily done by applying (2.1.2) with the good

cut-off function.

Finally let us recall a useful notation from the convergence theory;

Ψ(ϵ1, ϵ2, . . . , ϵl; c1, c2, . . . , cm) (B.0.5)

denotes a function Ψ : (R>0)
l × Rm → (0,∞) satisfying

lim
(ϵ1,...,ϵk)→0

Ψ(ϵ1, ϵ2, . . . , ϵl; c1, c2, . . . , cm) = 0, ∀ci. (B.0.6)

Proof. Proof of Theorem B.0.1. With no loss of generality we can assume that m(X) =

1 and N > 1. Let ωi be a bounded sequence in H1,2
C (T ∗(X, d,m)). By the L2-weak

compactness with no loss of generality we can assume that ωi L
2-weakly converge to some

ω ∈ L2(T ∗(X, d,m)). Our goal is to prove that this is an L2-strong convergence.
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Let us remark that thanks to [54, Prop.3.4.6] (recall that for any ω ∈ L2(T ∗(X, d,m)),

ω ∈ W 1,2
C (T ∗(X, d,m) holds if and only if ω♯ ∈ W 1,2

C (T (X, d,m)) holds), we have |ωi|2 ∈

H1,1(X, d,m) with |∇|ωi|2| ≤ 2|∇ωi||ωi| for m-a.e. x ∈ X . In particular the Sobolev

embedding theorem proved in [66, Thm.5.1] yields

sup
i

∥|ωi|2∥LpN <∞, (B.0.7)

where pN := N/(N − 1) because a Poincaré inequality 2.4.5 is satisfied, and the Bishop-

Gromov inequality implies the inequality m(Bs(y)) ≥ C(s/r)Nm(Br(x)) for all x ∈ X,

y ∈ Br(x) and s ∈ (0, r].

Fix ϵ > 0 and put n := essdim(X). For any x ∈ Rn there exists rx > 0 such that for any

r ∈ (0, rx) there exists a harmonic map Φr,x = (φr,x,1, φr,x,2, . . . , φr,x,n) : B2r(x) → Rn

(that is, each φr,x,i is a harmonic function on B2r(x)) such that |∇φr,x,i| ≤ C(K,N) holds

for any i, that

1

m(B2r(x))

∫
B2r(x)

|⟨∇φr,x,i,∇φr,x,j⟩ − δij| dm+
r2

m(B2r(x))

∫
B2r(x)

|Hessφr,x,i
|2dm ≤ ϵ

(B.0.8)

holds for all i, j (see [70, Prop.1.4]). Note that the L2-weak convergence of ωi to ω yields

that ⟨dφr,x,j, ωi⟩ L2-weakly converge to ⟨dφr,x,j, ω⟩ on B2r(x) for any j.

On the other hand applying [54, Prop.3.4.6] (with a good cut-off function as above)

again yields ⟨dφr,x,j, ωi⟩ ∈ H1,1(Br(x), d,m) with

|∇⟨dφr,x,j, ω⟩| ≤ |Hessφr,x,j
||ωi|+ |∇φr,x,j||∇ωi|, form− a.e. x ∈ Br(x). (B.0.9)

To show this, take φ ∈ D(∆) ∩ Lipb(X, d) such that 0 ≤ φ ≤ 1, φ ≡ 1 holds on Br(x),

and that suppφ ⊆ B2r(x), |∇φ| + |∆f | ≤ C(K,N, r) holds for m-a.e. x ∈ X. Then

since φφr,x,j ∈ D(∆)∩Lipb(X, d), applying [54, Prop.3.4.6] yields that ⟨d(φφr,x,j), ωi⟩ ∈
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H1,1(X, d,m) with

|∇⟨d(φφr,x,j), ω⟩| ≤ |Hessφφr,x,j
||ωi|+ |∇φr,x,j||∇(φωi)|, form− a.e. x ∈ X.

Restricting this observation to Br(x) with the locality properties of the gradient (for in-

stance [54, Thm.2.2.6]) and of the Hessian [54, Prop.3.3.24] proves the desired statement.

In particular (B.0.4) shows

sup
i

∥⟨dφr,x,j, ωi⟩∥H1,1(Br(x),d,m) <∞. (B.0.10)

Therefore applying the Rellich compactness theorem for H1,1-functions proved in [66,

Thm.8.1] shows that ⟨dφr,x,j, ωi⟩ Lp-strongly converge to ⟨dφr,x,j, ω⟩ on Br(x) for all

p ∈ [1, pN). By (B.0.7) we see that ⟨dφr,x,j, ωi⟩ L2-strongly converge to ⟨dφr,x,j, ω⟩ on

Br(x) for any j.

Let

A(r, x) :=
{
y ∈ Br(x); |⟨∇φr,x,i,∇φr,x,j⟩(y)− δij| ≤ ϵ1/2,∀i, ∀j

}
. (B.0.11)

Then the Markov inequality with (B.0.8) shows

m(Br(x) \ A(r, x))
m(Br(x))

≤ ϵ1/2. (B.0.12)

Note that for any η ∈ L2(T ∗(X, d,m))

∣∣∣∣∣|η|2(y)−∑
j

⟨dφr,x,j, η⟩2(y)

∣∣∣∣∣ ≤ Ψ(ϵ;n) |η|2, for a.e. y ∈ A(r, x). (B.0.13)

See also [43, (5.36) and (5.37)]. Applying the Vitali covering theorem to a family F :=

{Br(x)}x∈Rn,r<rx yields that there exists a pairwise disjoint subfamily {Brj(xj)}j∈N of F
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such that

Rn \
k⊔

j=1

Brj(xj) ⊆
⋃

j≥k+1

B5rj(xj), ∀k (B.0.14)

holds. Take k0 with
∑

j≥k0+1m(Brj(xj)) < ϵ. Then by (B.0.12) we have

m

(
X \

k0⊔
j=1

A(rj, xj)

)
≤ m

(
X \

k0⊔
j=1

Brj(xj)

)
+

k0∑
j=1

m(Brj(xj) \ A(rj, xj))

≤
∑

j≥k0+1

m(B5rj(xj)) + ϵ1/2
k0∑
j=1

m(Brj(xj))

≤ C(K,N)
∑

j≥k0+1

m(Brj(xj)) + ϵ1/2

≤ Ψ(ϵ;K,N). (B.0.15)

Thus for any sufficiently large i we have

∫
X

|ωi|2dm

=

k0∑
j=1

∫
A(rj ,xj)

|ωi|2dm+

∫
X\

⊔k0
j=1 A(rj ,xj)

|ωi|2dm

≤
k0∑
j=1

n∑
l=1

∫
A(rj ,xj)

(⟨dφrj ,xj ,l, ωi⟩2 +Ψ(ϵ;n)|ωi|2)dm+m
1

qN

(
X \

k0⊔
j=1

A(rj, xj)

)
∥|ωi|2∥LpN

≤
k0∑
j=1

n∑
l=1

∫
A(rj ,xj)

⟨dφrj ,xj ,l, ω⟩2dm+Ψ(ϵ;n) sup
m

∥ωm∥2L2 +Ψ(ϵ;K,N) sup
m

∥|ωm|2∥LpN

≤
k0∑
j=1

n∑
l=1

∫
A(rj ,xj)

(1 + Ψ(ϵ;n))|ω|2dm+Ψ(ϵ;K,N)(sup
m

∥ωm∥2L2 + sup
m

∥|ωm|2∥LpN )

≤
∫
X

|ω|2dm+Ψ(ϵ;K,N)(sup
m

∥ωm∥2L2 + sup
m

∥|ωm|2∥LpN ), (B.0.16)

where qN is the conjugate exponent of pN . Since ϵ is arbitrary, (B.0.16) shows that

lim sup
i→∞

∫
X

|ωi|2dm ≤
∫
X

|ω|2dm (B.0.17)
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which completes the proof of the L2-strong convergence of ωi to ω.

The following fact is a refinement of trHess = ∆.

Theorem B.0.2. Let (X, d,HN) be a non-collapsed RCD(K,N) space. Then we have

H1,2
C (T ∗(X, d,HN)) ⊆ D(δ) with

δω = −tr∇ω, ∀ω ∈ H1,2
C (T ∗(X, d,HN)). (B.0.18)

Proof. we see that for fi ∈ TestF (X, d,HN),

δ(f1df2) = −⟨df1, df2⟩ − f1∆f2

= −⟨df1, df2⟩ − f1tr(Hessf2)

= −⟨g, df1 ⊗ df2⟩ − ⟨g, f1Hessf2⟩ = −⟨g,∇(f1df2)⟩ = −tr∇(f1df2)

holds, which shows that (B.0.18) holds for all ω ∈ TestT ∗(X, d,HN). Thus we have the

conclusion because by definition TestT ∗(X, d,HN) is dense in H1,2
C (T ∗(X, d,HN)).

It directly follows from Theorem B.0.2 that for a non-collapsed RCD(K,N) space

(X, d,HN) and any f ∈ D(∆), we have fg ∈ D(∇∗) with

∇∗(fg) = −df (B.0.19)

because for any ω ∈ H1,2
C (T ∗(X, d,HN)),

∫
X

⟨ω,∇∗(fg)⟩dHN =

∫
X

⟨∇ω, fg⟩dHN =

∫
X

fδωdHN =

∫
X

⟨df, ω⟩dHN . (B.0.20)

The following is also a direct consequence of (2.2.14), (2.2.16) and Theorem B.0.2:

Corollary B.0.3. Let (X, d,HN) be a non-collapsed RCD(K,N) space. Then we have
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H1,2
H (T ∗(X, d,HN)) = H1,2

C (T ∗(X, d,HN)) with

1

2
∥ω∥H1,2

H
≤ ∥ω∥H1,2

C
≤ (1 +K−)∥ω∥H1,2

H
, ∀ω ∈ H1,2

H (T ∗(X, d,HN)), (B.0.21)

where K− = max{0,−K}.

Then the following corollary is a direct consequence of Corollary B.0.3 and Theorem

B.0.1 (see for instance the appendix of [115]).

Corollary B.0.4. The spectrum of the Hodge Laplacian ∆H,1 acting on 1-forms is discrete

and unbounded. If we denote the spectrum by

0 ≤ λ(H,1),1 ≤ λ(H,1),2 ≤ λ(H,1),3 ≤ · · · ≤ λ(H,1),k ≤ · · · → ∞ (B.0.22)

counted with multiplicities, then corresponding eigen-1-forms ω1, ω2, . . . with ∥ωk∥L2 = 1

give an orthogonal basis of L2(T ∗(X, d,m)).

Remark B.0.5. Under the same notation as in Corollary B.0.4, it is easy to see that for any

ω ∈ H1,2
H (T ∗(X, d,m)),

ω =
∑
i

(∫
X

⟨ω, ωi⟩dm
)
ωi (B.0.23)

in H1,2
H (T ∗(X, d,m)). In particular (B.0.23) also holds in H1,2

C (T ∗(X, d,m)) because of

(2.2.14).

Remark B.0.6. As an immediate consequence of Theorem B.0.1, we are able to prove a

similar spectral decomposition result as in Corollary B.0.4 for the connection Laplacian

∆C,1 acting on 1-forms. Moreover the technique provided in the proof of Theorem B.0.1

allows us to prove similar decomposition results for the connection Laplacian acting on

differential forms and tensor fields of any type. Compare with [116, 115].
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[101] L. Ambrosio, N. Gigli, and G. Savaré, “Metric measure spaces with Riemannian
Ricci curvature bounded from below,” Duke Mathematical Journal, vol. 163, no. 7,
pp. 1405–1490, May 2014.

[102] S. Honda, “Collapsed Ricci limit spaces as non-collapsed RCD spaces,” SIGMA,
vol. 16, no. 021, 2020.

[103] I. Chavel, B. Randol, and J. Dodziuk, Eigenvalues in Riemannian Geometry, ser. Pure
and Applied Mathematics. Elsevier Science, 1984, ISBN: 9780080874340.

[104] S. Rosenberg, The Laplacian on a Riemannian Manifold: An Introduction to Anal-
ysis on Manifolds, ser. London Mathematical Society Student Texts. Cambridge
University Press, 1997.

[105] A. Grigor’yan, Heat Kernel and Analysis on Manifolds, ser. AMS/IP studies in ad-
vanced mathematics. American Mathematical Society, 2012, ISBN: 9780821893937.

145



[106] J. H. P. McKean and I. M. Singer, “Curvature and the eigenvalues of the Laplacian,”
Journal of Differential Geometry, vol. 1, no. 1-2, pp. 43–69, 1967.

[107] S. B. Alexander and R. L. Bishop, “Curvature bounds for warped products of metric
spaces,” Geometric & Functional Analysis GAFA, vol. 14, no. 6, pp. 1143–1181,
2004.

[108] F. Cavalletti, “Monge problem in metric measure spaces with riemannian curvature-
dimension condition,” Nonlinear Analysis: Theory, Methods & Applications, vol. 99,
pp. 136–151, 2014.

[109] F. Cavalletti and A. Mondino, “Sharp and rigid isoperimetric inequalities in metric-
measure spaces with lower ricci curvature bounds,” Inventiones mathematicae, vol. 208,
no. 3, pp. 803–849, 2017.

[110] J. Pan and G. Wei, “Examples of ricci limit spaces with non-integer hausdorff di-
mension,” Preprint arXiv: 2106.03967, 2021.

[111] J. Cheeger, W. Jiang, and A. Naber, “Rectifiability of singular sets of noncollapsed
limit spaces with Ricci curvature bounded below,” Annals of Mathematics, vol. 193,
no. 2, pp. 407–538, 2021.

[112] Y. Kitabeppu and S. Lakzian, “Characterization of low dimensional rcd*(k, n)
spaces,” Analysis and Geometry in Metric Spaces, vol. 4, 2015.

[113] M. Braun, “Heat flow on 1-forms under lower ricci bounds. functional inequalities,
spectral theory, and heat kernel,” arXiv:2010.01849, 2020.

[114] J. Heinonen, P. Koskela, N. Shanmugalingam, and J. T. Tyson, Sobolev spaces on
metric measure spaces, ser. New Mathematical Monographs. Cambridge Univer-
sity Press, Cambridge, 2015, vol. 27, pp. xii+434, An approach based on upper
gradients, ISBN: 978-1-107-09234-1.

[115] S. Honda, “Spectral convergence under bounded ricci curvature,” Journal of Func-
tional Analysis, vol. 273, no. 5, pp. 1577–1662, 2017.

[116] ——, “Elliptic PDEs on compact Ricci limit spaces and applications,” Preprint,
arXiv:1410.3296.

146


	Title Page
	Acknowledgments
	Table of Contents
	Summary
	1 | Introduction
	Ricci Curvature on manifolds
	Synthetic notion of Ricci Curvature lower bounds
	Riemannian curvature-dimension condition
	Local-to-global and essentially non-branching
	Two-sided curvature bounds
	Smoothing metric gt
	Rest of topics in the thesis

	2 | Preliminaries
	Riemannian Curvature-Dimension Conditions
	Calculus on `3́9`42`"̇613A``45`47`"603ARCD(K,N) spaces
	Convergence of Meatric Measure Spaces and stability
	Structure of `3́9`42`"̇613A``45`47`"603ARCD(K,N) spaces
	Weakly Non-collapsed and (Strongly) Non-collapsed spaces
	Heat Flow and Heat Kernel

	3 | Smoothing of Metric via Heat Flow
	Overview
	Local Hille's Theorem
	Smoothing metric gt and computation of * gt 
	Asymptotic behavior as t0+
	Further Studies

	4 | Weakly non-collapsed spaces are strongly non-collpased
	Overview
	Proof of the conjecture 4.1.1
	Applications
	Further studies

	5 | Approximate Einstein tensor and non-collapsed spaces 
	Overview
	Smooth context
	`3́9`42`"̇613A``45`47`"603ARCD context
	Further Studies

	6 | Convex Properties of `3́9`42`"̇613A``45`47`"603ARCD(K,N) spaces
	Overview
	Almost convexity of Rn and interior of `3́9`42`"̇613A``45`47`"603ARCD(K,N) spaces
	Further studies

	Appendices
	A | Essential dimension is a metric concept
	B | Spectrum of Hodge Laplacian on compact `3́9`42`"̇613A``45`47`"603ARCD(K,N) spaces

	References

