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ABSTRACT  

This article presents a concept of distance sound source sonifica-
tion for virtual auditory displays in the context of the creation of  

an assistive device for the visually impaired. In order to respond  
to user needs, three sonification metaphors of distance based on  

sound effects were designed. These metaphors can be applied to  

any type of sound and thereby satisfy all aesthetic desires of users.  

The paper describes the motivation to use this new type of sonifi-
cation based on sound effects, and proposes guidelines for the cre-

ation of these three metaphors. It then presents a user evaluation  

of these metaphors by 16 subjects through a near field sound lo-

calization experiment. The experiment included a simple binaural  

rendering condition in order to compare and quantify the contribu-
tion of each metaphor on the distance perception.  

1. INTRODUCTION  

Thanks to the development of research in auditory display, the use  
of sound as a means to convey information has considerably grown  

over the past few decades. One of the most obvious applications is  

the sensory substitution of visual information when it is not avail-
able. Visually impaired people have a variety of needs for non-
visual information. Accessing computer information, avoiding ob-

stacles, finding a route or a desired inanimate object are examples  

of tasks that can be challenging for them. Some of these problems  

could be resolved by the use of auditory displays.  

This study takes place within the context of the development  
of an electronic device based on rapid object localization and audi-
tory augmented reality for helping people with visual impairments  
in near field guidance (hand reaching movement for grasping ob-

jects) [1]. This device combines a bio-inspired vision system able  

to quickly recognize and locate objects [2] and a 3D sound render-
ing system [3] which will map a spatialized sound to the location  

of the targeted object. Sound guidance will be provided through  

binaural rendering, allowing a full exploitation of the human per-

ceptual and cognitive capacity for spatial hearing.  

Even though the basic mechanisms of directional sound local-
ization are well documented and can be easily reproduced in vir-
tual auditory display through binaural rendering [4], those allow-

ing listeners to determine the distance of a sound source are less  

understood. Literature on distance perception of sound sources  

[5, 6] reports that humans significantly underestimate the distance  

of far sources and overestimate the distance of near sources. They  

report at least four auditory cues involved in the mechanisms of  

distance auditory estimation:  

• In open space,  intensity  plays a major role with familiar  

sounds, it ideally decreases by 6 dB with doubling of dis-
tance between the source and listener. For unfamiliar sound  

sources, this cue is insufficient as it is confounded with the  

level of the sound itself [7].  

• Direct-to-reverberant energy ratio  is also an important cue in  

reflective and indoor environments. Mershon and King [8]  
have shown that distance perception is greater in reverberant  

environments compared to anechoic environment. Contrary  

to intensity, reverberation can allow the listener to make an  

absolute judgment of distance.  

• If the listener has enough familiarity with the sound, the  spec-
trum  may convey distance cues as well. The spectral filtering,  

especially effective for far distances (particularly in the up-
per part of the auditory range) is induced by the absorption  

properties of the air and the eventual multiple reflections over  

non-ideal surfaces, which help one to estimate the distance of  

a sound source[9].  

• For nearby sources, Brungart [10] has highlighted the impor-
tance of  binaural differences  in both intensity and time that  
are no longer independent of radial distance, as they are for  

far field planar waves. A study by Shinn-Cunningham  et al.  
[1 1], provides a detailed analysis of binaural cue variations  

for nearby sound source location.  

Despite the multiplicity of distance perception cues, the syn-
thesis of range information in auditory display still remain a major  

issue and leads to poor quality results, especially for near field  

sound sources.  

In an attempt to provide a linear relationship between per-
ceived and physical distance, Devallez  et al.  [ 12] modeled a virtual  
listening environment consisting of a trapezoidal membrane with  

specific absorptive properties at the boundaries. This approach  

has been more recently extended by Fontana and Rocchesso [ ?]  

who studied the effect of exaggerating the acoustic cue of the re-
verberation by placing a real sound source in a pipe. They also  
demonstrated the possibility of creating flexible and virtual mod-
els for distance rendering with a simple physical system such as  

the acoustic pipe [13].  

In the context of near field guidance (for distances inferior to  

1.5 meters), distance perception is quite limited compared to the  

required precision. Instead of linearizing or exaggerating distance  

acoustics cues, this study aims to explore the influence of adding  

new acoustic cues for distance perception. It consists of represent-

ing distance cues instead of simulating them exactly. This can be  

realized through the use of sonification techniques.  

In [14], Kramer defined sonification as “the use of non-speech  

audio to convey information or perceptual data”. Many studies  
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have investigated methods of conversion from data to sound. The  
Sonification Handbook [15] provides a good introduction to vari-

ous methods. In this study, a parameter mapping sonification ap-
proach was used. This method consists in representing changes in  

data dimension through an auditory variation [14, 16]. Most ex-

isting parameter mapping sonification applications use pitch, time,  

loudness, or timbre as the principal mapping parameters applied  

on sound synthesis. While the transfer function between sonified  
data and sound synthesis parameters is very easy, one problem is  

that the sounds produced can be unpleasant and irritating for daily  

use.  

In the past few years, despite the development of many sound  

interfaces, aesthetic and user acceptance issues have been absent  

from the scope of most research. Very few studies have investi-

gated the customization of sound information by the user and its  

impact on the effectiveness and efficiency of the system. In [17],  

the authors worked on the aesthetics of sonification and found that  
musical sounds were more pleasant and appropriate than natural  

sounds. In [18], Brungart and Simpson describe the design of an  

audio display that modified the acoustic properties of an arbitrary  

audio input signal (e.g. pilot-selected music) to provide the pilot  
with information about the altitude of the aircraft.  

In this article, the concept of parameter mapping sonification  

is extended to the use of any type of audio signal by mapping the  

parameters to audio effects (these are then applied to the sound). In  

this concept, the data no longer relies on the sound parameters but  

on the audio effect parameters. This allows for the application of  

the sonification metaphor to any type of sound while maintaining  

coherency with the data displayed. Applying this concept, three  

sound effect metaphors were created and initially evaluated with a  

near-field localization test designed with laboratory sounds.  

2. SOUND EFFECT METAPHORS  

In the context of a commercial project, several constraints are im-
posed on the development of the prototype and therefore on the  

distance sonification design. First of all, the use of binaural sound  

display imposes the use of large spectrum sound samples (to in-
crease HRTF cues perception) with sharp attacks (to improve ITD  

perception). Then, the design of an accessible, aesthetically pleas-
ing, and ergonomic device takes into account the end user’s needs  

in terms of output user interface. These were evaluated using sev-

eral questionnaires as well as a creativity session held with six  

visually impaired participants (see [1] for further details). In gen-

eral, the visually impaired panel did not favor the use of sound  

as a method of guidance. In addition to the sound environment-
masking problem due to the use of headphones, they reported a  

severe fatigue from the kind of sounds generally used (such as  

beeps, noise, and tones) in interfaces, and to the excessive length  

of messages in the case of text-to-speech based systems. As sound  

information may interfere with natural auditory cues in the real  

environment and cause supplementary cognitive load, the amount  

of information provided should be minimal, presenting only what  

is necessary and sufficient to aid the user. Presented messages  

should be highly efficient and minimally intrusive. The level of  

detail and display frequency of messages must be adjustable by  

the user. The sounds must be short and different from urban en-
vironmental sounds. One of the most important results of these  

investigations on user needs was the differing desires of system  

sounds amongst potential users. Some users asked for electronic  
sounds (such as video game sounds) in order to easily differentiate  

(a) 
	

(b)  

Figure 1: (a) Sound path in a room. (b) 2D schematization of the  

image-sources method. The simulated room is in blue, first order  

reflections are located in green areas and second order reflections  

are located in red areas. The listener is a green  . , the source a red  
0 .  

them from the natural ambient sounds, while others preferred de-
contextualized natural sounds (animal, sea, cave, or forest sounds)  

or instrumental sounds. Regarding these results, it was not possi-

ble to find a general agreement on the types of sounds to use for the  

design of a navigation aid. Instead, a decision was made to design  

the sonification device using a customizable sound strategy.  

2.1. Effect based sonification  

To answer all of these constraints, distance sonification was de-

signed as a digital audio effect applicable to the sound. With this  

concept, the distance is mapped to one or several parameters of  

the audio effect and the resulting sound pattern is thus distance  

dependent. This method allows for the design of several distance  

metaphors while leaving the user the possibility to customize the  

actual sounds of the interface. Furthermore, it has the advantage  

that once the metaphors are understood and learned, the user is  

able to change the sounds without relearning the sonification map-
ping.  

On the basis of this idea, three distance metaphors were de-

veloped. The first one consists of reproducing a natural perceptual  

phenomena (sound reflection from walls), based on a simple room  

acoustic simulation. The other two metaphors are symbolic. There  

is no ecological link between the effect and the parameter repre-
sented. These metaphors are defined in the next section with the  

chosen mapping corresponding to the experimental setup, detailed  

in Sec. 3.  

2.2. Early Reflection (ER)  

As explained in Sec. 1, several studies highlighted the improve-
ment of distance perception using reverberation cues [8, 20]. In  

[21], Begault showed the benefit of an artificial reverberation in a  

virtual auditory display. The addition of room reverberation led to  

better externalization and distance perception of the sound source,  

but slightly decreased azimuth localization performance. From lit-

erature on distance perception of nearby sources, a hypothesis was  

made that distance perception of sound sources in peripersonal  

space is improved by early reflections [22].  
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Figure 2: Representation of the sound resulting from the application of the three effect metaphors for two distances:  top  = 0 . 6  m ,  
bottom  = 1 . 5  m ; (Left) Impulse response of the Early Reflection effect metaphor. (Center) Geiger Counter effect metaphor applied to a  

10 ms burst. (Right) Spectrogram of the sounds resulting from the Sliding Bandpass Filter effect metaphor applied to a 0.5 sec burst.  

The concept of this metaphor is therefore to create an effect  

based on the simulation of spatialized early reflection of second  
order (ie, reflecting off of one or two walls, considering an om-
nidirectional sound source, see Fig. 1) for a given room. In or-

der to improve distance perception through the increase of natural  

audio cues with the simulation of room reverberation without de-
creasing the horizontal localization performances, a decision was  

made to simulate only early reflections. The image-source simula-
tion method was used to simulate the early reflections [23]. Each  

reflection (called image-source) is a copy of the primary sound  

source coming from a different location. It is attenuated as a func-
tion of distance and filtered according to the absorption character-

istics of the walls it encounters. These reflections allow for spatial  

information multiplication through the binaural spatialization of  

each reflection in addition to the direct sound source.  

For the experiment, early reflections are based on the acous-
tic response of a  5  ×  5  ×  3m3  room. The head of the listener is  
placed at the center of this virtual room at a height of 1m40. 24  

image-sources (6 first order reflections and 18 second order reflec-

tions) are necessary to simulate first and second order reflections.  

Their positions are calculated in real-time. Each source is filtered  

one or two times (depending on the number of walls encountered),  

then delayed according to the difference between their trajectory  

lengths and the trajectory of direct sound. In order to reduce com-

putational time due to binaural rendering, the 24 sources are spa-
tialized using a third order ambisonic method rendered over 12  

virtual loudspeakers. These virtual loudspeakers surrounding the  

subject are then spatialized with binaural synthesis at classic po-
sitions on a sphere (for more details, see [24, 25]). The resulting  

binural signal is then mixed with the binauralized direct sound sig-

nal. Fig. 2 (left) represents the impulse response of this metaphor  

effect for two different distances (0.6 m and 1.5 m).  

2.3. Geiger Counter (GC)  

One of the first sonification applications was the Geiger counter,  

invented by Hans Geiger in the early 1900’s. It consists of in-
creasing the rate of a generated “beep” in proportion to the inten-
sity of non-visible radiation. This well-known metaphor has been  

successfully tested in a number of sonification applications, and  

has now become a part of everyday life, used for several com-

mercial applications. For example, it is used on some vehicle re-
versing/parking aids, which are intended to avoid collisions when  

reversing a vehicle. As an obstacle comes closer, the warnings  

become more strident and insistent.  

To increase the perception of distance, this effect consists of  

repeating the stimulus three times and varying the time interval  

between each repetition as a function of distance. Thus, the closer  

the target is, the faster the repetition.  

This mapping was chosen so as to avoid any overlap of sounds  
when the target is near the user, thus the variations were suffi-
ciently noticeable. Time repetitions are therefore of 20 ms at 0.6 m  

and of 320 ms at 1.5 m, the evolution between these two distances  
is linear. The sound signal resulting from the application of this  

metaphor to a 10 msec burst for two different distances (0.6 m and  

1.5 m) is presented in Fig. 2 (center).  

2.4. Sliding Bandpass Filter (SBF)  

Several studies have shown that the used of pitch in data sonifi-
cation was easily understandable and efficient [26]. The idea of  

this metaphor is to transpose this sonification concept to an audio  

effect applicable to any type of sound.  

This effect is created using a band-pass filter with a time slid-

ing central frequency and a time varying bandwidth, such that so  
the quality factor  Q  =  ∆  f /f  remains constant (where  ∆  f  is the  
bandwidth and  f  the central frequency). The initial central fre-
quency of the filter (at T=0 sec, beginning of the sound) is fixed to  

200  Hz  regardless to the distance. The final central frequency of  

the filter (at T= sound length, end of the sound) increase propor-
tionally with distance. With this effect, a noise burst will sound  
as a noisy chirp with a higher final frequency depending on the  

distance.  

For the experiment, the quality factor was fixed to  

Q  =  ∆  f /f  = 2 ,  the final frequency was fixed to 1 kHz  

for a target placed at 0.6 m and to 8 kHz for a target at 1.5 m.  

The evolution of the final frequency according to the variation  

of the distance is linear. Fig. 2 (right) represents the spectro-

gram of the sound resulting from this effect applied to a white  

noise burst of 0.5 sec for two different distances (0.6 m and 1.5 m).  
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Figure 3: (a) Experimental setup. Small circles = sound source  

positions (b) Timeline of the experiment.  

3.3. KEMAR HRTF  

The HRTF of a KEMAR mannequin was measured at IRCAM’s  

anechoic chamber. In order to render all the localization test’s  

positions, it was necessary to measure the HRTF over the entire  

sphere. The set used contained measures from  —90°  to  90°  in  

elevation in steps of  5° , and from  — 180°  to  180°  in azimuth in  

steps of  15° . These measures are more precise in elevation, other-
wise they have the same characteristics as HRTFs of the LISTEN  

database [28].  

In order to improve the localization performances of the sub-
ject with the binaural rendering using this non-individual HRTF,  

three adaptation sessions of 12 min were conducted according to  

the method proposed by Parseihian and Katz [29]. Briefly, this  

method consists of a training game allowing the subject to do a  

quick exploration of the spatial map of the virtual rendering by  

an auditory-kinesthetic process. These training sessions were per-
formed three days in a row, twelve minutes per day, the last session  

being immediately followed by the main experiment.  

3. METHODS  

3.1. Participants  

A total of 16 adult subjects not visually impaired (3 women and  
13 men, mean age  28  f 6) served as paid volunteers; An audio-

gram was performed on each subject before the experiment to en-
sure that their audition was normal (> 15 dB(HL)). All were naive  

regarding the purpose of the experiment and the sets of spatial po-

sitions selected for the experiment.  

3.2. Apparatus  

A diagram of the setup for the experiment is shown in Fig. 3, with a  

timeline of the experimental procedure. The first three stages con-
sist of three adaptation sessions with the non-individual HRTFs,  

see sec 3.3. The next stages consist of the evaluation of each soni-
fication condition with a localization task. During the localization  

sessions, subjects were seated on a swivel chair located at the cen-

ter of a wooden circular table of 90 cm in diameter.  

The subjects were equipped with a stereo open ear head-

phone (model Sennheiser HD570) tracked with a 6-DoF posi-
tion/orientation magnetic sensor positioned on the top of the head-
phone. They held a position sensor in their dominant hand and in-

teracted with the system using a MIDI button with their other hand.  
The position of the hand was calculated relative to the tracked cen-

ter of the head. No headphone equalization was used.  

The stimulus used was rendered via a set of non-individual  

HRTF measured on a KEMAR mannequin (describe in sec 3.3). It  

was brief to avoid head movement effects and consisted of a train  

of three, 40 ms Gaussian broadband noise bursts (50 – 20000 Hz)  

with 2 ms Hamming ramps at onset and offset and 30 ms of silence  

between each burst. This stimulus was chosen following Dramas  
et al.  [27] where the effect of repetition and duration of the burst  

on localization accuracy was analyzed. Their results showed an  

improvement of the accuracy between three repeated 40 ms bursts  

and a single 200 ms burst. The overall level of the train was ap-
proximately  60  dBA  measured at the ears for a binaural sound  
source rendered at 50 cm in front of the subject ( 0°  in azimuth and  

0°  in elevation).  

3.4. Procedure  

The experiment was divided into four blocks of 80 trials, each  

block lasting approximately 15 min. Each block corresponds to  
a different distance metaphor condition. In order to evaluate the  

improvement effect of each sonification metaphor, a block of trials  

without sonification (i.e. only binaural rendering) served as a ref-

erence for localization performance. The four blocks are called:  

control  (for no sonification),  geiger counter (GC) ,  sliding band-
pass filter (SBF) , and  early reflection (ER) . For each subject, the  

blocks were presented in a random order so as to counterbalance  

any potential task learning effect. Each block of trials began with  

a short learning session of the sonification metaphor during which  

the sound was repeated every two seconds. The aim of this learn-
ing session was to accustom the subjects to the distance metaphor  

by allowing them to interact with the distance with an auditory-

kinesthetic process. First, for the subject to be aware of the dis-
tance ranges and the variations of the acoustic cues, he was asked  

to move his hand from the inside to the outside of the table and  

then return, thus two times for two different directions (frontal and  

lateral). Then, for a periode of one minute, the subject had total  

control of a virtual sound source spatialized at his hand position  

and was asked to freely explore the entire surface of the table.  

The localization task consisted of reporting the perceived po-

sition of a static spatialized sound sample using a hand placing  

technique validated by a MIDI button. Each subject was instructed  

to orient himself straight ahead and to keep his head fixed, in a ref-

erence position at the center of the system, 0.65 m over the table,  

during the brief sound stimulus presentation. Before each trial, the  
subject’s head position was automatically compared to the refer-

ence position and the subject was asked to correct his position if  

there was no concordance(f5  cm for the position and  f3°  for the  

orientation). After presentation of the stimulus, each subject was  
instructed to place his hand on the table at the current position of  

the perceived sound source location and to validate the response  

with the MIDI button. The subjects were placed in the system  

in order to use their dominant hand. The perceived position was  

calculated between the initial head position/orientation when the  

stimulus was played and the final hand position when the listener  

validated the target. No feedback was given to the subject regard-

ing the actual target position.  
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Condition  Control  ER  GC  SBF  

Regression slope  
Goodness-of-fit  

0.14  
0.66  

(.09)  
(.26)  

0.06  
0.27  

(.13)  
(.31)  

0.64  
0.96  

(.29)  
(.05)  

0.50  
0.92  

(.20)  
(.12)  

Table 1: Mean linear regression analysis and goodness-of-fit crite-
ria  r2  of the perceived distance. Variances shown in parentheses.  

A total of 20 positions (5 different distances relative to the  

head: 0.73 m, 0.80 m, 0.88 m, 0.97 m, and 1.07 m and 4 azimuths:  
0 ◦ ,  30 ◦ ,  60 ◦ , and  90 ◦ , see Fig. 3), were randomly presented with  

4 repetitions each. Subjects had to localize a total of 80 targets and  

were naive with respect to the set of spatial positions selected for  

the experiment.  

4. RESULTS  

The contribution of the sonification metaphors on the perceived  

distance was analyzed by comparing the distance and azimuth er-
rors of each metaphor ( geiger counter,  sliding bandpass filter , and  
early reflection ) to those of the control reference condition without  
sonification (control). Because of validation problems with some  
participants, all trials with a hand position outside the table have  

been removed from the analysis. Some front/back confusion errors  

were noticed for rendered sources at  30 ◦  and  60 ◦ . Since this paper  

is focused on distance perception, these confusions were corrected  

before data analysis.  

4.1. Effect of the metaphors on the perceived distance  

Fig 4 shows the average mean response of perceived source dis-

tance as a function of virtual source distance and the mean of linear  

regression for each condition. It highlights a tendency to overes-
timate sound distance for the two nearest rendered distances and  

to overestimate it for the others. It can also be noted that results  

for  control  and  early reflection  were poorer than those for  GC  and  
SBF  conditions. A linear regression analysis was performed on  

these results. The mean and standard deviation across subjects  

of the slope of the regression line and goodness-of-fit criteria  r2  
for each condition are shown in Table 1. Regression slope lines  

were far from the unity expected for a perfect distance perception  

of virtual sound for the  control  and  ER  conditions. For these two  

conditions there was no real perception of distance. The results for  

the  SBF  and the  GC  conditions were better with regression slopes  

nearer to unity but with larger inter-subject variability (highlighted  

by the large standard deviation).  

These results are confirmed by the boxplot of relative distance  

error shown in Fig. 5. Indeed, the mean errors of the  GC  and the  
SBF  conditions are approximately 5 cm lower than those of the  

control  and the  ER  conditions. A repeated measures ANOVA was  

performed on the mean distance error, taking into account three  

within-subjects factors: metaphor condition (4 levels, fixed fac-

tor), rendered distance (5 levels, fixed factor) and rendered az-
imuth (4 levels, fixed factor). It showed a significant effect of  

the metaphor condition (F (3 ,  42) = 19 . 76 ,  p <  0 . 001), the ren-

dered distance (F (4 ,  56) = 12 . 01 ,  p <  0 . 001) and the rendered  
azimuth (F (3 ,  42) = 9 . 32 , p <  0 . 001). A Duncan test on cat-
egories showed significant differences between  control  and  GC  
conditions (p  = 6 . 10−5 ) and between  control  and  SBF  condi-

tions (p  = 2 . 10−4 ). The comparison of  control  and  ER  conditions  

showed no-significant effects ( p  = 0 . 59). For the rendered po- 

0.7 	0.8 	0.9 	1 	1.1  
Real distance (m)  

Figure 4: Perceived distances as a function of rendered distance  

for each sonification condition. « � ,  � ,  ◦ ,  × » : Mean under each  

condition. Lines: Mean of linear regression.  

Control 	ER 	GC 	SBF  

Figure 5: Boxplot of the relative distance error for each metaphor.  

Angle  0 ◦ 
 30 ◦ 

 60 ◦ 
 90 ◦ 

 

Control  0.13  (.10)  0.11  (.09)  0.11  (.08)  0.09  (.08)  
ER  0.11  (.10)  0.10  (.09)  0.12  (.09)  0.10  (.08)  
GC  0.07  (.08)  0.06  (.07)  0.06  (.07)  0.06  (.06)  
SBF  0.09  (.09)  0.08  (.08)  0.07  (.07)  0.06  (.06)  

Table 2: Mean distance error (in m) per angle and metaphor. Vari-
ances shown in parentheses.  

sitions, a Duncan test on distance revealed significant differences  

between the farther distance and the others (highlighting poorer  

performances for farther distances), and a Duncan test on azimuth  

revealed significant differences between the lateral angle  90 ◦  and  
the others (highlighting better performance for lateral positions).  

A thorough study of the perceived distance error while taking  

into account the effect of the rendered azimuth is shown for all  

conditions together in Fig. 6 and for each condition in the Table 2.  

The boxplot highlights better performance for distance perception  

for lateral sound sources than for frontal sound sources. Regarding  

Table 2, this slight improvement in performance for lateral sound  

sources almost appeared for the  control  and the  SBF  conditions  
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Figure 6: Boxplot of the relative distance for all conditions as a  

function of azimuth angle.  

Real azimuth ( ° )  

Figure 7: (a) Perceived azimuth as a function of rendered azimuth  

for each sonification condition. « � ,  � ,  ◦ ,  × »: Mean for each  

condition. Vertical lines: Standard deviation for each modality.  

For the sake of readability, results corresponding to the different  

conditions have been slightly horizontally shifted.  

(but with a large standard deviation).  

4.2. Effect of the metaphors on the perceived azimuth  

Although this was not the primary aim of this study, it is interesting  

to look at the effect of the sonification metaphors on the perceived  

azimuth angles. Fig. 7 shows the average mean response of per-
ceived source azimuth as a function of virtual source azimuth for  

each condition. It highlights a large standard deviation mainly at  
30 ◦  and  90 ◦ , and a shift of  10 ◦  for frontal sources. Regarding  

each condition, it appears that the metaphors did not affect the az-

imuth performances except for lateral sound sources with the  ER  
condition.  

The mean azimuth error was  20  ±  15 ◦ . Performing a re-

peated measurement ANOVA on the relative azimuth error for  

each metaphor, mixing all the positions, showed no significant ef-

fect on the metaphor condition ( F (3 , 45) = 0 . 206 , p  = 0 . 89).  

5. DISCUSSION  

Regarding the results, of the three designed metaphors, only two  

most were effective (the  geiger counter  and the  sliding bandpass  
filter  metaphors) than the control condition of pure binaural ane-
choic synthesis. Compared to the control condition without soni-

fication (condition whose performances were almost zero for the  

rendered distances of the experiment), these two effect metaphors  

improved distance perception significantly. The superiority of the  

geiger counter  metaphor over the  sliding bandpass filter  could be  
explained by their mapping parameters. Indeed, the mapping of  

the  sliding bandpass filter  metaphor was linear, whereas our per-

ception of frequency is logarithmic. It seems that the variation  

range of the frequency was not wide enough to be sufficient for a  

complete rendering of the distances.  

Contrary to what was expected, the  early reflection  metaphor  

failed to improve the distance perception and led to poorer per-
formances than the  control  condition. Furthermore, directional lo-
calization at  90 ◦  was degraded by this metaphor, which was not  

the case with the other conditions. To explain this, several ob-
servations can be made. First, the chosen model with only early  

reflections of the first and the second order was too simple, and the  

absence of the reverberation tail may have affected perception by  

creating an abnormal situation. Second, all of the studies reporting  

an improvement of the perceived distance with early reflections  

were conducted with distances superior to one meter. These cues  

are perhaps not effective for the shorter distances used in this study.  

For all the conditions, but mainly in  control  and  sliding band-
pass filter  conditions, perceived distance performance was better  

for lateral sound sources (especially at  90 ◦  azimuth). This im-

provement, appearing in all conditions, seems to be specific to the  

binaural rendering. Indeed, in this experiment, distance was linked  

to elevation as the subjects were 0.65 m over the table. This results  
in an elevation of  −37 ◦  for the longest distance and of  −63 ◦  near-

est source. For these elevations, the influence of the torso is more  

important for lateral sources than frontal sound sources. This prob-
ably influenced distance perception. These results are confirmed  

by the results of a study by Kopco and Shinn-Cunningham [30]  

that showed better performance for distance perception for lateral  

sound sources using real sound sources. This result is mainly ex-
plained by the variation of Interaural Level Difference (ILD) as  

a function of distance for lateral sources (due to the shadowing  

effects of the head) and by the absence of variation for frontal  

sources (since the ILD is equal to zero).  

Regarding the results for directional localization, except for  

the condition  early reflection  at  90 ◦ , there was no effect of dis-
tance metaphor on the perceived azimuth. The directional errors  

were slightly poorer than results with real sound sources (for dis-
tance between 0.5 and 1 m, and elevation below  −20 ◦ , Brungart  
et al.  [10] obtained a mean azimuth error of  11 ◦ ). With an average  
error of  20 ◦ , these performances are not so bad considering that the  

HRTF set used in the experiment contained azimuthal measures at  

15 ◦  intervals, as well as being non-individualized.  

Since the setup of this experiment differs from how previous  

studies have been organized, precise comparison is impossible.  

For localization of real nearby sound sources in anechoic envi-
ronments, distance performance obtained by Brungart  et al.  [10]  

were from a regression slope of 0.3 for frontal sources to 0.8 for  

lateral sources. While simulating nearby sound sources with bin-
aural room impulse responses recorded in a reverberant environ-

ment, Kopco and Shinn-Cunningham [30] obtained better perfor- 
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mance with a mean of regression slope of 0.6 for frontal and 0.8 for  

lateral distance perception. In this study, with only binaural con-

ditions there was no real perception of distance (regression slope  

of 0.14). This can be explained by the used HRTFs that were non-
individualized and were actually measured at a distance of two  

meters, so they do not naturally contain near field binaural cues  

despite attempts to improve performance. In addition, the source  

positions used in this study, all being in the lower hemispphere,  

may bias results due to the potential difficulty in this region. With  

the  geiger counter  and the  sliding bandpass filter  metaphors (re-

gression slope of 0.64 and 0.5), the results approach the perfor-
mances obtained in [10], thereby highlighting the effectiveness of  

the adopted method for the sonification.  

6. CONCLUSION  

The aim of this study was to design and evaluate several metaphors  

of sound source distance sonification for virtual auditory display.  
In order to respond to user needs, the designed sonification needed  

to be independent of the actual sound as well as easy to learn. On  

the basis of these constraints, the concept of sound effect based  

sonification was introduced. This new sonification concept con-
sists of the application of an audio effect, whose parameters are  

dependent on the data to sonify, to any type of sound. With this  

method, the information is contained in the audio effect and not in  

the sound. On this basis, three distance metaphors were created  
and evaluated with sound localization experiments. These exper-
iments underline the contribution of these metaphors to distance  

perception compared to a control reference condition consisting  

solely of anechoic binaural rendering. The results highlight a sig-

nificant improvement of the distance perception with two of the  

tested metaphors (the  geiger counter  and the  sliding bandpass fil-
ter) in spite of only a short learning period (one minute). It would  

be interesting to explore the mapping of these metaphors in more  

detail and their effects on users performance.  

The success of these two effect metaphors in improving near  

field distance perception shows the equivalence of the effect  

metaphor concept to the traditional parameter mapping sonifica-
tion applied to sound synthesis. This is a positive result regarding  

user acceptance of the sonification, which often suffers from a lack  

of aesthetics.  

Since this study was focused on the efficiency of the effect  

metaphors with “laboratory sounds” (noise burst), further experi-

ments should now be carried out to validate their efficiency with  

“real sounds” (ecological, instrumental, or electronic sound) in or-

der to approach the real situations and determine if it meets users  

requirements. Through further studies, it will be interesting to  
modify traditional parameter mapping sonification strategies into  

effect mapping sonifications. This will allow for expanded testing  
based on the findings of this emerging research field.  
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