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atmospheric brightness of Titan. The observed variations are postulated to be caused by inducting 
variations in the haze layer in Titan's stratosphere. The production of the haze layer, and the stratospheric 
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Summary 

Titan is a satellite of Saturn and its geometric albedo has been observed to 

vary at 0.4i J.lm and 0.5.5JJm over the past two decades (Lockwood 19ii and 

Lockwood et al. 1986). These observations are explained by variations in 

atmospheric reflectance over time and latitude (Sromovsky et al. 1981 and 

Caldwell et al. 1992). In the visible spectrum, the atmospheric reflectance 

is determined by a haze layer in the stratosphere of Titan~ because this 

haze layer has a global extent and is optically thick in the visible spectrum 

(Pollack et al. 1980). Therefore, variations in the haze layer are believed to 

cause the observed variations in the geometric albedo, but the source for the 

haze variations are unknown. 

Two controls on the haze layer are examined for the source of the ob­

served variations in the geometric albedo of Titan. Each examination consists 

of two parts: time simulations of the haze layer, and comparisons between the 

predicted reflectances and the the observations. The first part simulates the 

haze layer by using an aerosol model. The comparison test is accomplished by 

radiative transfer calculations of the results from the haze simulations (Toon 

et al. 1989). Production of the haze layer is the first control on the haze layer 

which is examined in our study. Its examination is conducted with an aerosol 

model which has been previously applied to Titan (Toon et al. 1992). The 
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l 

circulation of the atmosphere is the second control which may produce the 

variations in the haze layer. This control from the circulation is examined 

with an aerosol model which is two dimensional, because the existing model 

is inadequate. A wind field is derived for the two dimensional model and is 

used to represent the atmospheric circulation which induces variations in the 

simulations of the haze layer. 

Both controls on the haze layer were able to produce some of the observa­

tions of the geometric albedo and .atmospheric reflectance. The atmospheric 

circulation is concluded to be the better source for the observations for two 

reasons. The variations in the production rate produced only the size of the 

observed variations. The Yariations in the circulation matched the size and 

the temporal behavior in the observations. The control from the circulation 

was also considered the better source of the observed variations~ because the 

observations were simulated without using model parameters which may be 

physically implausible. In the simulations for the production control. the 

size of the observed variations was produced only when particles of the haze 

were removed by the strong rainout in the stratosphere of Titan. This is not 

considered possible for the stratosphere of Titan (Toon et al. 1988b ). 

The conclusion on the source for the observations does have some reser­

vations. Problems were indicated, because our simulations of the hemispheric 

brightness contrast (Sromovsky et al. 1981) were poor. The representation of 

the circulation is the most likely the cause of the failure. Our representation 

of the circulation was an extreme simplification of the actual circulation of 

Titan, because the wind field of the model was one cell for entire stratosphere, 

and did not include smaller scale winds. The derivation of the wind field also 

contained several assumptions which are incorrect for Titan. These assump­

tions included quasigeostropic balance, and the neglect of spherical effects 
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on circulation. The former assumption is incorrect for Titan~ because the 

circulation of Titan is in the cyclostrophic approximation (Flasar et al. 1981 ~ 

and Flasar and Conrath 1990). The latter assumption may be faulty, because 

the radius of Titan is relatively small(- 0.4 of earth"s radius). so spherical 

effects on the circulation can be very large for Titan (Hourdin et al. 1991 ). 
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Chapter 1 

Introduction 

Titan is the largest satellite of Saturn, but it is second largest in the solar 

system behind Gandeymede. The general statistics for Titan are given Table 

1.1. The orbit of Titan about Saturn takes 16 days, and has an inclination of 

2i0 with respect to the plane of the solar system. Titan is in a synchronously 

locked orbit, so the spin axis is also inclined to the ecliptic by 2i0 
• One year 

for Titan, one cycle of the solar inclination at noon, is 29.5 years which is 

the Saturn's orbital period. The tilt of Titan's spin axis has consequences 

which are relevant to the topic of the observations of Titan. 

The atmosphere is a distinguishing feature of Titan. The surface pres­

sure is 1.5 bar so the atmosphere is substantial. N2 accounts for more than 

90% of atmospheric composition. The atmospheres of Titan and the earth 

are the only two atmospheres in the solar system with large amounts of ~ 2 • 

rviost of the remaining atmosphere is CH4 , but Ar may be present (Gautier 

1985). Trace gasses include H2 , CO, nitriles, and other hydrocarbons. The 

atmospheric composition is highly reducing with respect to chemistry (Stro­

bel 1985). This characteristic is similar to the atmosphere which has been 

1 



Table 1.1: Properties of Titan 

~olid Body Radius, Rr 
Mass, MT 
Gravitational Acceleration at surface, g, 
Mean Density 
Distance from Saturn 
Orbital Period around Saturn 
Distance from Sun 
Tilt of Spin A."<is to Ecliptic 
Duration of Seasonal Cycle 

Atmospheric Temperatures 
• Surface 
• Tropopause (Altitude ~ 42 km) 
• Stratopuase (Altitude ~ 200 km) 
• Exobase (Altitude ~ 1600 km) 
Surface Pressure 
Mean Molecular Weight 
Atmospheric Composition, Main Components 
• Nitrogen, N 2 

• Argon, Ar (uncertain) 
• Methane, CH4 

• Hydrogen, H2 
, Eth-. C,Be 

25i5 km 
1.35x1026 gm (0.22~\/Earth) 

135 em sec- 2 

1.88 gm cm-3 (5.3 gm cm-3 for Earth) 
1.23x 106 km 

- 16 day 
9.55 AU 

- 2i0 

29.5 year 
(:: Orbital Period for Saturn) 

94 K 
il.4 K 
liO K 

186±20 K 
1500±20 mbar 

28.8:±:1.0 
Molar Fraction 

O.i3-0.99 
0-0.28 

0.01-0.12 
2xlo-3 

2xlo-s 

Adapted from Bunten (1985) and Gautier (1985) 
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postulated for the ancient earth. Atmospheric temperatures are much colder 

than the ancient earth and range from iO to 1 iO K. Liquid water can not 

exist at such temperatures, so a biological analogy to the ancient earth is 

limited. Titan is still used for comparison studies of atmospheric dynamics, 

and chemistry with respect to the earth and other planets. 

The photochemistry of Titan is started by the dissociations of N2 and 

CH4 • N2 molecules are broken by energetic electrons from the magneto­

sphere and by the EUV from the solar flux. CH4 is directly or indirectly 

broken apart by solar radiation in the UV. Both dissociations lead to more 

complex compounds such as nitriles and other hydrocarbons. Some products 

from the atmospheric chemistry condense or sublime and produce an aerosol 

or haze layer (Yung et al. 1984). The haze particles are considered dry~ so 

they are considered chemically inert. Haze particles do undergo microphys­

ical processes. For example, particles grow by Brownian coagulation while 

sedimenting. Haze particles probably serve as condensation or ice nuclei for 

atmospheric gasses (Toon et al. 1988). Haze particles could also serve as cat­

alytic surfaces for reactions between gasses of the atmosphere ( Chassefiere 

et al. 1991 ). Haze particles are eventually removed from the atmosphere by 

sedimentation or by rainout (Bunten 1985). 

The haze layer of Titan is easily observed. Haze production is global in 

extent, so it shrouds the satellite. The opacity of the haze layer is high in the 

visible and the UV, because of its absorption coefficients. Consequently, the 

surface of Titan has never been observed in the visible. In theIR, the surface 

may be seen (Griffith et al. 1992), because the extinction coefficient of the 

haze layer sharply decreases around 1 J.lm in wavelength (Khare et al. 198-l). 

In the visible, the high amount of haze opacity implies that the distribution 

of the haze layer completely determines the brightness observations of Titan 



in the visible. 

The Titan's brightness at two visible wavelengths~ 0.47 and 0.55 J.tm, has 

varied over the previous two decades (Figure 1.1). The observed variation 

is approximately 10% and .5% respectively for 0.47 and 0.5.5 J.tm (Lockwood 

1977, Lockwood and Thompson 1979, Lockwood et al. 1986). These varia­

tions were not produced by the observational geometry, because the observa­

tions were normalized to a specific configuration of observational geometry. 

The geometric configuration is given in the definition of the geometric albedo 

(Dlugach and Yanovitskij 19i4). Therefore, Titan, itself, has varied over the 

period of the observations. The haze layer is the best candidate for the ob­

served variations, because of the wavelengths of the observations (Pollack et 

al. 1980). It was uncertain how the haze layer caused the observed variation 

in the geometric albedo until 1981. 

In 1981, the Voyager probes provided an important clue to the source 

of the haze variations. Brightness or reflectivity was observed to vary over 

latitude. The wavelengths of the variation were similar to the wavelengths of 

geometric albedo observations. The brightness variation was approximately 

20% over latitude and slightly varied over wavelength (Smith et al. 1981 , 

Sromovsky et al. 1981). The variations of brightness were a little larger in 

the blue than in the red. The latitudinal distribution was the most important 

property of the brightness (Figure 1.2). The northern hemisphere was the 

darker than the southern hemisphere so a contrast jn hemispheric brightness 

was observed during the Voyager fly-by. The hemispheric brightness contrast 

had a distinct boundary near the equator. Variations of brightness also 

were observed within a hemisphere and had a zonal structure (Sromovsky et 

al. 1981). 

The structure of the hemispheric brightness contrast implies that the 
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source of the contrast was linked to the tilt of the spin axis. Therefore. 

the source of the hemispheric brightness contrast could be the variation of 

the solar forcing, which varies over latitude but also time (i. e. a seasonal 

variation). If the source of the contrast varies over time, the brightness 

contrast should vary over time (Figure 1.3). The seasonal variations in the 

brightness contrast can explain the observations of geometric albedo, if the 

brightness of a hemisphere lags one season ( 90° from 360° of phase ) behind 

the seasonal solar forcing (Smith et al. 1981, and Sromovsky et al. 1981 ). 

Observations have confirmed the variation of brightness which were proposed 

(Lockwood 1986). Hence, it is known how the reflectivity varies over latitude 

and time, and how the variations of the visible geometric albedo are produced. 

It is uncertain what causes the variations of reflectivity. The haze layer is 

still the best candidate for producing the variation of the reflectivity because 

of the wavelengths for the hemispheric brightness contrast. The question is 

now what causes the haze layer to vary over season and latitude. The cause 

of the haze variations has to vary over season, because the variations of the 

haze must be periodic to account for the observations. The cause of haze 

variations must also produce haze distributions which produce the correct 

phase of the reflectivity variations. The induced variations of reflectivity 

ought to lag behind the solar forcing by 90° of phase (Sromovsky eta/. 1981 ). 

Initial work has been done to identify the source of the haze variations ( or 

the source for the variations of hemispheric brightness and for the variations 

in the geometric albedo ), but the answer is still uncertain (Toon et al. 1992. 

and Flasar and Conrath 1990). 

In this paper, we will examine two possible sources of haze variation 

which could produce the variations of the geometric albedo and hemispheric 

brightness. The first source is the seasonal variations in the production of the 

haze layer which is partially produced by the photochemistry. The potential 



of this source will be evaluated bv an aerosol model which has alrea.dv been 
w v 

constructed and applied to Titan ( Toon et al. 1980 and Toon et al. 1992). 

The second source of the haze variations is from atmospheric circulation, 

and is examined because the distribution of the haze layer is influenced by 

advection from atmospheric winds. The examination of the circulation source 

will be by a two dimensional model. Such models have not been constructed 

for Titan. The existing model of the haze layer (Toon Ef a/. 1992) will be 

expanded from one to two dimensions (Toon et a/. 1988). To dri,·e the haze 

transport in the two dimensional model, a representation of the atmospheric 

circulation will have to be derived, and will be a simple representation. Both 

one and two dimensional models produce simulations over time, because the 

observations are explained by variations over season. 

Our study is conducted in the following format. The remainder of this 

c~apter builds a basis of information on Titan. The review of information cov­

ers temperature, composition, chemistry, dynamic~ and haze structure. The 

second chapter determines the potential of haze production for the source 

of the observed variations (Hutzell et a/. 1993). The next two chapters ex­

plore the potential of atmospheric dynamics. The first of these two chapters 

derives a wind field which represents the circulation in the two dimensional 

model. The following chapter determines the effects from this wind field. 

The final chapter is a summary and gives conclusion from the two inves­

tigations. Among the conclusions, recommendations are made for future 

modeling studies. The three chapters for the modeling studies are presented 

in a self contained format so each of these chapters could be a paper for 

publication. 

THERMAL STRUCTURE 
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The Vertical Thermal Structure. The \'ertical distribution of the temper­

ature was determined from the Voyager :By-by. The Yertical thermal structure 

was obtained by a radio occultation experiment, and the soundings were ob­

tained at two locations. The egress and ingress soundings were located near 

the equator, so the observations could represent an average of the vertical 

thermal structure (Conrath 1985). The occultation experiment actually mea­

sured the temperature divided by the mean molecular mass. Hence, a value 

of the mean molecular weight must assumed to determine the vertical ther­

mal structure. The assumed value of the mean molecular weight introduces 

an uncertainty into the final result, because the trace gases in the atmosphere 

are not well defined (Conrath 198.5). 

If a pure nitrogen atmosphere is assumed, the vertical thermal structure 

of the atmosphere is given in Figure 1.4 for the egress and ingress soundings. 

The two profiles have small differences and imply zonal symmetry in the 

thermal structure, because the longitudes of the soundings were separated 

by 180° . Zonal symmetry in the thermal structure agrees with other obser­

vations from Voyagers. For example, the brightness had small variations in 

a band of constant latitude (Sromovsky et a/. 1981). Small differences exist 

between the egress and ingress soundings and were small oscillations in high 

altitudes. These oscillations were possibly produced by atmospheric waves 

(Hunten 1985). 

Two regions can be seen in the temperature profiles. These regions are 

similar to the earth. A troposphere exists and spans from 0 to 50 km in 

altitude. Temperatures of the troposphere are from 95 to 70 K. The lapse 

rate is determined by the pseudo-adiabatic conditions. These conditions 

are a combination of saturation and nonsaturation with respect to methane. 

because methane can condense at the temperatures in the troposphere. Liq-
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uid methane may exist at the surface (Lunine et al. 1983), and would be a 

continuous source of atmospheric methane. In the upper troposphere, the de· 

creases in temperature may produce methane condensation. Clouds of liquid 

methane may exist in the upper troposphere, but their existence is uncertain. 

The cold tropopause limits the methane transport into the stratosphere. This 

limiting effect on upward transport is commonly called the methane cold trap 

(Hunten 1985). Temperatures quickly increase above the troposphere to 1i0 

K and then remains constant above 110 km in altitude. This region of the 

atmosphere is the stratosphere and spans from .so to 300 km in altitude. The 

stratosphere is produced by the haze layer, because the material of the haze 

l•yer is postulated absorb solar radiation in the UV and visible. The parti­

cles of the haze layer reradiate the absorbed energy in the the IR and heat 

the stratosphere, because they are inefficient radiators in the UV and visible 

(~amuelson 1983). 

The vertical distribution of temperature can be explained to a high de­

gree of accuracy by radiative equilibrium. Two components comprise radia­

tive equilibrium; the greenhouse effect and the antigreenhouse effect (:VlcKay 

eta/. 1991). The haze layer produces the antigreenhouse effect. The absorp­

tion in the haze layer heats the stratosphere and lowers the temperatures of 

the troposphere. Some radiation reaches the surface and heats the tropo­

sphere. The radiative comes in two forms: unattenuated radiation from the 

solar fi ux and thermal radiation from the haze particles. The troposphere is 

slightly warmer than expected, because thermal radiation is trapped by tro­

pospheric gasses. The radiative cooling of the troposphere is then reduced. 

This is the greenhouse effect. The radiation trapping in the troposphere 

is from absorption which is collisionally induced. Trace gasses in the tro­

posphere also produce band absorption in the thermal spectrum, but this 

source of absorption is only a small part of the greenhouse effect (NlcKay et 
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al. 1989). 

Detailed models have studied the thermal structure at radiative equi­

librium (Samuelson 1983 and l\tlcKay et al. 1989). The models determine a 

solution for the thermal structure which satisfies two constraints: convective 

stability, and the balance of radiative fluxes. Aspects of the vertical thermal 

structure are determined by these model and their solutions. The abundance 

of trace gasses can be estimated, because their abundances may be needed 

for balance of radiative fluxes. For example, the H2 has a higher abundance 

than originally thought, because collision induced absorption from H2 closes 

a window between 2.6 and -!.0 Jlm. Detailed models also yield information 

on the radiative controls which produce the thermal structure. For example. 

the surface temperature of Titan is limited, because a window is open at 

"'Y 15 Jlm. The open windo\V cools the troposphere, if surface temperature 

rises above a critical value. For Titan, the models of radiative equilibrium 

fail to a small degree in the upper stratosphere. Two factors could produce 

the failure. A source of opacity is not accounted. Several hydrocarbons are 

possible candidates for the opacity. The radiative equilibrium model can also 

fail, because thermal advection was not in the detailed models. Atmospheric 

circulation may then significantly affect the temperatures in the upper at­

mosphere (l\tlcKay et al. 1989). 

The Thermal Structure over Latitude. The meridional variations of tem­

perature were determined by the infrared spectrometry experiment (IRIS) on 

the Voyager probes (Figure 1.5). A meridional cross-section of temperature 

was not thoroughly determined from the observations. The temperatures 

were taken at several points between -60° to 60° and at three leYels in the 

atmosphere, because of the techniques for the data analysis. Later analysis 

determined the temperatures at higher latitudes. Later analysis also deter-
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mined the temperatures at another level in the atmosphere. The brightness 

temperature, Ts, was actually measured by the IRIS experiment and was not 

exactly the temperature at a given point in the atmosphere. The value of TB 

was the temperature of a black body which radiates at the same intensity as 

the observations. The source of the radiation was located near unity optical 

depth and was not a point source but was distributed over a scale height. 

The latitudinal variation of TB was not along a constant altitude but along 

an isobar, because the radiation forTs is from unity optical depth. The lati­

tudinal variation of T B was derived on assumption that the vertical structure 

of opacity was constant over latitude (Flasar et al. 1981). 

The four wavenumbers were used for the observations; 530, 200, 1260-

1290, and 1304 cm-1
• A different layer in the atmosphere is sampled by each 

wavenumber, because the atmosphere of Titan is not gray. At 530 cm-1 , the 

level is near the surface, because the atmosphere is semitransparent at this 

wavenumber. The surface temperatures were slightly higher in the equatorial 

region. The surface temperatures also appear to be asymmetric about the 

equator. The latitudinal variations of the surface temperature are uncertain 

especially the asymmetry about the equator, because the TB at .530 cm-1 

is not totally determined by radiation from the surface. Radiation from 

higher altitudes could have produced the asymmetry of TB at 530 cm-1. The 

stratosphere could be a source of this radiation, because its emissivities at 530 

cm-1 are expected to vary over latitude. At 200 cm-1, the temperatures were 

sampled near the tropopause. The tropopause was slightly warmer in the 

northern hemisphere. There is some uncertainty in this observation, because 

opacity at 200 cm-1 may not have been uniform over latitude. At 200 cm-1• 

the opacity is from the haze layer and condensates. Both sources of opacity 

probably varied over latitude. In the wavenumber region of 1260-1290 cm-1• 

the sampled level was at 1 mbar. This level in the atmosphere is where the 
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geometric albedo in the visible is determined. Consequently, the level has 

a special importance to our thesis. The opacity for these wavenumbers is 

from the P branch of methane. At 1304 cm-t, the variation of Ts is given 

at 0.4 mbar level and was in the upper stratosphere. Opacity at 1304 cm-1 

was from the Q branch of methane. At the 0.4 and 1 mbar levels, there was 

a 12 K variation from the equator to the poles. The northern hemisphere 

was colder than the southern hemisphere. There is strong confidence in the 

observations at the 1 and O..i mbar levels, because abundances of methane 

should be uniform over latitude (Flasar et al. 1991 ). 

The radiative equilibrium can partially explain the observations of TB. 

The solar radiation varies over time as well as latitude, so the radiative time 

constant, Tr , is needed to explain the observation of TB o\·er altitude. At the 

surface. the Tr is relatively easy to determine, because it depends on the bulk 

mass of the atmosphere. At higher levels, Tr depends on the sources of emis­

sion. The emissitivities are fairly well constrainted in the upper stratosphere. 

so the Tr can be determined for this region. The Tr of the intermediate re­

gion are determined by extrapolation. This was how the vertical variation 

of the Tr were first estimated after the Voyager fly-by (Figure 1.6) (Flasar 

et al. 1981). Since the initial evaluation, estimates of the Tr have been per­

formed by detailed models of radiative equilibrium (McKay et a/. 1989). The 

values of Tr are roughly consistent between the orginal and later estimations. 

The vertical variation of Tr yields some insight into the observations 

of Ts. We first must consider the effects from the variations in solar flux 

over latitude and time. To zeroth order, the solar flux depends on the co­

sine of latitude which implies an a temperature variation of 16 K between 

the equator and ± 60° . Two variations in the solar flux occur over time: 

the daily, and the seasonal. The daily variation in the solar flux should 
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produce an insignificant effect on TB, because the values of Tr are greater 

than one rotation at all the levels. Hence, seasonal variations of solar flux is 

the main concern in the temporal variation of temperature. At the surface, 

the value of Tr is large with respect to one year for Titan, so the surface 

temperature should be symmetric about the equator. The observations are 

consistent this conclusion on the seasonal variations of surface temperatures, 

because it is uncertain whether tropospheric temperatures are asymmetric 

about the equator (Flasar et al. 1981 ). The surface temperature also had a 

smaller variation over latitude than predicted by radiative equilibrium. At 

the tropopause, the same variation of TB were observed (Figure 1.5), so we 

make similar conclusions. At 0.4 mbar, variation of temperature should be 

larger over latitude, because the values of Tr are much shorter than a sea­

son in the upper stratosphere. The latitudinal distribution of temperature 

did not agree with the predictions which are from the seasonal variation of 

solar flux. At 0.4 mbar, latitudinal variation of temperature should haYe 

been symmetric about the equator, because the solar flux was symmetric 

about the equator. The obserYed variation over latitude was also smaller 

than predicted by several degrees. The same conclusion are made for the 1 

mbar, because the 1 and 0.4 mbar levels had a similar variation of temper­

ature ovPer latitude, and because the value of Tr is less than one season at 

1 mbar (Flasar and Conrath 1990) Circulation could have produced these 

discrepancies with respect to radiative equilibrium. 

DYNA~IICS 

The circulation in the troposphere is postulated from the latitudinal 

variation of TB at .530 and 200 cm-1 which were smaller than expected from 

radiative equilibrium. A weak circulation is predicted. because the tropo-

18 



sphere has a high thermal inertia, and because the gradient of surface tem­

perature is postulated to be small over latitude. A further criteria for the 

tropospheric circulation is axial symmetry, because baroclinical waves should 

not occur in the troposphere (Leovy and Pollack 1973 and Golitsyn 1975 ). 

Hadley circulation can be used to describe the tropospheric circulation under 

these conditions, and a Hadley cell is predicted in each hemisphere ( Flasar 

et 1991 ). The tropospheric circulation should not have large seasonal varia­

tions, because the Tr of the troposphere is much larger than a season. The 

circulation of the stratosphere is more difficult to determine because the Tr of 

the stratosphere are much smaller than the troposphere. 

The zonal winds in the stratosphere are used to postulate the circula­

tion of the stratosphere. The zonal wind are expected to be strong from 

the observations (Hun ten 198.5) because the temperature and the reflectivity 

were observed to be zonally symmetric (Flasar et a/. 1981 and Sromovsky 

et al. 1981 ). High advection from zonal winds are used to explain the zonal 

symmetry in these observations. The size of the zonal winds can be estimated 

by the gradient wind equation. 

( 1.1 ) 

where nR is the angular frequency for the rotation, 4> is latitude, RT is 

the radius of Titan, p is the atmospheric density, and P is the pressure. A 

simplification to the gradient wind equation is that the circulation of Titan is 

in the cyclostrophic approximation (i. e. The centripetal force, u
2 ~a;ib, must 

balance the meridional gradient of pressure, pR~ ~= .), because the rotation 

rate of Titan is slow. The thermal wind equation can then be used of estimate 

the speed of the zonal winds~ 

au 2 tan <P a In T 
----""-g-a= - a¢ · ( 1.2) 
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where g is the gravitational acceleration and T is the temperature. The 

zonal winds in the stratosphere are determined to be ~ 75 em sec-1 , so the 

atmosphere of Titan is super-rotating (i. e. u > nRT ). Despite the super­

rotation of the atmosphere, the zonal winds in the stratospheres should vary 

over season, because the average Tr of the stratosphere is smaller than the 

length of a season, so the source of high zonal winds is forced to vary by the 

seasonal variation in the solar flux. 

The meridional circulation of the stratosphere is postulated to be con­

troled by the season variation of the zonal wind. The seasonal variation in 

the zonal winds can be estimated by the observations of Ts between the 

northern and southern hemisphere (Figure 1.5). In the stratosphere, the sea­

sonal variation of the zonal wind is large enough to require a large change 

of angular momentum and can be accomplished by transferring momentum 

between the northern and southern hemispheres. This mechanism of momen­

tum transport suggests that the meridional circulation of the stratosphere is 

from pole to pole. A pole to pole circulation is additionally favored, because 

it is axially symmetric. An axially symmetric circulation is theoretically im­

plied in the stratosphere, because baroclinical waves can not exist in the 

stratosphere (Hunten 1985). The observations of Ts also imply that the 

stratospheric circulation is thermally indirect, because the northern region 

of the stratosphere was observed colder than in the southern region. This 

observation is not expected from radiative equilibrium, because Titan was 

near equinox during the observations. The radiative equilibrium should be 

true for the mid to upper stratosphere, because the Tr is relatively small in 

these regions of the stratosphere. 

It can be estimated how the stratospheric circulation responds to sea­

sonal variations in the solar flux. :\ time scale for a dynamical process is 
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needed to estimate the seasonal variation in the stratospheric circulation, and 

is determined by the interhemispheric transfer of zonal momentum, because 

this process controls the seasonal variation of the meridional circulation. Our 

estimation of the dynamical time scale, Td, is the amount of time for an air 

parcel to move between hemispheres, because the movement of the parcel 

represents the momentum transfer between hemispheres. The expression of 

id requires information on the vertical gradient of temperature and the values 

of ir' 

H(~+r) 
Td = ( ~ ]Tr (1.3) 

8% 

where H is the pressure scale height, r is adiabatic lapse rate. and Te is the 

radiative equilibrium temperature (Flasar and Conrath 1990) The 1 mbar 

level is used for the evaluation of Td in the stratosphere. The Td of the strato­

sphere is then .5 Tr • The seasonal response of the stratosphere circulation is 

expressed as a phase delay with respect to the seasonal solar forcing. This 

phase delay is ~ 90° and implies that the seasonal variations of the circula­

tion are one season behind solar forcing. We then predict that the northern 

hemisphere should have been upwelling during the Voyager fly-by (Figure 

1.7). This prediction is consistent with the observations of temperatures and 

the distribution of the haze layer. The value of id can also be used to predict 

lmbar Rr v 'V-

!1 Td 
( 1.4) 

and is 'V 2 em sec-1 (Flasar and Conrath 1990). 

COIVIPOSITION AND CHEMISTRY 

N2 and CH4 characterize the atmosphere of Titan. N2 accounts for ~ 

99% by molar fraction, but the abundance of N 2 is not certain. The noble 

gas, Ar, may be present in the atmosphere and introduces an uncertainty to 
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the abundance of N2 , because Ar is difficult to detect observationally. The 

origin of atmospheric N 2 may be revealed by the detection of atmospheric Ar. 

The N 2 is postulated to originate from surface ices if Ar exists in the atmo­

sphere, because N 2 and Ar may have been present in the ices which accreted 

to form Titan. Otherwise, N2 is the end result from the photodestruction of 

NH3 (Gautier 1985). The occurance of CH4 is easier to explain, because CH4 

is commonly found in the planetary atmospheres of the outer system. The 

surface is presumed to be the source of atmospheric CH4 by degassing from 

ices or liquids. In the upper atmosphere, N 2 and CH4 are dissociated. The 

atmosphere chemistry is initiated by the destruction of these two molecules. 

The products of the chemistry are generally simple hydrocarbons and ni­

trile compounds. Organic polymers are also produced in small amounts and 

condense out to produce haze material (Hunten 1985). 

Hydrocarbons. The photodissociation of CH4 leads to the production of 

other hydrocarbons. CH4 is broken apart in two ways. The molecules can 

be destroyed by the UV from the solar flux, 

CH4 + hv -.1 CH2 + H2 

CH4 + hv -.3 CH2 + 2H 

C H4 + hv -. C H3 + H 

(1.5) 

(1.6) 

(l.i) 

(1.8) 

for .,\ :5 0.145 p.m (~Iordaunt et al. 1993). The direct dissociation leads 

to the production of C2H2, C3H4 , and C2H4 • The production of C2H2 is 

important, because it leads to another method of CH4 dissociation. The 

catalytic destruction CH4 is an indirect photodissociation and it starts by 

( 1.9) 



which is followed by 

(1.10) 

The photodissociation of C2nH2 occurs for ,\ ~ 0.3 p.m. Consequently, the 

catalytic destruction of CH4 is the dominant method for dissociation, because 

the solar flux is greater in the wavelengths for the catalytic destruction of 

CH4 , and because the opacity of the atmosphere is less between 0.15 and 0.3 

IJm (Yung et al. 1984). 

The production of the methyl radical. CH3 ~ leads to the formation of 

other hydrocarbons. lVIethyl radicals generally react to produce ethane. 

C2H6• Ethane can easily condense for the temperatures in the stratosphere, 

and is the dominate product of CH4 dissociation~ so the removal of ethane 

plays an important role in the evolution of atmospheric composition. If 

ethane does not condense out of the atmosphere, it can be photodissociated ~ 

(1.11 ) 

and the production of the radical. C2H5, leads to the higher alkenes (Hunten 

1985 ). The higher hydrocarbons can also condense out of atmosphere. but 

they could react to form more complex organic compounds. Organic poly· 

mers are possibly produced and lead to the formation of the haze layer. The 

formation of the polymers strongly involves the chemistry of N2 • 

N2 • The chemistry of N 2 is started by the dissociation of N 2 • The 

two methods of N2 are dominant in the atmosphere of Titan: by energetic 

electrons 

·e- + JV2 -+ N( 2 D)+ N('' S) +e-. 

(Yung et al. al 1984)~ and by solar EUV 

hv + .l\'2 -+ 21V( 2 D) 
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for ,\ < 0.08 pm (Strobel et a/. 1992). Solar EUV or energetic electrons 

are needed to dissociate N2 because its molecular bond is very strong. The 

largest source of energetic electrons is from the magnetosphere. Although 

small amounts are produced by cosmic rays. The production HC~ is the 

main result of N2 destruction. 

N(4S) +3 CH2--+ HCN + H 

1V(4 S) + CH3 --+ HCiV + 2H 

.N(" S) + C H3 --+ H2C .tv + H 

H2C1V + H--+ HC1V + H2. 

( 1.14) 

(1.1.j) 

( 1.16) 

(l. li ) 

The formation of HCN links the chemistry of N2 and CH4 (Strobel et al. 198.j ). 

The stoichemetric equation 

( 1.18) 

can be used to represent this linkage. 

HCN affects the composition and optical properties of the atmosphere. 

The production of nitriles is one consequence from HCN and is started by 

the photodissociation of H CN 

HC1V + hv--+ C1V +H. 

Nitriles can be produced by reactions between CN and hydrocarbons. 

C1V + C2nH2--+ HC3N + H 

C.N + C2H"--+ C2N3CN + H 

C1V + HClv--+ (C~V)2 +H. 

(1.19) 

( 1.20) 

( 1.21) 

( 1.22) 

The production of nit riles pro\·ides another link between N 2 and hydrocar­

bons. The linkage is repeated many times, because more CN radicals can 
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be added to carbon chains. The addition of C~ affects the optical proper­

ties of the atmosphere, because the alteration of the carbon chain increases 

its absorption coefficient in the UV and visible (Hunten 1985). The carbon 

chains eventually condense into haze particles. High values of extinction 

characterized the haze layer in the UV and the visible (Khare et al. 1984). 

Ha:e. The production of polyacetylenes are associated with the forma­

tion of haze material. Polyacetylenes can be produced by hydrogen atom 

cracking, 

H + C2nH2 + 1\!f -+ 1\1 + C2nH3 n ~ 2 

H + C2nH3 -+ C2H2 + C2n-2H2. 

( 1.23) 

( 1.24) 

The production rate of polyacetylenes is influenced by the atmospheric loss of 

H2 and H which occur by thermal escape. If loss rates are high, the products 

of CH4 dissociation will be unsaturated with respect to condensation and the 

sources of polyacetylenes will have higher concentration, so the production 

of polyacetylene will be greater. High loss rates of H2 and H also enhance 

the production of polyacetylene, because the reaction, 

( 1.25) 

is fast when the concentrations of H are high. The production of poly­

acetylenes would be lowered in this case (Strobel et al. 1985). Once poly­

acetylenes are produced, they can serve as carbon chains for polymerization 

(Hunten 1985). 

Haze material is produced by building upon the carbon chains. The 

building process is partially a competition for sites between two radicals , CN 

and CH3 . The result from this competition influences the production of the 

haze layer. If CH3 take a site on the carbon chain, the saturation point of 
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the polymer will be lowered. Therefore, the addition of CH3 directly affects 

the production rate of the haze material. If CN is added to a carbon chain~ 

its absorption coefficient in the UV and IR will be increased (Bunten 1985). 

These are the optical properties which are characteristic of the haze layer 

(Khare et al. 1984). The ratio of CN to CH3 which is added to a chain is 

then a tradeoff in the haze production. The tradeoff is between the mass 

production rate and the absorption coefficient. Both are important when 

evaluating the radiative properties of the haze layer. It is then difficult to 

forecast optical effects by varying the C to N ratio in the haze material. It 

also difficult, because the building of haze polymers is a more detailed process 

than outlined (Courtin et al. 1991 and McKay et al. 1991). 

The production of the haze material is constrainted by photochemical 

models and laboratory simulations. Photochemical models weakly constrain 

the production rate of the haze material, because they can not simulate 

the formation of haze polymers. The models can set an upper limit for 

the production rate and estimate the upper limits from the reactions which 

eventually lead to haze polymers. These reactions include the dissociation 

of CH.a, the production of HCN, and the formation of acetylene (Table 1.2). 

La-boratory simulations of haze production define the properties of the haze 

material. These simulations used mixtures of N2 and CH.a, and started chemi­

cal reactions by UV irradiation and electron bombardment. A brownish solid 

was eventually produced and was called tholin (Khare et al. 1984). Tholin has 

been produced for different mixtures of N2 and CH4 and its composition has 

been analyzed (Thompson et al. 1991 ). An elemental formula for the tholin 

is C1.1HsaN3s (McKay et al. 1991 ). The tholin is mainly used to estimate the 

absorption coefficient of the haze material (McKay et al. 1989 and Toon et 

al. 1992). Laboratory simulations of haze production may also be used for 

the production rate in Titan's atmosphere. This production rate has many 
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uncertainties, because of the differences between laboratory simulations and 

the atmospheric production of the haze material. 

The production of the haze layer has been also studied by aerosol models 

(Toon et al. 1980, McKay et al. 1989, and Toon et al. 1992). In the models, 

the haze layer is simulated by microphysical and transport processes. The 

simulations of the haze layer are then tested by comparison to the obser­

vations of the geometric albedo. Two pieces of information are required to 

conduct and then test these simulations. First, a value of the haze production 

rate is needed and is implied by the photochemical models. Second, the radia­

tive transfer calculations require a value for the haze absorption coefficient. 

The tholin is generally used. The geometric albedo from the aerosol models 

generally fit the observations without much manipulation. Consequently~ the 

tholins have been to be proven a good analog of the haze material. Addition­

ally, the pathways to haze production are shown to be basically understood. 

The simulations of the haze layer are used for the vertical distributions of 

haze density and average radii. The simulations of the haze layer were one 

dimensional and were for steady state conditions, so they did not evaluate 

variations over latitude and season. 
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Table 1.2: Reaction Rates for Pathways to Haze :\Iaterial Production 

Process Column Ratet , gm em - 2 sec-1 

CH4 Dissociation 1.46x10-13 

HCN Production 1.63x10-14 

C2H2 Production 6.91x10-14 

Haze Production 

Inferred "' 1Q-14 

fBased on the photochemical model in Toublanc et al. (1994). 
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Chapter 2 

Effects of Time Varying Haze 

Production 

on Titan's Geometric Albedo 

INTRODUCTION 

Variations in the haze production were suggested to cause the variations 

in the geometric albedo (Lockwood 1977, Lockwood and Thompson 19i9. 

Lockwood et a/. 1986) before the Voyager fly-bys (Sromovsky et a/. 1981 ). 

Pollack et a/. 1980 proposed that the production variations were induced 

by the cycle of the solar UV flux This cycle of the solar UV flux is caused 

by the periodic variations in the solar magnetic field~ and was proposed to 

be the cause of the variations in the haze layer, because this cycle of the 

UV variations has approximately the same period of the observed variations 

in the geometric albedo ( 13 years). The proposal for production variations 

was tested by using a one dimensional and steady state model of the haze 
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layer. Variations in the haze production were found to explain the obserYed 

variations in the geometric albedo, when the production rate changed by a 

factor of two. In the simulations by Pollack et al. {1980), the changes in the 

geometric albedo were produced by changing the altitude of optical depth 

unity. The increase in the haze production rate raised this altitude and 

put particles of smaller sizes at optical depth unity. The smaller particles 

decreased the geometric albedo~ because of their decreased backscattering. 

Decreases in the haze production rate produced the reverse effect. {It is 

important to note that these changes were from changes of optical depth 

profile and not from changes in particle size at a given altitude.) 

It is still valid to spectulate that variations in haze production cause the 

observed variations in the geometric albedo~ but the basis for the speculation 

needs to be updated. It is a minor contention that the variations in the haze 

production are now postulated to be induced by the tilt of spin axis ( 27° ). 

The induced variations in the haze production just have a different period 

of 29.5 years and are now asymmetric about the equator. The basis mainly 

needs to be updated for this speculation on production variations, because 

the conclusions in Pollack et al. ( 1980) were based on simulations of the 

haze layer which used pre-Voyager atmospheric composition, temperature. 

and pressure profiles (Toon et al. 1980). Additionally, the calculations of 

Pollack et al. (1980) were based on a steady state model and did not take 

into consideration time dependent effects. An accurate version of this Titan 

haze model was used in Toon et al. (1992), but the new model has not been 

previously used to re-evaluate the Pollack et al. ( 1980) conclusions. 

The purpose of the following calculations is to determine whether a sea­

sonally varying haze production rate can reproduce Titan ·s geometric albedo 

variations. Our approach was to use a time varying production rate in the 
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Toon et al. (1992) haze model and determine the resultant time dependent 

geometric albedo. The description of our research is based on a study in 

Hutzell et al. (1993) which was conducted by the main author as a part of 

his Ph. D. thesis. 

DESCRIPTION OF THE TITAN HAZE MODEL 

The Toon et al. (1992) Titan haze model is one dimensional in space and 

polydispersive in haze particle size distribution. The haze size distribution is 

described by 35 volume bins which span from 0.0013 to 3.0 p.m in radius. The 

size bins are evenly spaced by a factor of two in volume. The number density 

of each size bin at a given altitude and time is evaluated by numerically 

solving its number continuity equation, 

8n(v) 

at - :z (n(v)v, -KEn. Q(n(;~/n.)) 

+ 0.5 f K(v, v- v)n( v- v)n(v) dv- Jooo K(v, v)n(v)n(v) dv 

+ q(v)- Rrn(v), 

where n( v) is the nun1ber density of volume v particles. v~ is the particle 

sedimentation velocity. 1\E is the vertical eddy diffusion coefficient. na is the 

atmospheric number density, J( is the Brownian coagulation coefficient. q( v) 

is the mass production rate, and R,. is the rainout constant. There are 35 

coupled equations, which determine the haze structure. 

The haze model attempts to simulate an aerosol layer which is produced 

at high altitudes from photochemistry. For the steady state calculations. 

the haze production profile and column production rate are constant with 

respect to time. Haze material is generated only in the smallest size bin and 

then coagulates into larger particles and sediments. For the microphysical 
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processes, the haze particles are assumed to be spherical. The Brownian co­

agulation coefficient includes an electrostatic repulsion from particle charging 

(Borucki et al. 1987). Haze transport also includes eddy diffusion. The haze 

particles can be removed by rainout which simulates the condensation at the 

tropopause of methane and photochemical products onto the haze particles. 

Two versions of the haze model are used and are referred to as the conven­

tional and the revised models in Toon et a/. (1992). The conventional model 

simulates Titan !s haze by using model parameters which were determined 

by previous simulations of Titan's atmosphere. The revised model adjusted 

the model parameters to better fit observations which are related to Titan ·s 

ha.ze such as the geometric albedo observations (Fink and Larson 19i9~ Neff 

et al. 1984, Courtin et al. 1991) and the Voyager observations of a detached 

haze layer (Rages and Pollack 1983). 

The model parameters for the two versions are listed in Table 2.1. The 

most significant consequence of the differing model parameters is that there­

vised version had greater mass holding and effective radius values at higher 

altitudes. This resulted from the aerosol charging scheme and upwelling 

winds of the revised version. In the following calculations, both model ver­

sions were used to explore the range of albedo variation with respect to model 

parameters. For a more thorough description of the model versions and the 

numerical methods, Toon et a/. (1988) and Toon et a/. (1992) should be 

consulted. 

Before proceeding with the time dependent calculations we first consid­

ered the mass production rate changes required to reproduce the range of the 

observed geometric albedo variations in a steady state calculation. Figure 

2.1. shows the change in geometric albedo as a function of the change in 

mass production rate for steady state versions of the Toon et a/. ( 1992) haze 
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models. The geometric albedo values are normalized to the values reported 

by Neff et a/. ( 198-! ). One and two times the observed albedo variations from 

Lockwood et a/. (1986) are also shown. These variations are not centered 

about unity because the Neff et al. ( 1984) data were taken at ~1981.38 and 

are not the average values of the time varying albedo. We considered effects 

twice that reported by Lockwood et a/. (1986) because the model calcula­

tions refer to observing the northern or southern hemisphere separately. The 

ratio of maximum to minimum production rates, -y ~ required to explain the 

observations was found to be approximately 2 to 4. The upper limit of -y was 

less well defined, because of the differing albedo curves at high production 

rates. For this range of ; values~ the spectral dependence of the computed 

albedo variation approximately agreed with the observations(Table 2.2). 

Haze production variations cannot be directly evaluated by present pho­

t~chemical models (Yung et a/. 198-1. Yung 1987), because the heavier or­

ganics were not included. A possible guide to haze production variations 

is the seasonal variation of solar flux. From geometric considerations~ the 

ratio of the hemispheric average daily solar flux between summer and winter 

h~mispheres is approximately four. Allen et al. (1980) predicted a haze pro­

duction variation of a factor of four with a factor of four variation in the UV 

photon flux from sunspot activity. However, their model did not include ni­

trogen compounds and they were modeling production changes from globally 

averaged solar UV flux, while the seasonal changes of solar flux are over all 

wavelengths and depends on latitude. Nevertheless~ a factor of 2 to 4 seems 

to be within the range of attainable seasonal haze production variations. 

It is not possible to infer the phase behavior of a time dependent model 

from the steady state results. In the steady state calculations, an inverse 

relationship exists behveen the albedo and a constant production rate. but a 
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Table 2.2: ~laximum to ~Iinimum Variation in the Geometric Albedo.~%. 

Color Lockwood et a/. (1986) i Steady State Time Dependent 

Observation Prediction Result 

Conventional :V!odel 

Blue 10±1.3% 2.0 10.7% 1.80% 

4.0 20.2% 3.84% 

Yellow 7±1.3% 2.0 4.6.5% 2.03% 

4.0 9.99% 4.13% 

Revised l\'Iodel 

Blue 10±1.3% 2.0 11.5% 0.5ii% 

4.0 30.9% 1.30% 

Yellow i±l.3% 2.0 i.i4% 0.133% 

4.0 17.3% 0.350% 
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f. 

time dependent model can skew the above relationship due to slow response 

time(Sromovsky et a/. 1981, Hutzell et a/. 1991). 

TIME VARYING CALCULATIONS 

J.V! ethod. To perform a time dependent calculations we have imposed a 

time varying production rate in the model. The functional form of the time 

varying production rate was arbitrary. Our only constraints were the phase 

and period of production. The production was chosen to instantaneously 

follow the seasonal solar forcing which varies at the angular frequency of 

Saturn's orbit (27r /29.5 years-1 ). An amplitude given by an exponential 

of a sine function (see Figure 2.2) was selected for two reasons; production 

smoothly varies over time, and the selected value of -y can be greater than 

one. 

The time dependent haze structure was computed until cyclic over a 29.5 

year period, ~ 750 years of time integration. To better determine the resul­

tant haze structure variations the model was changed in two ways from Toon 

et al. (1992). First, the time step of the numerical solution was decreased 

from 1.0 year to 0.5 years. Second, the vertical grid spacing was decreased 

below 120 km altitude from 10 km to 5 km. The resulting time variations 

in the blue and yellow geometric albedo are shown in Figure 2.3 for i set to 

two and four. 

In our calculations, the computed geometric albedo varied at the angu­

lar frequency of Saturn which was analogous to observing the variations of 

a single hemisphere. The observed geometric albedo actually varies at ap­

proximately twice the angular frequency of Saturn. because it is produced by 

viewing a combination of both hemispheres which are 180° out of phase. To 
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compare the model results to the observations (Figure 1.1 and Figure 1.3) it 

is necessary to fold in this geometrical effect of ~ 2. 

The Amplitude of the Albedo Variation. Table 2.2 gives the computed 

albedo variation (as percent difference between the maximum and minimum) 

for the time dependent model for ; values of 2 and 4, as well as the results 

from the steady state calculations. 

There are significant differences between these two results. The obvious 

change is the large reduction of the albedo variation in time dependent mod­

eling with respect to the steady state prediction. The amplitude of the albedo 

variation with respect to the two versions of the models also disagrees. In 

steady state calculations, the revised model predicted larger albedo variation 

than the conventional model for a given i value~ but in the time dependent 

modeling, the revised model actually gave smaller albedo variations than 

the conventional model. There are also differences in the relative results of 

the conventional and revised models. In addition, the spectral dependence. 

which in the steady state case agreed with the observations, is different when 

time dependence is included (see Table 2.2). 

Changing the time dependent production rate was unsuccessful at in­

creasing the size of the albedo variation. We considered a range of -y values 

from 2 to 1000 (see Table 2.1) as well as alternate forms for the time depen­

dence of the production variation. The alternative form was a step function 

with a variable step size, and allowed production to vary discontinuously over 

time. Neither of these changes produced large enough albedo variations or 

time-averaged geometric albedos which were consistent with the observations. 

We also attempted to increase the albedo variations by changing the pa­

rameters of haze model. The range of model parameters explored are sho\Yn 
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in Table 2.1. · The changing of no single model parameter was able to in­

crease the size of the albedo variation and also to produce the observed time 

averaged albedo, but a combination of production and transport parameters 

was able to accomplish this. The transport parameter which was the most 

successful at increasing the size of the albedo variations was raising the up­

per boundary where rainout occurs. The haze column production rate and 

the value of '1 had to be simultaneously increased to agree with the observa­

tions. The revised model was the most successful for a 90 km upper rainou t 

boundary, a haze column production rate of 2.2x10-14 g cm-2 s-t, and a 

1 value of 16. The physical reality of these parameter values is uncertain 

primarily because it would imply tropospheric-like rain processes high in the 

stratosphere (Toon et a/. 198Sb). 

Time Dependence of the Albedo Variation. Another important aspect of 

the simulations is the time behavior of the geometric albedo. The seasonal 

model of the hemispheric brightness contrast requires that a +90° phase 

delay exist between the albedo and seasonal solar forcing, because we have 

assumed production to be in phase with the solar forcing. The conventional 

model's albedo variations did exhibit a +90° phase delay, in agreement with 

the seasonal model. In the revised model, the albedo variation had a -60° 

phase delay (or 300° behind) with respect to seasonal solar forcing in conflict 

with the seasonal model. 

Attempts to improve the phase behavior and simultaneously the size of 

the computed albedo variation were unsuccessful. For the model parameter 

settings which produced the observed size of the albedo variation (raising 

the upper rainout boundary), neither model was able to produce the correct 

phase delay. For the revised model, there was no change in the phase delay. 

For the conventional model, the parameter settings changed the phase delay 
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to a value near -60° . Attempts to maintain the original phase delay of the 

conventional model and to obtain the correct size of the computed albedo 

variation were unsuccessful. Therefore, a time varying production does not 

seem to be able to adequately explain Titan's observed albedo variation. 

DISCUSSION 

The Reduced Albedo Variation. To determine why the visible albedo 

variation from a time dependent production was much smaller than expected 

from steady state results and why a phase delay existed between the albedo 

and production rate, we have plotted the time behavior of the 0.55 Jlm optical 

depth at various altitudes for both versions of the haze model (Figure 2.3). 

The error bars show the change in optical depths between the maximum 

and minimum haze production rate predicted for steady state conditions. 

Comparison of these to the curves from the time dependent models illustrates 

the most probable reason for the reduced albedo variation. In the steady 

state case the variations of the optical depths with respect to production 

variations were much greater than in the time dependent calculations at the 

optical depths which primarily determine the albedo. 

Figure 2.3 can be used to explain another discrepancy between the steady 

state and time varying calculations. In Table 2.2, the steady state and time 

varing calculations showed a greater difference in the revised model than in 

the conventional model. The cause can be seen in Figure 2.3, because the 

temporal variations in optical depths were smaller in the revised model than 

in the conventional model. Consequently, the seasonal variations in geometric 

albedo were smaller in the revised model than in the conventional model (as 

seen in Table 2.2). 
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Analytical Jlodel. A simple analytical model illustrates why the optical 

depth at those altitudes behaves in this manner. To construct the analytical 

model, we assumed that the optical depth at an altitude, z, is dependent on 

the haze mass column density at z, m(z), 

m(.:) = J.oo Ph(z) dz (2.1) 

where Ph(z) is the haze mass holding at z. Therefore, the optical depth 

changes with time in proportion to the column density. In this simple model, 

the haze column density at a given altitude is governed by the differential 

equation 
dm.(:) m(.:) . 

d = --- + .4(1 +a s1n(wt)) t (/) 
(2.2) 

where ¢ is the haze material residence time above z. The value of o is 

a.pproximately the time averaged haze column density at z divided by the 

sedimentation flux at z. The second term on the right hand side is the time 

varying haze column production rate with an amplitude. A~ and an amplitude 

of variation, a. The above equation's particular solution is 

m.(.:) = Aa> + Aa sin("-·t- 8) 
. J w2 + ( 1 I d>) 2 

where 8 is the phase delay. 

8 = arctan( w¢). 

(2.3) 

(2.-!) 

Because the residence time for a majority of Titan's haze material is 

greater than several decades and w is the angular frequency of Saturn~ the 

m ( z) and optical depth values, which mostly determine the geometric albedo. 

reduce to the limit of w > 1/t/>. Hence, m(.:) and optical depth converge to 

the expression 

( 
-) _ 4( _ a cos(""'·t)) 

m--· (J) • (2.5) 
w 
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There are two consequences at these limits: 1) the phase of m( z) (and optical 

depth) is 90° behind the forcing column production rate, and 2) the amplitude 

of variation is inversely related to forcing frequency. ~lost significant optical 

depths in both time dependent haze models approximately behaved in this 

manner (i.e. w > 1/ 4> for r ~ 1 ). Therefore, long residence times prevented 

the predicted albedo changes, because the predicted optical depth changes 

implied by the steady state calculations cannot occur with a realistic time 

varying production rate. 

If the above analytical models and numerical haze models are consis­

tent with the predictions for the steady state case. the time variation of the 

optical depth profile and the geometric albedo will go to the time indepen­

dent modeling predictions in the limit of '*' <t::: 1/ ,P. The actual cause of 

the haze production time variations can not have such long periods, because 

the only possible forcing periods are 29.5 years or less which correspond to 

the seasonal or solar cycles. In the limit w < 1/ Q). the analytical model is 

approximated by 

'm(z) = Ao(1 +a sin("-·t )) . {2.6 ) 

Equation {2.i) converges to the steady state predictions because the time 

variation's amplitude is determined by ¢ and the variation is in phase with 

the forcing. The equivalent of Figure 2.3 with a 1000 year forcing period 

(Figure 2.4) shows that the time behavior of the optical depth is much closer 

to the steady state case which also agrees with the analytical model. The 

variations of the blue and yellow albedo versus forcing period (Figure 2.5) 

show convergence to the steady state calculations with increasing forcing 

period. 

Phase Delay. Turning to the time dependence of the visible albedo. the 

revised model's visible albedo time behavior can be explained by considering 
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time independent modeling at different production rates which showed an 

inverse relationship between production and the visible albedo. (Pollack et 

al. 1980, Toon et al. 1980, NlcKay et al. 1989, Toon et al. 1992). (Higher 

haze production rates lowered the albedo by burying the bright Rayleigh 

scattering gas beneath the dark haze material and by changing the particle 

size at optical depth unity toward smaller radii which have lower backscat­

tering cross sections. Both of these effects were consequences of higher haze 

mass column densities which were produced by higher production rates. ) In 

the context of our simple analytic model, the visible albedo variations will 

then have a phase delay of 8- 180° and will be between -180° and -90° . 

Large haze time scales will cause a phase delay between the albedo and pro­

duction variations near -90° . A larger delay than predicted by the simple 

analytic model can arise for two reasons; 1) nonuniform responses to produc­

tion though the haze~ and 2) the time variation of other albedo-determining 

quantities such as the effective particle radius. For the time dependent re­

vised model, the visible albedo delay was -60° (close to the predicted range) 

but the time dependent conventional model had a visible albedo phase delay 

near +90° which is not close to 8- 180° . Clearly, the phase delay of the 

conventional model is not in line with the analytical model. 

The difference of the phase response between the revised and conven­

tional models can be understood in terms of the size variations of the haze 

particle which were close to optical depth unity. In the conventional model, 

the haze particles near this region were relatively small and had short for­

mation time scales relative to the period of production variations. \Vhile 

for the revised model, the particle sizes near this region were large and had 

long formation time scales relative to the period of production variations. 

Consequently for the conventional model, the particle size variations near 

optical depth unity were larger and more rapidly responded to production 
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changes, in contrast to the revised model (Figure 2.6). These particle vari­

ations turned out to have a significant effect on the opacity structure and 

the geometric albedo. (The significant particle size variations also caused 

the different spectral dependence of the albedo between the time dependent 

and steady state conventional model (see Table 2.2).) Hence, the analytical 

model is too simple to properly represent the conventional model's phase de­

lay, because two of the assumptions of the analytical model break down: 1) 

w :> 1/ <P at all significant optical depths, and 2) the particle size variations 

were negligible . 

. 
For the time dependent conventional model, the phase relationship be-

tween albedo and production variations was in agreement with observations 

(Sromovsky et a/. 1981 ), if production is in phase with seasonal solar forcing. 

The spring hemispheric albedo (haze production is increasing from the av­

erage value) was lower than the fall hemispheric albedo. Unfortunately~ the 

albedo variation was smaller than observed~ because the seasonal changes of 

the model's optical depth profile and haze particle sizes were smaller than 

found in the steady state calculations. 

As with the amplitude of the albedo response, the phase response for 

both models went to the values determined in the steady state case at long 

forcing periods ( -180° ). 

Effects of Changing ivlodel Parameters. The change of model parameters 

which increased the size of the albedo variation can be roughly understood in 

terms of our simple analytical model. The amplitude of the albedo variation 

can be increased by decreasing the haze material residence time scales. In­

creasing haze material removal processes is a method of accomplishing t.his. 

The three removal processes of our haze model are sedimentation, rainout. 

and diffusion. To remain consistent with the observations. sedimentation 
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and rainout are the best potential candidates, because diffusion tends to uni­

formly mix haze material over the entire spatial extent of the haze layer. 

Sedimentation can also be eliminated, because the sedimentation parameter. 

the particle density, is required to be at physically unrealistic values ( > 4 g 

em - 3). Rainout is therefore the only plausible candidate. Raising the rainout 

boundary increased the size of the computed albedo variation and reduced 

the spatial extent of the haze material. The net haze material residence time 

was thereby reduced by concentrating a majority of the haze material to an 

atmospheric region with a higher sedimentation velocity. To maintain the 

same average visible albedo it was necessary to increase the production rate 

( 4 x ). To match the albedo near 1 p.m the surface albedo had to be increased 

to 0.2 from its nominal value of 0.1. 

The haze still sluggishly responded to the production variations. because 

a large phase delay continued to exist ( -60° ) and a higher amplitude of 

ptoduction variation with respect to the steady state calculations was needed 

( "f = 16). The continued sluggishness was a result from increasing the column 

p~oduction rate to compensate for the higher rainout boundary. 

With the raised rainout boundary and increased production rate the 

conventional model exhibited a phase delay more consistent with the revised 

model ( -60° ). This was a result of the reduction of the spatial extent of the 

haze and a decrease in the ability of haze material near optical depth unity 

to significantly vary over time, because the residence time of this section of 

the haze was increased. 

Alternative Causes. Because of the inability of time variations in the 

haze production rate to account for the albedo variations. the time variations 

of other factors which determine the haze structure should be investigated. 

When attempting to use another factor, it is important to consider the time 
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dependence of the induced geometric albedo variations. 

One group of other factors are associated with haze production. Be­

sides the column production rate, this group includes the composition which 

affects the absorption coefficient of the haze (Sromovsky et a/. 1989). The 

seasonal haze compositional variations are difficult to evaluate, because of the 

inability of photochemical models to simulate haze production. Some work 

on the problem has attempted to link latitudinal variations of brightness 

and observed gaseous species which are believed precursors of haze material 

(Courtin 1991 ). The implication is that the variations in gaseous species 

induce haze absorption variations. A negative correlation between the lati­

tudinal variation of the HCN to C2H4 ratio on Titan and brightness is shown 

to exist (i.e. absorption increases with the HCN to C2H4 ratio). However. 

Courtin ( 1991) points out that the correlation conflicts with an earlier re­

ported relationship between laboratory haze absorption and its ~ to C ratio 

(Scattergood et a/. 1988). This conflict illustrates the difficulties of deter­

mining the seasonal variations of haze absorption. 

Another group of factors which are involved in determining the haze 

structure are atmospheric properties such as circulation. Atmospheric circu­

lation variations effect haze distribution and the optical depth profile through 

haze transport. Evidence for the role of cir~·ulation in producing the hemi­

spheric brightness asymmetry and the geometric albedo variations was the 

sharp edge of the contrast at the equator (Smith et al. 1981). Although de­

tailed modeling of the seasonal haze variations from atmospheric circulation 

has yet to be accomplished, there has been some work on the potential role 

of circulation. Flasar and Conrath ( 1990) suggested that seasonal variations 

of stratospheric circulation exhibit a phase delay of approximately +90°. if 

~tmospheric properties are determined by a combination of radiative equilib-
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rium and cyclostrophic dynamics. Their argument was based on observations 

of latitudinal variations of the atmospheric temperature structure (Flasar et 

al. 1981, and Flasar and Conrath 1990). The albedo effects of vertical advec­

tion from an upwelling wind were investigated in the revised model by Toon 

et al. ( 1992). Their results predict a decrease of the visible albedo with up­

welling. Interestingly, upwelling in the darker spring hemisphere is consistent 

with the Voyager observations, and the +90° out of phase thermally indirect 

pole to pole cell in Flasar and Conrath (1990). 

Time variation of the circulation can also effect the atmospheric thermal 

structure. Thermal structure variation might effect the haze and geometric 

albedo by altering haze microphysical processes and haze material composi­

tion. The former source of albedo variation is believed to be negligible. The 

latter is uncertain, because of the difficulties associated with determining 

haze composition. 

Determining factors which control the geometric albedo will have to 

await more sophisticated modeling, laboratory research, and observations. 

To determine possible variation of haze composition. the construction of more 

complicated photochemical models is needed. The new photochemical models 

should include heavier organic compounds and the temporal variation of solar 

flux. An alternative method for exploring haze compositional variations is 

laboratory study. Such research has the potential to reveal aspects of haze 

composition which may be unattainable by photochemical models (Courtin 

et al. 1991 ). For evaluating the possible role of circulation, the present one­

dimensional modeling is insufficient , because of the difficulties dealing with 

transport from atmospheric circulation (Toon et al. 1992). A two-dimensional 

haze model with dynamics is part of the solution to these difficulties which 

we will pursue in future work. 
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CONCLUSIONS 

We have attempted to simulate amplitude and phase of the observed blue 

and yellow geometric albedo variations of Titan by using the conventional 

and revised versions of the Titan haze model from Toon et al. (1992). We 

draw the following conclusions from our calculations. 

1. Steady state calculations suggest a variation of the haze production 

rate between a factor of two and four is enough to cause the observed 

geometric albedo variations. However, our Titan haze model with a 

smoothly varying haze production rate produces a much smaller mag­

nitude of albedo variations with the same variation in production rate. 

This reduction in response is because the average haze time scale is 

much longer than the seasonal periodicity and prevents the required 

changes in the haze mass column density and particle sizes. 

2. Alternate functional forms for the production which invoked discon­

tinuous production changes and larger production rate variations did 

not improve the fit to observations. Changing model parameters did 

increase the size of the computed albedo variations, but the correct 

phase response of the albedo was not simultaneously produced. The 

increased albedo variation was accomplished by raising the upper rain­

out boundary, increasing the haze mass column production rate, and 

increasing the size of the production variations. These changes may be 

unphysical because they imply that rainout is occurring well into the 

stratosphere. 

3. A consequence of the long haze time scales is a phase lag between the 

time variation of the albedo and production. The value of the produced 
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phase difference can agree with obser\"ations (Sromovsky et al. 1981 ), 

but it is sensitive to model parameters. The model parameter values 

that produced the best agreement with the size and spectral dependence 

of the geometric albedo variations did not yield the correct phase delay. 

Hence, models which only use variations of mass production rate to 

explain the albedo variations appear not to work. 

Other time varying factors such as haze composition and atmospheric 

circulation could be used to explain the observed geometric albedo variations. 

The difficulty remains to evaluate the time variations of these other factors 

and what are the induced geometric albedo variations. The determination 

of a possible +90° phase delay between seasonal forcing and atmospheric 

circulation variations (Flasar and Conrath 1990) and the possible effect of 

vertical advection on the visible geometric albedo (Toon et a/. 1992) are 

motivations to explore the effects of atmospheric circulation on the haze and 

the geometric albedo. To accomplish such a study, more sophisticated models 

of Titan's atmospheric circulation and haze are being constructed . 
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Chapter 3 

The Wind Field 

in the 

Two Dimensional Model for 

the Haze Layer 

INTRODUCTION 

The circulation of the atmosphere is possible source of the variations 

in the observations of the geometeric albedo and hemispheric brightness. 

because it could vary atmospheric reflectivity by inducing variations in the 

distribution of the haze layer. To examination this potential of circulation~ 

a representation of the circulation ( i. e a wind field) has to be selected 

for the two dimensional model, so the variations in the haze layer can be 

simulated over time and space. Ideally, the wind field would come from a 

General Circulation lVIodel. The GC1'I's for Titan are few and are highly 
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speculative, because the meteorological data for Titan is lacking. Another 

problem for GC~rs is that the atmosphere is super-rotating, and that the 

zonal wind are postulated to be balance the meridional gradient of pressure (i. 

e. the cyclostrophic approximation); both conditions are extremely difficult 

to model. Therefore, the two dimensional model should use a wind field with 

a simple structure. so the results from our simulations are not too dependent 

upon the representation of the circulation. Consequently, our studies are 

limited to evaluate t1he basic effects on the reflectivity from horizontal and 

vertical advection of haze material. 

The wind field in the two dimensional model should still approximate the 

actual circulation of the atmosphere, if the simulations are to reproduce the 

observations of the geometric albedo and the hemispheric brightness contrast. 

A meridional wind field can accomplish this goal, because the haze layer was 

observed to be zonally symmetric, and because the circulation is believed to 

be axially symmetric. The circulation is predicted to be axially symmetric, 

because baroclinic waves can not occur in the atmosphere of Titan (Leovy 

and Pollack 1973, and Hun ten 198.5 ). The GClVI's for Titan support the 

prediction of axial symmetry, when the results from GCNI's are averaged 

over season (Hourdin et a/. 1991). A representation of the circulation can be 

simplified if the wind field is divided into two layers, the stratosphere and 

the troposphere, because the two layers have different thermal structures and 

time constants (Flasar et a/. 1981 and Flasar and Conrath 1990). The wind 

field will then have different characteristics in the stratosphere and in the 

troposphere. The wind field in the stratosphere should be strong relative to 

the wind field in the troposphere, and it should also significantly vary over 

season. Conversely, the wind field for tropospheric circulation has a slow 

and weak variation over season. The wind field in the troposphere is then 

set to zero in our representation of the circulation~ because its strength and 
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seasonal variation should not significantly alter the haze layer over season. 

The representation of the circulation is further simplified if the wind field 

in the stratosphere is one cell between the northern and southern poles. 

This simplification is justified by the dynamical processes which are proposed 

to control the meridional circulation (Flasar and Conrath 1990, and Flasar 

1991). A Hadley circulation can be used to represent this cell, but a Hadley 

cell is thermally direct. The stratospheric circulation of Titan is predicted 

to be thermally indirect. The wind field for a Hadley cell can still be used to 

describe a thermally indirect cell, if the wind vectors of the Hadley cell are 

reversed. 

The time variations of our wind field should be consistent with theory 

and observations. The temporal variations in the wind field are only sea­

sonal, because of the goal of our simulations. The seasonal variations in the 

stratospheric circulation are predicted to lag behind the solar forcing by a 

season ( 90° of phase ), because the time constant estimated for the strato­

spheric dynamics (Flasar and Conrath 1990, and Flasar 1991 ). In summary~ 

our representation of the circulation is one cell which is located in the strato­

sphere and which is described as a reversed Hadley cell. The wind field in 

the two dimensional model has maximum strength or intensity at equinox. 

Hadley circulations which are time dependent are described in the scien­

tific literature (Leovy 1964, Held and Hou 1979, and Dunkerton 1988). These 

descriptions are not directly used for our wind field. Some descriptions are 

unsatisfactory, because a constant density or an incompressible atmosphere 

was assumed in the derivation. Other descriptions for Hadley circulation 

are unsatisfactory, because functions or numerical method are used in the 

solution, so the descriptions are relathpely difficult to use. Consequently. the 

wind field in the two dimensional model is adapted from a simple derivation 
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which was previously done. Our adaptation yields an analytical solution 

which has a simple structure for the wind field. The solution was desired to 

be analytical, because it is self contained, so the wind field is easy to use in 

the simulations of the haze layer. 

Houghton (1986) analytically derived the wind field of a Hadley cell. 

This derivation will be adapted for the two dimensional model. A constant 

density and the Boussinesq approximation were assumed in this derivation 

and can not be used to represent the circulation of the Titan ~s stratosphere, 

because the vertical extent of the stratospheric circulation is over several scale 

heights. The wind field in Houghton ( 1986) will be adapted by rederiving 

this wind field without the assumptions of a constant density and Boussinesq 

approximations. In our derivation~ density and pressure exponentially vary 

over altitude by the scale height of the atmosphere 

-~ 

p - Poexp( Ji) 
-~ p = Po exp( Ji ). 

where the scale height, H, is for an isothermal atmosphere. To simplify the 

governing equations of the derivation, two states, the zeroth and first order~ 

describe the variables of the atmosphere and the circulation. The zeroth order 

refers to a static atmosphere. The first order refers to a dynamic atmosphere 

and is under steady state conditions. Consequently, our solution has to be 

modified so the wind field varies over season. 

DERIVATION 

The Governing Equations. The equations for our derivation are the thermo­

dynamic, the momentum, and the mass continuity equations. These equa­

tions are approximated to the first order by an approach which was used 
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by Houghton (1986). Atmospheric variables are given as a sum of perturbed 

and unperturbed states which respectively represent an atmosphere with and 

without motion. Therefore, the total potential temperature, 8T , density, PT , 

and pressure, PT, are expressed 

9T - 9 + 8' 

PT = p + p' 

PT - P+P'. 

The total wind velocity. VT , is expressed 

VT = u' i + v' j + w' k 

(3.1) 

(3.2) 

(3.3 ) 

( 3.-l ) 

because the unperturbed state represents a static atmosphere. The unper­

turbed quantities, 9, p, and P , have a vertical variation for an isothermal 

atmosphere in hydrostatic equilibrium. Three approximations or assump­

tions further simplify the governing equations. 1) Quasi-geostrophic balance 

is assumed in the equations of motion. 2) The circulation is in equilibrium 

which is maintained by atmospheric heating and frictional dissipation. There­

f~e, the partial derivative with respect to time can be approximated as a 

frequency (i. e. 8f ot = constant ). 3) The circulation is axially symmetric. 

Hence, there is no zonal variation of atmospheric quantities (i. e. 8f 8x = 0 

). Using these assumptions, we briefly will show how to obtain the first order 

governing equations. 

The thermodynamical equation is exactly 

dln8T 
dt - i q 

(; -1 ) RT 
(3.5) 

where; is the ratio of the specific heats, R is the ideal gas constant. q is the 

heating rate per unit mass. and Tis temperature. The right hand side of the 

thermodynamic equation is equal to the fractional rate of change of T and 
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is defined as Q. The left hand side of the thermodynamic equation can be 

expanded 
dIn 8T a 8' ... .. 8' 

dt = at ln[8( 1 + 8 )] + v. v ln[8(1 + 8 )]. (3.6) 

By neglecting the products of perturbed quantities and using the approxi­

mation (Holton 1979), 

ln(1 +f) ~ f for f < 1~ 

the advective term in equation (3.6) reduces to 

... .. 9' 
V · Vln[8(1 + 8)] ~ Bw 

where B is the stability parameter 

By using the following relation 

B = ainO. 
8z 

1 
ln 8T = -In PT - In PT + constant 

i 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

and the approximation from equation (3.7), the local time derivative in equa­

tion (3.6) reduces to 

a 9' 18P' op' 
at ln[ 8 ( 1 + 8) l ~ :Y at ( P) - at ( r;) · ( 3.11) 

The first order of thermodynamic equation is then 

a p' 1 a P' 
ot ( p) - :Y at ( P) - Bw = -Q ( 3.12) 

and is further simplified by our assumption of equilibrium. Energetically. the 

spatial variation of solar flux drives the circulation so atmospheric radiation 

maintains equilibrium in the circulation. Hence, the time derivatives of ther­

modynamic equation are approximated by o which is one over the radiative 

time constant, 
p' o P' 

o(-)- -(-)- Bw = -Q 
p ; p 

(3.13) 
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(modified equation (8.19) from Houghton 1986). 

The vertical equation of motion is to the first order approximation of 

the hydrostatic equation, 

1 oP' p' --.- + (- )g = 0, 
p {)z p 

(3.14) 

(equation ( 10.4) from Houghton 1986), because of the steady state circulation 

and hydrostatic equilibrium. The ideal gas law relates the p and P, 

p = pRT. (3.15) 
J.l 

where the mean molecular weight of the atmosphere is p.. 

The horizontal equations of motion are simplified by the axial symmetry 

and quasi-geostrophic approximations. These two equations are to the first 

order 

au 
0 (3.16) 8t - fv = 

fJ·v 1 oP' 
( 3.1 i) -+fu - -; ay at 

where f is the coriolis parameter. The time derivative is approximated by r 

which is one over the time constant for frictional dissipation 

ru-fv = 0 

rv+fu 

(3.18) 

(3.19) 

because frictional dissipation maintains equilibrium in the horizontal winds. 

The horizontal equations of motion can be combined to give 

where 

1 oP' 
Av= --­

p oy 
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The mass continuity equation is approximated 

opv + opw = 0 
fJy oz ' (3.22) 

by using the assumptions of axial symmetry and equilibrium in the circula­

tion. This equation becomes 

av ow w 
oy + 8z - H = O. (3.23) 

when density exponentially varies over altitude by the scale height. H. The 

mass continuity equation is used to define a streamfunction. t/J, so the veloc­

ities, v and w, are expressed 

ti' 8tb 
v=---

H 8z 
(3.24) 

ott' 
w = fJy. (3.25) 

The Equation for the Stream/unction, ¢. The next step in the derivation 

is to manipulate the governing equations into an equation for tb. vVe begin 

by evaluating the partial derivatives of the thermodynamic equation and the 

vertical equation of motion with respect to y, 

0
!_(p') _ ~!__( P') _ Baw = _ 8Q 
ay P i oy P ay a y 

(3.26) 

1 a2 P' a p' 
p8y8z = -g 8y(p). (3.27) 

The partial derivative of equation (3.20) with respect to z yields 

8v 1 8 P' 1 82 P' 
A-=-------. 

fJz pH oy p ozfJy 
(3.28) 

Equation (3.27), 
8 p' 1 82 P' 
ay(p) =- pgoyoz ' (3.29) 

is used, and equation (3.26) becomes 

a 82P' a fJ P' ow aQ 
- pg aya = - :; fJy ( P) - B ay = - a Y . (3.30) 
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The relation from equation (3.28), 

o fJ2 P' oA fJv o fJP' 
- pg fJyfJz = g fJz + pgH fJy ' (3.31) 

is used, and equation {3.30) can be rewritten 

oA fJv + ~ fJP' _ ~!_(P') _ BfJw = _ fJQ. (3.32) 
g fJz pgH fJy i 8y P 8y f)y 

The ideal gas law can be used for the relation, 

fJ P' J.l 8P' 
8y ( P) = pRT fJy (3.33) 

if P is independent of y. This relation is used in equation ( eq3.32) 

o44 8v + (~ _ OJ.l )fJP' _ Bf)w = _ 8Q. 
g 8z pgH ;RT 8y fJy fJy (3.34 ) 

Equation (3.20) is used along with the definition of the scale height, 

H= RT_ 
J.l9 

(3.35) 

Hence, equation ( 3.34) can be rewritten 

oA fJv _ oA (1 _ .!_ )v _ Bf)w = _ 8Q. 
g fJ z g H ; 8y 8y 

(3.36) 

The streamfunction, ~', is substituted into equation (3.:36) 

_ oA 8
2

1/J _ oA ( .!_ _ 2) 81/.· _ oA (1 _ .!_ )tt· _ B8
2w = _ 8Q. (3.3i) 

g 82z gH 1 fJz gH2 ; · 82y 8y 

We will rewrite the equation (3.3j) into the form 

()2 t/J 81/J ()2 t/J 8Q 
fJ2 z + D 8: + Et/J + C ()2y = F 8y 

and define the constants, 

c Bg 
= Ao 

1 1 ~ 
D - H(-:y- 2)=-H 

E - _1 (1-.!.)=(K-1) 
H2 i- H2 

F 
g 

= Ao 
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(3.39) 
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(3.41) 
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An integrating factor of, eD=, is used to rewrite the equation for 1/J 

a ( D .. 8tb) E D· c D·o2w F D·fJQ - e --· + e -u~ + ·e --· = e ·-
8z 8z · 82y 8y 

(3.43) 

The Solution for #·'. In Houghton ( 1986), t/J and v were defined to be 

zero at the horizontal boundaries (i. e. at y = 0 and y = L ). The implication 

is that 1/J and the wind field oscillates horizontally. Hence~ we will expand ¢' 

in terms of the horizontal eigenfunctions (Haberman 1983) 

(3.4-!) 

This trial solution for ~' is substituted into equation (44) and gives 

~{a ( Dz8bn) (E C(nr.)2) Dzb} . (n1r) F DzfJQ ~ - e - + - · - e sin - = e -
n=I 8 Z 8 Z L n L {)y · 

(3.45) 

The orthogonality of sin( "t) decouples the equations for bn(z). The general 

equation for bn(z) is then 

i_( Dz{)bn) (E _ C(~)2) Dzb = S 
8: e 8.: + L e n n 

(3.46) 

where Sn is the nth moment of the forcing term 

.., L {L F Dzf)Q . (nr.y) d 
~n = 2 lo e oy SlD L y. (3.47) 

The same expression for the heating rate used as in Houghton ( 1986) 

Q 7ry . 1rZ) 
= Qo cos( T) sin( ltV (3.48) 

where W is the height of the cell. The moments of the forcing term are 

Sn = FeD=Qo(~)sin(~;) n=1 

Sn = 0 n :/: 1 
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The values of the moments imply that only b1 ( z) is nonzero. The equation 

for b1(z) is 
~( D:8b1) 2 D:J.. _ c; 
8z e az + X e VI - .... 1 (3.51) 

where 
2 1r 2 

X = E- C(L) (3.52) 

or 

(3.53) 

The solution for b1 (.:) or b( z) can be obtained by the method of the 

variation of parameters. vVe begin by solving the homogeneous equation (i. 

e. St = 0), 

( :3.54) 

or 
82b 8b 2 
82.: +Daz +x b=O. (3.55) 

There are two solutions for the equation, 

(3.56) 

where 
-D ± v'D2 - 4;x2 

.-\1.2 = 
2 

. (3.57) 

The expression for .-\1,2 can be rewritten to 

(3.58) 

and 

A2 = 2~ H { ( 2"'1 - 1) - ( ( 2"'1 H ( ; ) r C + 1) t}. ( 3.59) 

The general solution for b is given by, 

b(z) 

(3.60) 
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The terms in the integrand can be simplified, 

and 

S1 _ FQo7r . (~) 
eD= - L stn "'V ~ 

= 

= 

(.A2- At) 
2'"'tH e-.\2z 

[1 + (2-yH(f))2C)]t ' 

(.,\2 -At) 
2;He->.1r 

[1 + (2;H( f) )2C))t ' 

so the solution for b( =) becomes 

b(z) 

where 
/3 _ _ g(2·yH(f))(i!f) 

- [1 + g(2-yH( f ))2( ~~ )Ji. 
The identity 

( 3.61 ) 

( 3.62) 

(3.63) 

(3.64) 

(3.6.5) 

(3.66) 

(3.67) 

and the redefinition of C1 and C2 are used to obtain the solution forb(= )~ 

where 

(3. i0) 
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and 

(3.il) 

The constants, C1 and C2 , can be determined if the boundary conditions 

a.re a rigid top and a rigid bottom (i. e. b(z = 0) and b(.: = vlt·) equal zero). 

The solution for b( z) is then 

where 

(3.i3) 

We want to define parameters which control the strength of the wind 

field. This is accomplished by rewritting /3, 

(3.i4) 

where T/ is related the heating rate 

(3.i.5) 

and e is related to the time constants of the atmosphere. 

1 r 
e=-= . 

aA a(r2 + / 2) 
(3.i6) 

The terms, Tl and e, are to be the parameters of the wind field. The static 

stability of the atmosphere, B, is for an isothermal atmosphere. 

B= (;-1). 
;H 

The eigenvalues of b(z) are then rewritten to 

1 ( 1r )
2 

l At = 
2
;H{(27- 1) + (g 2;H( L) B{ + l):z} 
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and 

(3.i9) 

The definitions in equations (3.24) and (3.25) give the vertical and merid­

ional winds, w and v, 

(
b(z) 8b(z )) . ( 1ry) 

v - H - f)z s1n L (3.80) 

1rb( z) ( 1ry) 
w - --L-eos T (3.81 ) 

where 

To illustrate the wind field from our derivation. the streamlines and the 

isocontours of v and w are given (Figure 3.1 and Figure 3.2). The constant 

in t/;, v, and w are given in the following section. 

APPLICATION TO TITAN 

The wind field from our derivation has to be fitted to represent the circulation 

in the two dimensional model. The atmospheric variables are defined in Table 

3.1 and are for the the stratosphere of Titan. The quantities in Table 3.1 

contain uncertainties, because they are averaged over the stratosphere. The 

stratosphere spans several scale heights, sop and P vary order of magnitudes. 

The values for o and r vary. Hence, the wind field should be considered a 

gross average over space and time. The parameters in the derivation, 71 

and e, can be use to adjust the wind field within this uncertainties in our 

representation of the circulation. 

One parameter, 1J, should not be used as a free parameter of the wind 

field. The value of TJ is related to the solar flux on Titan, because it is net 

69 



Table 3.1: Physical Constant of Titan's Stratosphere 

Physical Constants of Titan's Stratosphere 

Height of Cell ltV ~ 250 km 

Length of Cell 

Scale Height 

Specific Heat at 

constant pressure 

Ratio of Specific Heats 

Gram 1\lolecular Weight 

Stratospheric Pressure 

Stratospheric Temperature 

Gravitational Acceleration 

Coriolis Parameter 

Radiative Time Constant 

Solar Flux 

L ~ 8090 km 

H ~:JOkm 

cp ~ 1.04x 10; ergs gm-1 J\- 1 

1 1.4 

J.L ~ 28 

P, 1x102 to 1 x 105 dyn cm-2 

T, iO to 1i0 K 

g ~ 120 em sec-2 

I ~ 2.3x1o-6 sec-1 

1/0. ~ 1x10i to 1 x 108 sec 

So ~ 1.5x 104 erg sec-1 cm-2 



heating rate in the stratosphere. , its value can be estimated in several ways. 

The values of TJ can be approximated by the expression, 

(3.83) 

where Te is the radiative equilibrium temperature and T, is the stratospheric 

temperature. The above expression describes the heating rate from ra­

diative equilibrium and can be partially derived from dimensional analysis 

(Houghton 1986). The values for CT.i,T,) range from 1 x 10-2 to 1 x 10-3 (:\IcKay 

et al. 1989), when the values of T, and Te are respectively taken from the 

observations and from models of radiative equilibrium. The values of orange 

from 1 x 10-i to 1 x Io-n sec-1 (Flasar et al. 1981 and Flasar and Conrath 

1990). Therefore, 11 can be from 1 x 10-9 to 1 x 10-14 sec-1 • A values for 11 

are also directly evaluated of+·~~ from detailed models of radiative transfer. 

The values for 11 is 1 x 10-8 to 1 x l0-10 sec-1 in these models (Del Genio et 

al. 1993). The values for 11 overlap between these two methods. The value 

o{ TJ is set at 1 x 10-10 sec-1 which is approximately in the middle of our 

estimated range of magnitudes. 

The parameter, e, is used as a free parameter of the wind field because 

it is used to adjust the strength of the wind field. The strength of the wind 

should match theoretical estimates for the strength of the meridional winds in 

the stratosphere. The values of the meridional wind is estimated on the order 

of 1 em sec-1 at unity optical depth in the visible (Flasar and Conrath 1990); 

z ~ 110 km (McKay et al. 1989 and Toon et al. 1992). Two quantities of 

the wind field, Veaw, and Vmeaz, are used to match this theoretical estimate by 

their tabulation as a function of e (Figure 3.3). The average of the meridional 

wind, Vave, was weighted about the center of the wind field (Figure 3.3a). The 

maximum of the meridional wind. Vmaz, was located at the top of the wind 

field (Figure 3.3b ). The values of e matched the theoretical estimates when 
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it ranged from lx108 to lx1010 sec2. The values of~ have a large range. 

because the meridional wind, v, varies orders of magnitude over altitude. 

Another quantity of interest is the time for a particle to travel once around 

the center of the wind field, T. This time was averaged, Tave , over different 

altitudes which were for the initial location of the particles. The values of 

Tave (Figure 3.3c) varied from 1000 to 10 years for the stated range of e. The 

value ofT at ~ 110 km was also computed as a function of~ (Figure 3.3d). 

Both Vave and Ta11e vary linearly with respect to~· 

Our values for 11 can be tested if they are possible in the stratosphere of 

Titan. The definition of '1 contains the time constant for frictional dissipation, 

so r can evaluated. The value of r is approximated by 

1 - =oe 
r 

(3.84) 

because the coriolis parameter, J, is small for Titan. For values of e and 

17 producing the theoretical estimates of the meridional wind, r in Titan's 

stratosphere is ~ 1 x 105 sec and is consistent to other estimates ( Flasar and 

Conrath 1990 and Hourdin et al. 1991 ). Our value of r can also be used to 

evaluate the horizontal eddy diffusion coefficient, KH, if the approximation 

(3.85) 

is used (Held and Hou 1980). The values of KH are then ~ 1 x 10; cm2 sec-1 

and are also close previous estimates of KH (Del Genio et al. 1993). 

Seasonal Variations in the Circulation. The wind field from the deriva-

'- tion has to be further modified for our representation of the circulation. The 

derivation was for equilibrium conditions, while our representation has to 

contain seasonal variations. The modification of the wind field is accom­

plished by using a multiplier which produces variations over season. The 
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expressions for the wind speeds, equations (81) and (82), are multiplied by 

sin('-A..·.t + .;), (3.86) 

where '-'-'• is the angular frequency of the seasonal cycle ( 2;~5 year-1
) and r.p 

is the initial phase. The value of t.p determines the initial strength of wind 

field and the hemisphere which is initially upwelling. We will also define r.p 

as the phase lag of the circulation with respect to the seasonal variations 

in the solar flux. This definition is misleading, because the solar forcing 

in the derivation was independent with respect to time. The value of t.p is 

u$ed as a phase delay because it determines when the strength of the wind 

field is maximum with respect to solstice. Solstice and equinox determine 

the viewing of Titan in the computations for the geometric albedo. The 

value of r.p then determines whether the obserYer is predominately seeing the 

haze variations from upwelling or downwelling. The strength of the wind 

field is predicted maximum at equinox. so -.p - 90° ( Flasar and Conrath 

1990). The temporal variations of the wind field attempt to be approximately 

consistent with to the seasonal variations in the stratospheric circulation 

which have been postulate (Flasar et al. 1981, Rages and Pollack 1983. Flasar 

and Conrath 1990). 

The method of temporally variation may be justified by scale analysis. 

Our temporal variation of the wind field is considered to be produced if 

the forcing term, Q, varies as the modulator of the wind speeds, equation 

(87). The partial derivatives with respect to time are then corrected by an 

additional term, the seasonal frequency (i. e. 1/29.5 years). A large error is 

introduced by our modification of the wind field with respect to time, if 

(r + o:) < ?91-. (3.87) 
ro: :.. .o 

We can then justify our temporal variation of the wind field. if the wind field 

is in quasi-equilibrium to the temporal variations in the heating rate. The 
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radiative time constant, 1/ o, is on the order of 107 sec. The time constant for 

frictional dissipation, 1/r, is on the order of 105 sec. One year for Titan is on 

the order of 108 sec. Therefore, the additional term from seasonal variation of 

Q is a second order correction and is not a large violation of the assumption 

of equilibrium in our derivation. 

.. ... 
'' 



Chapter 4 

Time Varying Simulations 

of 

the Geometric Albedo of Titan 

by 

a Two Dimensional Haze 

Model 

INTRODUCTION 

In chapter 2, time variations of haze mass production were determined 

to be an unlikely source of the observed variations in the geometric albedo 

and in the hemispheric brightness. The seasonal cycle of the stratospheric 

circulation was then given as an alternative source. This claim was primarily 
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based on two theoretical studies. The first study deals with the atmospheric 

circulation at the optical depths which mostly determine the visible geometric 

albedos (Flasar et al. 1990). The circulation of the stratosphere was deter­

mined to be a pole to pole cell which is thermally indirect. The variations 

of this circulation should lag behind the seasonal variations of solar forcing 

by one season or 90° (Flasar et al. 1981 and Flasar and Conrath 1990). The 

stratospheric circulation then has maximum upwelling and downwelling at 

the equinoxes. The second work deals with the changes in the haze struc­

ture and consequently the geometric albedo from the circulation. Toon et 

a/. ( 1992) placed an upwelling wind into a haze model which was one di­

mensional and steady state. In the visible wavelengths, the upward wind 

decreased the geometric albedo. Further calculations show the changes in 

the geometric albedo from a vertical wind (Figure 4.1). The haze model in 

Toon et a/. ( 1992) was used for these calculations. The change of geometric 

albedo was computed between two haze simulations which had the same wind 

speed but in opposite directions. The vertical wind was a constant between 

50 and 300 km in altitude and its value was used for a parameter study. 

Figure 4.1 shows the percentage change of the 0.55 and 0.47 p.m geometric 

albedo versus wind speed. The observed variation in the geometric albedo 

is produced at speeds between 0.002 to 0.004 em sec-1 which are consistent 

with theoretical estimates of stratospheric winds (Flasar et a/. 1981 ). 

The following scenario illustrates the potential of atmospheric circula­

tion to explain the variations in the geometric albedo and the hemispheric 

brightness. At northern spring equinox, the northern hemisphere is upwelling 

so it ought to be dark or darkening (Toon et al. 1990). Conversely. the south­

ern hemisphere is downwelling so it ought to be bright or brightening. The 

configuration of hemispheric brightness or reflectivity agrees with the obser­

vations ( Sromovsky ef al. 1981). If we extrapolate over time by one year for 
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Titan, the geometric albedo and the hemispheric brightness vary, because 

the circulation varies over seasons and induces variation of reflectivity over 

latitude. The seasonal variations in the geometric albedo and hemispheric 

brightness agree between the observations (Lockwood 1986 and Caldwell et 

al. 1992) and our scenario, because the circulation responses behind the sea­

sonal variations in the solar forcing by 90° (Flasar et al. 1990), and because 

the circulation is assumed to instantaneously produce changes in reflectivity 

over latitude. 

Our scenario is weakened by reliance on a haze model which is steady 

state and one dimensional. This model did not account for effects on the 

haze distribution from horizontal transport. The determination of the albedo 

effects was not even attempted by an one dimensional model with a time 

varying vertical wind because the lack of horizontal transport would produce 

unrealistic haze simulations. Two dimensional modeling is a better way to 

determine the geometric albedo effects from atmospheric circulation. 

In the following study, the effects from atmospheric circulation on the 

Titan's haze and the geometric albedo are evaluated. Circulation is repre­

sented by a time varying and two dimensional wind field and drives haze 

variations. The simulations of the geometric albedo are then compared to 

the observations. In order to determine the effect of circulation more com­

pletely, the geometric albedo variations are computed as a function of the 

strength of the wind field. Further tests for our model are by comparison to 

the observed contrast of hemispheric brightness. This comparison tests our 

representation of the circulation by the induced variation in the haze layer. 

A future test is the wavelength dependence of the geometric albedo which 

is predicted by our model. Additionally, the spectral dependence of the re­

flectivity over latitude is a another source of predictions. These predictions 
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can be tested once Titan's disk is resolved a.nd is observed over long peri­

ods of time. The latitudinal distribution of atmospheric reflectivity has been 

observed to be reYersed between the IR and visible wavelengths (Caldwell 

et al. 1992). New observations in the IR and visible could come from with 

the Hubble Space Telescope (HST), other existing satellites, and the Cassini 

mission. tiV obsen·ations may also come from these sources. 

THE TWO DI~1ENSIONAL HAZE NIODEL 

The two dimensional model of the haze layer is a modified version of 

the model in Toon et al. (1992). The horizontal dimensions of the model 

are from the northern to southern poles and are covered by twenty equally 

spaced latitude points. The vertical dimensions are from the 0 to 300 km and 

are covered by forty equally spaced altitude points. The coordinate frame 

of the model is rectilinear, and does not take into account spheric effects 

which may be significant for Titan (Hourdin et al. 1991). The moders haze 

size distribution is described by 35 radii bins. The radius of the bin spans 

from 0.00013 to 3.0 J.lm. The size bin are evenly spaced by a factor of two 

in volume~ v. At a given model grid point, the concentrations in the size 

bins, n( v ), are determined by numerically solving a couple series of number 

continuity equations, 

on(v) 
at 

a ( ( )( ) l" a(n(v)/na)) a ( ( ) l·" a(n(v) / na)) 
- az n t~ w + v, - .l\zna az + ay n v Vy - .l\yna By 

+ 0.5 f [(( v, v - v)n( v - v)n(v) dv - fo"" I<( v, v )n( v )n( v) dv ( 4.1) 

+ q(v)- R,.n(v), 

where w is the vertical wind speed, v, is the particle sedimentation velocity~ 

/(:: is the vertical eddy diffusion coefficient, Vy is the meridional wind speed. 

l(y is the vertical eddy diffusion rate~ q( v) is the production rate of particles. 
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and R,. is the rainout rate. The boundary conditions of the haze model are 

zero fluxes at top, and at the polar boundaries. Haze material is allowed 

to continuously flow out of the model at the surface. The time step of the 

solution depends on the maximum speed in the wind field and is determined 

by the Courant stability condition. For our calculations, the maximum time 

step was 0.1 years, and allowed a reasonable resolution of the seasonal vari­

ations. The solution method for the two dimensional continuity equation is 

described in Toon et a/. ( 1988). 

The major change between the above continuity equations and the anal­

ogous equations from the one dimensional model are the horizontal ( i. e. 

meridional) transport terms which represent two processes; advection and 

eddy diffusion. The following discussion of the two dimensional model de­

scribes with the treatment of the transport processes, the haze microphysical 

processes, and the radiative transfer analysis. 

The Ha=e Transport Processes. Haze transport is accomplished by the 

wind field which was derived in the preceding chapter and which is consistent 

with the present understanding of Titan~s stratospheric circulation. The 

stratospheric circulation is represented by one cell which horizontally spans 

from the northern to southern poles and which vertically spans from 50 to 300 

km. Atmospheric properties which are used to generate the wind field are 

the temperature, pressure, gravitational acceleration, and mean molecular 

weight. These quantities are averaged over Titan's stratosphere (see Chapter 

3). The average of the atmospheric properties probably introduces errors 

into the wind field because vertical extent of the wind field is so large. To 

address the uncertainties, a parameter study is conducted by varying the 

strength of the wind field. The free parameter of our investigation is ~ and 

is the reciprocal of the product between the radiative time constant and the 
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frictional dissipation time constant. Instead of giving the value of e for each 

simulation, the maximum horizontal wind speed, v;'az, at ~ 110km will be 

given, because v~az has a more tangible meaning and is easier to use to test 

the consistency of the wind field with respect to theoretical estimates. The 

altitude of v;'az is selected based on estimates for the altitude of unity optical 

depth at 0.55 J.tm (~lcKay et al. 1989 and Toon et al. 1992). 

Our representation of the circulation has several simplifications which 

may be incorrect with respect to the actual circulation. It may be unrealistic 

to assume that one cell spans vertically the entire stratosphere. A better rep­

resentation is possibly two cells which are vertically stacked. Additionally, 

the center of the wind field (i. e. the point which the circulation stream­

lines go around) may poorly represent the seasonal variation of the actual 

circulation because it is permanently fixed at the same location. In a more 

realistic circulation, the center of the wind field could move with the subso­

lar point. Another simplification in the wind field is the use of rectilinear 

coordinates, so spherical effects on the circulation are not considered. The 

wind field may be too weak at higher latitudes~ because the convergence of 

mass flow at the poles is neglected. These and other elaborations are not 

done to the wind field because the representation of circulation is wished to 

be simple and physically plausible, so we can then easily interpert the effects 

of the circulation on the albedos. Despite the errors in our representation of 

the circulation, we have confidence that wind field is accurate enough for an 

initial estimate of circulation effects on Titan's geometric albedo. because the 

wind field matches the stratospheric circulation which is postulated ( Flasar 

and Conrath 1990). 

In the following simulations of the haze layer, eddy diffusion is small or 

insignificant by design. The justifications for this decision are because eddy 
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diffusion represents the transport by small scale motions within the atmo­

sphere. In our model, the small scale motions are neglected, because their 

time scales are small compared to the other transport processes: sedimen­

tation and large scale advection. Vertical eddy diffusion is nonzero in the 

troposphere of the model, because our wind field does not extend into this 

region. The tropospheric values of Kz are the same as the revised version of 

Toon et al. {1992) model. Above the troposphere, Kz exponentially decays 

by pressure scale height, for the sake of continuity. Despite the nonzero Yal­

ues of the eddy diffusion, haze transport in the troposphere is dominated by 

sedimentation. Hence, tropospheric circulation has little or no effect on the 

albedos in our simulations. For horizontal eddy diffusion, the values of 1\y 

are set to zero throughout the model. 

The J.lficrophysical Processes. The haze model describes an aerosol layer 

which is produced at high altitudes by stratospheric photochemistry. The mi­

crophysical processes include sedimentation, coagulation, and rainout. The 

description and representation of these processes are the same as the one 

dimensional Titan haze model (Chapter 2). The parameters for the micro­

physical processes are set to values which were used in the revised version 

of the Toon et al. (1992) haze model. Consequently, rainout is zero and the 

haze layer extends to the surface. The haze production is included among the 

microphysical processes. Haze material is produced only in the smallest size 

bin as a particle of 1.3x 10-i em in radius. The structure of haze production 

is assumed to be a gaussian with respect to altitude and is centered at 250 

km. Other characteristics of production are the same as the one dimensional 

model. For the microphysical processes, the parameters do not vary over 

latitude. 

The Radiative Transfer Analysis. The radiative properties of the simu-
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lated ha.ze layer are our observational tests of the model. The main tests are 

the simulations of the geometric albedo, P,,, at 0.4i and 0.55 p.m. Our simu­

lations at these wavelengths attempt to reproduce the temporal variation of 

the observations (Lockwood 1986). The evaluation of P>. must account for the 

latitudinal variation of haze opacity. In the one dimensional calculations, the 

irradances in P,, were symmetric about the azimuthal angle of the observer. 

For a two dimensional model, azimuthal symmetry is obviously violated by 

any latitudinal variation in the haze layer. Accounting for latitudinal vari­

ation is complicated because the spin axis of Titan has an orientation with 

respect to the observer which is time dependent. We go back to the definition 

of the geometric albedo for a correct evaluation. 

The geometric albedo is defined as the ratio of observed flux at zero 

phase ( i. e. the sun, the observed object, and the observer are along the 

same line of sight) and the flux from a perfect lambert surface(Dlugach and 

Yanovitskij 19i4), 
po 

P .\ .\ = pL' 
.\ 

( 4.2) 

In the case of Titan. a good approximation for the geometric albedo is that 

the observing angle and solar zenith angle, J.l, are equal, because the Earth to 

Titan distance, ~' is much larger the the radius of Titan~ R. The expression 

for F.e is 

(4.3) 

where symmetry about the observer~s azimuthal angle, c/>, is not assumed to 

exist. The expression for Ff is a well known result, 

pL- F,,R2 
>. - ~2 (4.4) 

where F,, is the solar constant. The definition of the geometric albedo is then 

(4.5) 
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The integrals for P.\ are numerically evaluated. The gaussian quadrature 

was used to determine the JJ integral 

(4.6) 

where Wi is the gaussian weight at the quadrature point JJi· The 4> integral 

was estimated by the trapezoidal rule 

1 (2tr N 1 1\f N 

- Jo L 'Wi1.\(J.li ! t/>)d¢> =-E L w;oj1.\ (JJi ~ tPj ) 
F>. o i=l F.\ i=l i=l 

(4.7 ) 

where 

r. 
for j = 1, 1\J a · = } 1\tf 

271" 
for j ~ 1, .Lvl (4.8) Q · = } 1vl 

cPi 
2(j- 1)1r 

= ,~\;J- 1 

Monochromatic irradiances are calculated by the two stream source func­

tiC!>n method (Toon e.t al. 1989) as in the one dimensional model. These ir­

radiances are indexed by planeocentric latitudes ~ ¢/, and longitudes, but the 

irradiance in equation 7 are indexed in the observer ~ s frame. An operator. 

F , is used to obtain the irradiances, 1>., in equation T 

1,\( T = 0, JJ , 4>) = F(p., ¢, 1~ ) . ( 4.9) 

F determines the the irradiance at the point (p., d>) by extrapolating the 

planeocentric irradances, I~, which have computed for the same value of J.l· 

The operator, F, first determines the planeocentric location of the needed 

irradiance. This is accomplished by a reference transform (i. e. (J.l ,¢> ) ---+ 

(JJ' ,¢')). The transform of reference frames is two series of rotations. The 

initial series of rotations changes the observer's xyz axes to coordinate frame 
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which is centered on Titan. The first rotation of the initial series spins the 

y z plane of observer by 90° . The next rotation of the initial series spins the 

intermediate xy plane by 90° . The second series of rotations uses the frame 

at the end of the initial series, and it aligns the z axis to the spin axis of 

Titan. The first rotation of the second series spins the z axis about the y 

axis by the tilt of the spin axis, E, ( e = 27° for Titan) We then rotate the 

intermediate z axis by the angle, e ~ which is between the spin axis and the 

observer's xy plane, 

e = 1r- w,t ( 4.10) 

where Ws is the angle frequency of Saturn, and t is time. An additional 

rotation could produce alignment to Titan's great meridian, This further 

rotation is not necessary for our calculations of P.\ , because I.~ is zonally 

symmetric. The time dependence of e models the orientation of the spin 

axis and the procession of seasons on Titan. At t = 0, e corresponds to 

spring equinox in the northern hemisphere, so the northern hemisphere is 

rotating towards the observer. Once the reference frame transformation is 

accomplished, the planeocentric frame irradiances are extrapolated. 

The temporal variation of P,\ can be explained by the latitudinal and 

temporal variations of atmospheric brightness, B>.( 4>', t), 

B.\ ( 4>'' t) = J., ( T = 0' 4>'' 1-' = 1) (4.11) 

where T is the optical depth at wavelength .,\. The normal relative albedo, 

R>. ( 4>', t), can also be used to determine the sources of the P.\ variations and 

is defined as 

R ( I ) B.\ ( 4>'' t) 
>. </> 't = B,,( 4>' = -40°, t). ( 4.12) 

R>. is used instead of B.\ because it was used to display the observed hemi­

spheric brightness contrast (Sromovsky et al. 1981). The R.\ versus latitude 
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is also used to determine if our simulation can reproduce the observed lati­

tudinal distribution of the hemispheric brightness contrast. 

The radiative properties rf our simulations are also computed in the UV 

at 0.2225 and 0.35 pm, and t theIR at 0.888 and 1.07-5 pm. At the wave· 

lengths in each spectral region, other sources of opacity combine with opacity 

from the haze and have signifcant effect on the P>. and R>. . In the UV, the 

Rayleigh scattering from atn1pspheric gasses is large enough to account for a 

few tenths of the first two op~ical depths. The Rayleigh scattering can then 

counter the albedo effect froD1 absorption by haze particles, because Rayleigh 

scatterers are conservative and isotropic while haze particles are absorptive 

and forward scatterers at th~ UV wavelengths. At 0.888 J.lm. the roles of 

the haze and the other source of opacity are reversed. The scattering from 

haze particles offsets some abforption, because a strong absorption line from 

methane exists at 0.888 J.lm. At 1.075 JJm, the surface albedo (R,fc = 0.1 ) can 

have a significant effect on th1 albedo, because the haze layer is optically thin 

at 1.075 J.lffi. At both IR wav;elengths, the albedo effects are larger from the 

lower branch of the wind fiel1 (Two branches are in the wind field and have 

opposite directions of meriditnal winds. see Figure 3.1 ), because the unity 

qptical depths occur deeper 1nto the model atmosphere than in the visible 

and in the UV. The altitudes of the unity optical depths are lower, because 

the absorption by haze particles decreases for the longer wavelengths. Conse­

quently, the temporal variatiqns in the P., can change between wavelengths. 

because different regions of t~e atmosphere may determine the P.\ between 

wavelengths. 

For all our radiative trapsfer calculations, the vertical distribution of 

atmospheric opacity is detetined by the methods in the one dimensional 

model. The latitudinal and te)Illporal variations of opacity are only produced 
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by the haze layer, because temperature, pressure, and composition are taken 

to be constant over latitude and time. The variation of nonhaze opacity will 

be discussed in a later section. 

CALCULATIONS AND RESULTS 

;.\1ethod of the Calculations. The variations of the P>.. and R>.. were com­

puted as a function of ·v;-a.r through consecutive stages. The first stage com­

puted the haze distributions for the smallest value of v~az. For our calcu-

1-.tions, starting time was northern spring equinox and also corresponded to 

maximum upwelling in the northern hemisphere. The initial condition of the 

first stage was the haze distribution from the revised haze model of Toon et 

al. ( 1992). The haze distribution from this model was used at all latitudes. 

The two dimensional model was then integrated until the meridional cross­

sections of the haze mass mixing ratio~ the haze effective particle size~ and 

the optical depths at 0.55 J.lm were over one year for Titan. The cyclicity 

test was a visual inspection of the isocontours for each haze quantity. For 

a more objective test for a cyclic solution, the values of two quantities had 

tQ be within 0.1%, when they were sampling times were separated by one 

year for Titan. The quantities for this test were the total mass of the haze 

layer, and the P>.. at 0.4i and 0.55 JJm. Using the cyclic solution, v;'"z was 

increased and the model was integrated for a new solution. This process for 

the new solution was repeated for v~az values from 0.1 em sec-1 to 1.5 em 

sec-1 • We present the model results in the following manner. The P,, and 

R>.. in the visible are displayed for the comparisons with the observations. 

The simulations of the UV and IR geometric albedos are shown for the ·v:a.r 

values which best reproduce the observations in the visible. The simulations 

of the UV and IRrelative normal albedo are shown in later sections where 

the causes of the albedo variations are identified. 
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Results of the Calculations. The variational amplitudes of the visible P,, 

and the relative normal albedo for northern hemisphere, R.\ ~ 

(4.13) 

are presented as a function of v;'"z in Figure 4.2. The variational ampli­

tude of each quantity is the fractional deviation from the annual average. 

Figure 4.2 shows that the variational amplitudes initially increase with re­

spect to v:"z and that the size of the observed P.\ variation is produced for 

v:az ~ 1 em sec-1 (see Chapter 1). Such values of v:csz are consistent to 

theoretical estimates of the wind speeds which v:az represents ( Flasar and 

Conrath 1ggo). Our two dimensional model then appears able to produce 

the magnitude of the P.\ variation which was observed. Increasing of v~az 

does not indefinitely increase the amplitude of the P., variation, because the 

amplitudes start to decrease for v:"z exceeding 1 em sec-1 . The reversal of 

amplitude growth is discussed later. 

In Figure 4.3, the temporal variations of the P., at 0.47 and 0.55 Jlm are 

shown for three values of v~"z. The dotted curves represent the observed 

variation of the P>. in the visible (Sromovsky et al. 1gs1). Our simulation 

of P>. is shown to lag behind the observations by a significant phase. The 

phase is different between the observations and our simulations. because the 

seasonal variations of the circulation lag too far behind the seasonal variations 

of the solar forcing and because the haze layer does not instantaneously 

change from variation in the wind field. The following conclusion can be 

made, because the R>. were observed to have a phase delay with respect to 

seasonal solar forcing; the delay is goo in the observations. The goo is then 

concluded to be partitioned between two response times. The first time is 

the period between the variation of the solar forcing and the response of 

the circulation. The second time is the period between the variation of the 
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circulation and the response of the haze layer. Each response time can be 

associated with a phase delay which sum to the observed 90° . To better agree 

with observations, our phase delay for the circulation should be decreased 

from 90 ° to ;oo . This correction seems reasonable~ because the P.\ over 

time, because the phase delay of our wind field has uncertainties which could 

be as large as 20° (Flasar and Conrath 1990). 

Figure 4.4 shows the latitudinal profiles of the R.\ during Titan's seasonal 

cycle. The variations of R.\ are the largest in the polar regions which had the 

strongest lifting or sinking of haze material. Whether these R., variations 

match the observations is determined by a comparison to the hemispheric 

brightness contrast ( Sromovsky et al. 1981 ). Figure 4.5 shows that the simu­

lated R>. at maximum hemispheric contrast does not match the observed R>. 

when probably at maximum (Sromovsky et al. 1981). At maximum contrast~ 

the observed R>. exhibits a sharp change at the equator where the simulated 

R>. is fairly constant. The observed hemispheric brightness is poorly repro­

duced, because the actual stratospheric circulation is not well represented 

by our wind field. \Ve need to correct the representation of circulation. if 

we wish to prove that atmospheric circulation does produce the hemispheric 

brightness contrast. A more accurate circulation representation is later dis­

cussed. 

The simulations of the p, in the UV and IR are shown in Figure 4.6 for 

the v;aaz values which best produce the observed variations of the P.\ in the 

visible. The temporal variations of p, in theIR and UV are 180° out of phase 

with respect to the visible. At 0.888 JJm, the phase is expected because haze 

particles are mostly scatterers at 0.888 JJID but are absorbers in the visible. 

The optical properties of the haze particle changes between the visible and 

0.888 JJm, because the absorption coefficient of the haze material decreases 
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with wavelength (Khare et a/. 1984). The phase shift of P;.. at 0.888 p.m also 

agrees with the observations. Since the Voyager fty-by, the Hubble Space 

Telescope has observed the R.\ at the visible and 0.888 p.m. The variation of 

R>-. over latitude was opposite between 0.888 JJm and the visible wavelengths 

(Caldwell et al. 1992). The phase shift of the P,\ in the UV is more difficult 

to explain, because the absorption coefficient of the haze increases from the 

visible to UV wavelengths. The phase reversals at UV and 1.0i5 p.m are later 

discussed. 

For the UV and IR, the variation in the P;.. also differs between the 

wavelengths within a spectral region. At 0.2225 p.m, the P>. variation is 

closer to a sine wave while the P,\ variation is a flatten sine wave at 0.3.j 

p.m. For the P.\ in the IR~ a difference is more noticeable between the two 

wavelengths than for the two wavelengths of the UV. While the variation 

at 1.07.5 J.lffi is a sine wave. the variation at 0.888 p.m is irregular. For 

the amplitudes of the P.\ variations, the two wavelengths of the t'V show a 

noticeable difference because the amplitude at 0.2225 p.m is nearly four times 

larger than the amplitude at 0.35 p.m. This is despite the fact that the haze 

absorption coefficient at 0.2225 J.lm is twice the haze absorption coefficient at 

0.35 p.m. The irregularities of the P>. at 0.35 and 0.888 p.m may be because 

each wavelength is in a transition zone between spectral regions. At 0.35 and 

0.888 p.m, the variations in the P.\ could then originate from combination 

of atmospheric regions which separately determine the P,, variation at other 

wavelengths. 

DISCUSSION 

The Visible Albedo Variations. The following optical properties at 0.55 

J.Lm are examined to determine the source of R.\ variations in our simulations 
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and are for the first and second optical depths at 0.5.5 J.tm. \Ve display the 

latitudinal distribution of each optical property. First, the altitudes are given 

for each optical depth along the effective radius of the haze particle at each 

altitude. The portion of each optical depth from the nonhaze opacity is 

given. We also display the single scattering albedo of the haze particles at 

each optical depth. \Ve finally give the column averages of two scattering 

parameters between zero and one optical depths and between one and two 

optical depths. The column average of the asymmetry factor. g, is defined 

for a portion of the vertical column from a to b, 

(4.14) 

where <7h is the scattering coefficient of the haze particles, <7R is the Rayleigh 

scattering coefficient, 9h is the average asymmetry factor of the haze particles, 

and gR is the Rayleigh scattering coefficient. The column average of the 

single scattering albedo. ::-, which is determined for a portion of the vertical 

column, 

16 u(z) 
w( a, b) = ( ) ( ) dz 

ca CIZ +~z 
(-!.15 ) 

where <7( z) is the total scattering coefficient at z and "( z ) is the total ab­

sorption coefficient at =. 

When large differences in the R.\ were produced between the northern 

and southern hemisphere, the above optical properties exhibit large varia­

tions in the polar regions where R~ has a large gradient (Figure 4. i ). (In 

Figure 4. 7, the top six panels are for the optical properties in the first optical. 

In the left column, the three panels are in descending order: the altitude of 

the optical depth, the fraction of the optical depth from atmospheric gasses, 

and the column average of the single scattering albedo in the optical depth. 

In the right column, the three panels are in descending order: the effective 

radius of the haze particles at the optical depth, the single scattering albedo 
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of the haze particles at the optical depth, and the column average of the 

asymmetry factor in the optical depth. The bottom six panels are for the 

optical properties in the second optical depth. In these six panels, the infor­

mation is in the same order as the top six panels.) We conclude from the 

figures that the variations of single scattering albedos at the unity optical 

depths are the source of the variations of the R.\ and P,, in the visible. In the 

visible, the single scattering albedos at the unity optical depths are solely 

determined by the haze layer, because the haze particles are the only sig­

nificant source of extinction. Consequently, the changes of effective particle 

sizes explain the variations of the single scattering albedos which are located 

at the unity optical depths. For example, darkening of a hemisphere occurs 

when the single scattering albedos are lowered by an increase of particle size. 

The amount of absorption is then increased and the hemisphere darkens. In 

the brighter hemisphere~ the opposite change of particle sizes takes place and 

less absorption occurs. 

The wind field affects the distribution of the haze opacity in two ways. 

In both cases, the upper branch of the wind field produces the changes in 

the R>. , because optical depths are too large at the lower branch for those 

particles to affect the R>.. . The first way in which the circulation effects the 

R>.. is that the horizontal winds move the upper portions of the haze layer 

from one hemisphere to the other hemisphere. When the upper portion of the 

haze layer is pushed out of a region, the unity optical depths descend into the 

atmosphere, and more absorption is produced, because the haze particles are 

larger at the lower altitudes. If horizontal winds push upper haze material 

over a region, the unity optical depths now take place at higher altitudes. 

More radiation is outwardly scattered, because smaller particles compose 

the upper portion of the haze layer. (Smaller particles of the haze produce 

more isotropic and conservative scattering than larger particles.) The upper 
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portion of the haze is push out of the upwelling hemisphere, while the up­

per portions are pushed over into the downwelling hemisphere. The second 

way in which circulation effects the R,, is vertical transport of haze material. 

Vertical winds can alter the vertical distribution of particle sizes; this dis­

tribution is strongly influenced by the sedimentation rates of each particle 

size. \Vhen the vertical winds lift larger particles to the unity optical depths. 

the decrease of the single scattering albedo produces hemispheric darkening. 

Conversely, if vertical winds move smaller particles to lower altitudes, the 

single scattering albedos increase at unity optical depth, and hemispheric 

b~ightening is produced. 

These albedo effects from the wind field are complementary. because 

the two mechanisms concurrently produce brightening or darkening. The 

relationship between the two mechanisms is symbiotic, so the regions of con­

vergence or divergence have the largest effects on the albedo. Darkening is 

produced when haze material was vertically pumped up and then horizontally 

di&persed from a region. Brightening is produced when material is vertically 

pumped down and then horizontally removed from a region. For the wind 

field, such patterns of haze movement are strongest in the polar regions. For 

the polar region of a given hemisphere, the specific pattern of material move­

ment varies over the seasons, so the polar regions periodically alter the size 

distribution about a state which would be produced from the sedimentation. 

This periodic variation significantly affects the albedo when the time scales of 

advection are comparable to sedimentation time scales. \Vhen the advection 

times become lower than the sedimentation times, albedo variations from 

the circulation become limited, because the wind field starts to dominate the 

removal of the haze from the atmosphere which was previously dominated 

by sedimentation. 
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Some inferences can be made on the actual circulation based on our sim· 

ulations and the observations of the hemispheric brightness contrast (Figure 

4.5). Our results imply that observed sharp gradient of R,\ is produced by 

convergence or divergence near the equator. Our wind field should have had 

vertical winds which were stronger near the equator. Our representation of 

the circulation could be corrected if the center of the wind is moved to the 

south. This correction produces further agreement with the observations be­

cause the simulations of R,, would be uniform in the the mid latitudes of the 

southern hemisphere. Interestingly. the observations were taken when the 

circulation should be responding to summer solstice in the southern hemi­

sphere. The subsolar point is at -2i0 under these conditions. Our correction 

places the center of the wind field at this location. Therefore, our represen­

tation of the circulation could overall improve if the center of the wind field 

follows the seasonal movement of the su bsolar point. 

In Figure 4.2! the amplitude of the P,\ variation decreases for v;;ar > 1 

em sec-1. This reversal of amplitude growth has to be from a decrease of 

the above variations in the haze layer. This could be because higher wind 

speeds more efficiently remove haze material from the model. The effect 

would also selectly remove larger particles, because their sedimentation rates 

are greater. This deduction was made by comparing the one dimensional 

model results for P,, versus ,\ (rvicl(ay et a/. 1989 and Toon et a/. 1992) and 

the two dimensional model results for the annual average of P., versus ,\ 

(Figure 4.8). The one dimensional and two dimensional models show similar 

changes of the spectral dependence of P.\ when the one dimensional model's 

mass production rate decreases and when the two dimensional model's v;;ar 

increases. For the one dimensional haze model, this change of P.\ versus ,\ 

is caused by decreasing the haze column density. Hence. increasing v;;ar 

decreases the annual average of the haze column densities. This relationship 
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is possibly because hemispheric downwelling increases haze sedimentation 

from the atmosphere more than the upwelling hemisphere can compensate. 

The variational amplitude of the P,, eventually reaches a maximum and then 

decreases because continued decreases of the haze column densities reaches 

a critical point where the seasonal variation of haze opacities is less than 

for a lower value of v;aaz, so the variation of P,, decreases. This critical 

point is reached when the transport times for the vertical wind and particle 

sedimentation are equal. 

The UV Albedo Variations. To identify the sources of the P.\ variations 

in the UV, the same technique is used as in the visible. The R.\ versus ~' 

are first examined so we can locate the regions where largest variations of 

R>. occur. We then examine several optical quantities which could cause 

these R>. changes. The R,\ in the UV has largest variations between -60° and 

60° (Figure 4.9). These variation of R.\ cause one hemisphere to be brighter 

at a given time or season. For the time of the largest difference of R.\ between 

hemispheres, the optical quantities vary at the same latitudes (Figures -1.10 

and 4.11 ). The single scattering albedos also vary at these latitudes but the 

explanation for the R.\ variations in the visible does not satisfactorily explain 

the R>. variations in the UV. The temporal variations of the single scattering 

albedo seem to be smaller than needed, especially at 0.35 Jlm. At 0.35 J.lm. 

the variation of the single scattering albedos may be small because the single 

scattering albedos of the haze particles vary to produce produce the opposite 

effects on the brightness than in our simulation (Figure 4.11). At 0.2225 J.lm, 

the single scattering albedos of the haze do not have a variation which is 

conflicting as at 0.35 J.lm, The reason is possibly that the haze absorption 

coefficient and the ~~lie size parameters are higher at 0.2225 J.lm (Hassen and 

Travis 19i4, and Khare et al. 1984). 
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To explain the UV R.\ variations, the column average of asymmetry 

factor, g(a, b), is needed. The latitudinal variation of 9 is most noticeable 

between the first and second optical depths. A hemisphere is brightened by 

more back scattering when 9 decreases between 0 and ± 60° . Darkening 

of a hemisphere takes place when g increases. ?vlore radiation is scattered 

down into the atmosphere and absorbed. At 0.35 J.lm, the variation of 9 is 

the source of the R.\ variations. 

Further calculations verify that the variations of 9 are the source the 

R>. variations at 0.3.5 p.m. In these calculations, 9 or the single scattering 

albedo is held constant over time. Figure 4.12 shows the recalculations of the 

P>. . When the 9 at 0.35 p.m is constant~ the variation of p, is 180° out of 

phase with respect to original simulation of the P>. at 0.35 p.m. This change 

of phase does not occur when g varies and the single scattering albedo is 

constant. Hence, the variations of 9 are the source of the variations in the 

P,, and R.\ at 0.35 p.m because its variations produce the same phase of P.\ 

variations as in the original simulations. 

For the original simulation of the p, at 0.35 p.m, the irregular ,·ariation 

may be caused by the variations of the single scattering albedo. This con­

clusion is based on the P,, simulation with a constant 9 at 0.35 Jlm. This 

P>. simulation had an opposite phase with respect to the original simulation. 

The variation of the single scattering albedo could then diminish the effects 

on the albedo from the variation of 9. Hence, the variation of the p, would 

be diminished and would not be a sine wave when both the single scattering 

albedo and 9 vary over time and space. 

At 0.2225 J.lm, we perform similar calculations so we could determine 

the contribution of 9 in the variation of p, . The single scattering albedo 

may have a larger contribution in the P.\ variations at 0.2225 p.m. because 
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the variational amplitude of the P.\ was slightly larger for a constant g. The 

confidence of this conclusion is weakened because the constant values used 

for g and the single scattering albedo in our additional calculations. 

Rayleigh scattering has greater effects on the albedos in the UV than 

in the visible. This is caused by the higher optical depths from Rayleigh 

scattering so Rayleigh scattering counter acts the optical effects from the 

haze particles. In particular, the isotropic property of Rayleigh scattering 

is important in the variations of R.\ , because it offsets the g of the haze 

particles which are highly forward scattering. Rayleigh scattering is espe­

cially important at 0.35 J.lm, because the variation of g determines the P,\ 

variations at 0.35 J.lm. In Figures 4.10 and 4.11, further evidence can be 

seen that extinction from Rayleigh scattering is higher in the UV than in the 

visible. For example! the values of the w- and g exhibit the changes which 

caused the variations in the P:.. and R). , because the two quantities include 

both the opacity from the haze particles and from Rayleigh scattering of the 

atmospheric gasses. Additionally. the source of the R:.. variations is more 

noticeably located between the first and second optical depths~ because the 

densities of the atmospheric gasses are higher between the first and second 

optical depths. 

A different region in the wind field causes the R.\ variation in the u·v 
than in the visible. These regions are where haze transport is mostly hori­

zontal so the variations in the haze layer are important at constant altitudes. 

Such variations are significant because the background opacity~ atmospheric 

density, has no latitudinal variations. The circulation then varies the ratio of 

absorption to scattering by changing the mixing ratio of haze mass. The up­

per levels in the upwelling hemisphere produce hemispheric brightening when 

the horizontal winds reduce haze densities which are from 0 to ±60° . so the 
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amount of Rayleigh scattering increases. Hemispheric darkening is produced 

by the addition of haze particles to the mid latitudes of a hemisphere, and 

occurs in the upper levels of the downwelling hemisphere. 

We can estimate if our conclusion is sensitive to the assumed distribu­

tion of atmospheric density and our representation of the circulation. If the 

seasonal variations of density are ten percent or more, the Rayleigh optical 

depths have large variations over latitude, and our conclusion may be in er­

ror, but variations of density are unlikely to be this large. Our conclusions 

are more dependent upon our representation of the circulation. The variation 

of P,, can change in our simulations. if the actual circulation has several re­

gions where haze material divergences or convergences. Such changes in our 

wind field redistribute the regions where the wind vectors are mostly along 

the meridion. Nevertheless~ we still believe that our conclusions can be used 

to predict the P,, variations from an atmospheric circulation which is more 

sophisticated than used. 

The 0.888 J.tm Albedo Variations. Difficulties are encountered when 

identifying the source of the P,, variations at 0.888 J.tm. Our previous method 

is difficult to use for two reasons. First, it is uncertain when to look for the 

source of the 0.888 J.tm P,, variations because the P>.. at 0.888 JJm has odd 

intervals while at maximum (Figure 4.8). Our approach to this problem is 

to examine the R>.. at four times which are evenly spaced over the seasonal 

cycle of P>.. • Our previous method is also complicated because at any time 

the values of R). has a large range. The variations of R). may be large in a 

given area but their location and spatial extent can produce a small weighted 

contribution to the P,, . Consequently, it is difficult to determine the source 

of the P,, variation. \Ve attempt to address this problem by plotting the R., 

vs sin(¢/). Figure 4.13 displays the R,, latitudinal profiles from our modified 
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method. 

Several regions can be seen to be the source of the P,\ variations. In 

the either hemisphere, the polar region (I sin q>' I= 0.866 to 1.0) and the 

mid latitude region (I sin 4>' I= 0.0 to 0.866) are the best candidates. These 

regions have opposite variations of R,\ over time. For example, the R). in the 

polar region undergoes a minimum between a hemisphere's spring equinox 

and summer solstice while the R.\ in the mid latitude region are undergoing 

a maximum, The effect on P,\ from one region is dominant, because the R., 

variations in the two regions are 180° out of temporal phase. The dominant 

values of R.\ are selected by two constraints. At 0.888 Jlm~ the dominant 

values of R). should have the same temporal variations as P,\ . The second 

constraint is that the location and spatial extent of the R.\ variations should 

be weighted to have a larger effect on P). . The weights of the R.\ values 

are determined by observing geometry. The mid-latitudes only satisfy both 

constraints on R,, . 

The cause of the R,\ variations is from the variation of the :::; . A hemi­

sphere is brightened by an increase of the !:', while darkening is produced by 

the opposite changes of the z (Figures 4.14 and 4.15). These variations of 

tV are produced by the fraction of an optical depth from methane (Figures 

4.14 and 4.15). and are related to the variations of the mixing ratio of haze 

mass. The variations of mixing ratio are most noticeable around the first 

optical depth (Figures 4.14 and f4.15). When the mixing ratio of haze mate­

rial is at a annual maximum, the values of -c:: reach a seasonal high, because 

the haze particles produce most of the scattering at 0.888 p.m while most 

of the absorption is from methane. The periodic variation of a mixing ratio 

is both the source of the P.\ variation in the UV and at 0.888 p.m. but the 

R,\ at 0.888 p.m has an opposite relation to higher haze densities than in the 
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UV. It is then difficult to understand how the wind field can simultaneously 

produce these relations to haze density. 

The solution is because the unity optical depths of each wavelength 

occur at different altitudes (Figures 4.10, 4.11, 4.14 and 4.15). In the UV~ 

the unity optical depths occur at higher altitndes. Meridional winds are 

higher at these altitudes. The greater winds can move haze material across 

the equator before the meridional winds seasonally reverse. The changes of 

the UV opacity are then produced by interhemispheric transport of the haze. 

At 0.888 pm, the unity optical depths occur at lower altitudes but are still in 

the upper branch of the wind field. The transport is slower at these altitudes 

The seasonal reversal of wind direction takes place before the material can be 

moved across the equator, so the movement of haze material is more confined 

within a hemisphere. The opacity changes at 0.888 p.m are then produced 

by the haze material moving between the polar and lower latitudes of a 

hemisphere. Hemispheric brightening is produced when polar haze material 

is spread over the mid-latitudes. This movement of haze material occurs in 

the upwelling hemisphere. Conversely, darkening occurs in the hemisphere 

which is downwelling. 

The altitudes of the unity optical depths at 0.888 J.Lm can also explain 

the irregular variation in the P>. . These altitudes are close to where the 

meridional wind reverses direction between the upper and lower branches 

of the wind field. Consequently, the variations in the haze mixing are not 

the same along a vertical column at a given time, so the haze mixing ratios 

oscillate over altitude as well as time. The R>. variations are reduced with 

respect a variation of the mixing ratios which only increased or decreased 

over time, because the higher scattering at one altitude can be balanced by 

higher absorption at a different altitude. These opposing effects on R.\ are 
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also not in temporal phase, because meridional winds vary over the altitude. 

Consequently, the p, at 0.888 p.m has an irregular variation over time. 

Our conclusions for the R,, at 0.888 Jlm could change if the methane 

mixing ratio varies over latitude or season. Such variation of methane are 

considered small for three reasons. Large variation of methane can be pro­

duced by the condensation of methane when the temperature varies over 

latitude. The methane variations from condensation are probably small, be­

cause the temperatures of the stratosphere should not produce large amounts 

of condensation. l\Iethane abundance of the stratosphere can also vary from 

the variations in the tropospheric temperatures, because the troposphere is 

the source of the methane in the stratosphere. The variations of tropospheric 

temperature are also believed to be small over latitude and season. The final 

reason is that the photochemical lifetime of methane is long with respect to 

Titan's year. Hence, seasonal variations are expected to be small for methane 

from photochemical destruction. The destruction of methane does vary over 

latitude because the solar flux varies over latitude. This latitudinal variation 

of methane is not believed to be large. 

An uncertainity in our conclusions at 0.888 Jlm is from the altitudes 

of the unity optical depths. The speeds of the wind field are relatively low 

at these altitudes. Eddy diffusion may compete with advection. The haze 

variations in our simulations could be diminished to a great extent if the 

coefficients eddy diffusion are much higher than 106 cm2 sec-1 • This problem 

is more apparent at l.Oi5 Jlm, because the unity optical depths at l.Oi5 Jlm 

occur at altitudes which are lower than for 0.888 Jlm. 

The 1.075 Jlm Albedo Variations. At this wavelength. the variations in 

the P>. are produced by the temporal variations of R,\ in the mid latitude re­

gion, -60° to 60° (Figure 4.16). The two apparent causes of the R.\ variations 
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are from the variations in total optical depth and from the variations of the 

gin the first optical depth (Figures -l.li and -1.18). A hemisphere brightens 

when total optical depths are minimum in the mid latitude region and when 

the values of g is a ma..ximum in the first optical depth. Hemispheric bright­

ening is then a product of two processes which simultaneously increase. First, 

the transmission of downward irradiance increases~ because the absorption 

from the haze particles decrease~ so more radiation is reflected by the sur­

face. Second~ the transmission of upward irradiance increases, because the g 

in the first optical depths increases~ so haze particles more outwardly scatter 

radiation from the surface. The opposite is true for hemispheric darkening. 

Therefore, the bright surface is seasonally covered then uncovered by the haze 

layer and a transmission of the reflected radiation is seasonally increases and 

decreases. 

Further calculations illustrate that the R,Jc strongly determines the P.\ 

variation at l.Oi5 J.lm. The P.\ at l.Oi5 J.lm \Vas recalculated for two different 

values of R,,c, 0.01 and 0.9.5 (Figure 4.19). The amplitude of P>. is shown 

to be directly related to the value of the surface albedo. vVe conclude that 

the seasonal exposing of the surface causes the P.\ variations for two reasons. 

If the polar variations of opacity were responsible for the simulated P.\ , the 

value of R•Jc would not have any effect in simulations, because the optical 

depths are too large at the poles (Figure 4.1i). Additionally if the P,, was 

totally independent of the value of R•fc, the sine oscillation of P.\ should 

be independent of R,Jc· This is not true when R,fc varies from high to low 

values (Figure 4.19). 

Variations of the total haze column density produces the P,, variations 

at l.Oi5 J.lm, because the absorption coefficient of haze is very small at l.Oi5 

J.lm and because there are no sources of atmospheric opacity at l.Oi5 J.tm. 
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Hemispheric brightening is produced by decreases of haze column densities 

while increases of column densities are produce hemispheric darkening. The 

R>. values of the mid latitudes are then inversely related to the amount of 

haze material which is present. At 1.075 p,m, the source of the P>. variation 

seemingly conflicts with the source of the 0.888 p,m P>. variation because the 

R>. variations at 0.888 J.lm are produced by increases of haze material from 

advection. 

The above discrepancy is removed by considering the altitudes of the 

unity optical depths. The l.Oi5 J.lm optical depths are at lower altitudes 

than for 0.888 J.lm (Figures 4.14, 4.15. and 4.20). The unity optical depths at 

l.Oi5 Jlm are totally in the lower branch of the wind field where the advection 

of haze material is in the opposite direction with respect to the upper level. 

The unity optical depths at 0.888 J.lm occur in the upper levels of the wind 

field. Therefore. l.Oi.5 J.Lffi hemisphere brightening is produced when haze 

material in the mid latitudes is swept to the pole of the same hemisphere. 

\Vhen haze material is swept to the mid latitudes from the pole, hemispheric 

darkening occurs at l.Oi5 J.lm. The brightening is a product of hemispheric 

upwelling, while the darkening is from hemispheric downwelling. 

SUMMARY 

A two dimensional model of Titan's stratospheric haze has been con­

structed to determine the effects on Titan's albedo from atmospheric circu­

lation. The radiative or brightness effects are from the variations in the haze 

layer which are induced by the circulation. The circulation was represented 

by a wind field for a pole to pole cell. Our representation of the circula­

tion also contains seasonal ,·ariations which are simulated by oscillating the 
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wind speeds. The period of the oscillation is one year for Titan. Our repre­

sentation of the circulation is roughly consistent the present understanding 

of Titan's stratospheric circulation (Flasar et al. 1981, Flasar and Conrath 

1990, and Flasar et a/. 1991 ). To conduct the investigation, the brightness 

variations were computed for different strengths of the wind field. In the 

visible wavelengths, the goal of calculation is to reproduce the observations 

of the geometric albedo over time (Lockwood 1986) and the observations of 

the hemisphere brightness contrast (Sromovsky et al. 1981 ). The geometric 

albedos in the UV and IR are also computed for further effects on the haze 

layer from the circulation. 

The following conclusions are made from the investigation. 

• For the ,·ariation of the geometric albedo in the visible: 

1. Our simulations produce the amplitude of the observed variations. 

when the meridional wind speed at unity optical depth is approx­

imately 1 em sec-1 • Such wind speeds are consistent with the 

knowledge of Titan~s stratospheric circulation. 

2. The temporal variations in our simulations match the observa­

tions of the visible geometric albedo if the season variations of 

the circulation is i0° behind seasonal solar forcing. This phase 

lag of the wind field is consistent to previous work on Titan's cir­

culation (Flasar et al. 1990). In our simulations, the value of the 

phase delay is also consistent with the observations of hemispheric 

brightness over time. The phase delay of the hemispheric bright­

ness variations is to be observed 90° (Sromovsky et al. 1981 and 

Caldwell et al. 1992). vVe conclude that this phase delay is parti­

tioned between the response times of the circulation and the haze 
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layer. 

3. The variations of the geometric albedo are caused by large vari­

ations of atmospheric reflectivity in the polar regions where haze 

material upwells or down wells. The transport of haze material sea­

sonally varies the effective radius of haze particle at unity optical 

depth, so the single scattering albedo of the haze particles changes 

at unity optical depth and the reflectivity of the atmosphere alters 

as a result. 

• For the hemispheric brightness contrast: 

1. \Vhen atmospheric reflectivity is averaged over a hemisphere, our 

simulations agree with the observations. 

2. In our simulations. the reflectivity did not vary over latitude as 

in the observations of the hemispheric brightness, because the ob­

served reflectivity sharply changes in the equatorial regions. Our 

model instead produced large variations in the polar regions. 

3. The disagreements between the observations and our simulations 

is because our representation of Titan ·s circulation is not accurate. 

Our simulation suggest that the center of the wind field to follow 

the subsolar point. We did not incorporate this characteristic into 

our wind field. 

• For the UV and IR albedos, 

1. At the strengths of the wind field reproducing the temporal varia­

tions of the visible geometric albedo, the geometric albedos in the 

UV and IR should vary approximately 180° out of temporal phase 

with respect to the visible. 



2. In the UV and theIR, the variations of the geometric albedo are 

caused by the variations of atmospheric reflectivity in the mid 

latitudes, -60° to 60° . The variations of reflectivity are produced 

by strong horizontal winds, because the horizontal advection alters 

the haze mixing ratios at constant altitudes. Consequently, the 

amount of haze opacity ,·aries in the unity optical depths. 

3. In the IR and UV, our predictions for the variation in the P>. are 

more tentative than in the visible, because the variations of atmo­

spheric reflectivity are more complexly related the representation 

of the circulation. 

It is reasonable to ask whether our simulations of the geometric are 

relevant if the circulation of Titan· s atmosphere is very different than the 

wind field in our simulations of the geometric albedo. We believe that our 

simulations will be useful to understand or to explain the variations in the 

geometric albedo from a more accurate representation of the circulation. At 

0.25, 0.4 7, and 0.55 JJm. we are the most confident that our simulations of 

the reflectivity can be used to predict the effects on the geometric albedo 

from the circulation, because the geometric albedo was determined by one 

region in the wind field. At 0.35 and 0.888 JJm, our simulations should be 

applied with caution, because the geometric albedos at these wavelengths 

are determined by several regions in the wind field, or because the single 

scattering albedo and the asymmetry factor produced opposing effects on 

the geometric albedo. In the IR, an application of our simulations may be 

unreliable, because our simulations did not include eddy diffusion. In the 

IR, the unity optical depths occur at altitudes where the wind speeds of 

the general circulation may be small with respect to atmospheric eddies. If 

eddy diffusion is comparable to advection at these altitudes, our simulations 
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of the haze variations may over estimate the transport of haze material by 

advection. Consequently, the potential variation of geometric albedo from 

the general circulation could be over evaluated in our simulations. 
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Chapter 5 

Conclusions 

INTRODUCTION 

We have investigated two sources which could explain two brightness 

observations of the Titan; the hemispheric brightness contrast, and the ,·ari­

ations of the geometric albedo in the visible. Both observations are explained 

by reflectivity variations which are over latitude and season. The haze layer 

of Titan's atmosphere is believed to produce the reflectivity variations~ be­

cause it is optically thick in the visible and is global in extent. Both sources 

in our studies produce variations in the ~aze layer so they could affect the 

reflectivity. The first source was the seasonal variations in haze production. 

because the production of the haze is partially driven by the solar flux. The 

solar flux varies over latitude and season, bec~use the spin axis has a tilt of 

27° . We were then motivatived to determine the variations in the geometric 

albedo when the production rate of haze mass varied over season. The in­

vestigation of the production effect just determined the seasonal variations 

in the geometric albedo. The second source in our study was the seasonal 

130 



variations of circulation, because the distribution of the haze layer is influ­

enced by the advection from circulation. There should be seasonal variations 

in the circulation effect on the haze layer, because the radiative and dynamic 

time constants of the stratosphere are small with respect to one year for 

Titan. Our investigation of the circulation effect was for the seasonal varia­

tions in the geometric albedo and for the seasonal and latitudinal variations 

in atmospheric reflectivity. 

The investigation for production variation was conducted with an aerosol 

model which was one dimensional. The aerosol model for our study was pre­

viously used to determine the haze structure under steady state conditions. 

The existing model was adapted for our purposes by varying the production 

rate of the haze mass over time. The aerosol model had no other quantities 

that varied over time. 

A two dimensional model was used to determine the effect on the reflec­

tivity from circulation. \Ve had to construct a two dimensional model for our 

purposes, because there were no existing two dimensional models of the haze 

layer. The first step of this construction was to expand the existing model 

from one to two dimensions. The dimensional expansion was accomplished 

by existing techniques, so new numerical methods did not have to be derived. 

The second step of construction was to obtain a circulation which would in­

duce the variations of the haze. We derived a wind field to accomplished 

this step. Our wind field satisfied a simple understanding of the circulation 

which occurs in Titan's stratosphere. 

The remainder of this chapter reviews the results and conclusions from 

the examinations. The following section will review the investigation of pro­

duction. The third section will give the results from the investigation of 

circulation. The final section will conclude which source is most likely source 
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of the observations. Reservations in our investigations will also be discussed. 

Possible improvements are suggested for the further in,·estigations of the bet­

ter source of the observations. Additional uses of the two dimensional haze 

model are discussed. 

PRODUCTION INVESTIGATIO~ 

Two versions of the Toon eta/. ( 1992) haze model were used to determine 

the effects on the albedos from varying production. The versions were essen­

tially different in the parameters for the haze microphysics. and the transport 

processes. The parameters in the conventional version were determined by 

previous studies of Titan's atmosphere. The parameters in the revised ver­

sion were determined by fitting to the observations of the geometric albedo 

(Neff eta/. 1984). The parameters between the two versions produced differ­

ences in the vertical distribution of particle densities and sizes. The particle 

sizes in the revised version were larger at higher altitudes, but the particle 

sizes were still smaller than in the conventfonal version. The distribution 

of haze density varied the opacity structure between the two versions of the 

model. In the revised version, haze densities reached maximum values at 

high altitudes and were more uniform over altitude than in the conventional 

version. Consequently, the unity optical depths were at higher altitudes in 

the revised version. 

In our simulations, the variation in the production rate was assumed to 

be directly related to the solar flux, so production rate varied as the seasonal 

solar forcing. For the phase of the production variation over time~ the varia­

tions of the production rate were assumed in phase with seasonal variations 

of solar forcing, so the production rate was maximum at spring equinox. 
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The column production rate of haze mass was the only aspect of production 

which varied over time. vVe did not change the vertical distribution of haze 

production or the size distribution of haze production with respect to the 

origin haze model (Toon et al. 1992). It should be noted that our simula­

tion of production variation was somewhat arbitrary, because the seasonal 

variations in haze production are not well determined. 

Seasonal variations of production failed to produce the observations in 

two ways. First, the simulations of the geometric albedo produced an ampli­

tude of variation which was small with respect to the observations (Lockwood 

et a/. 1986). Second. our simulations of the geometric albedo were out of 

temporal phase with respect to the observations of the geometric albedo. vVe 

attempted to solve these problem by increasing the variation of the produc­

tion rate and by changing oscillation of the production rate over time. Both 

these attempts failed. Either the geometric albedo varied by an amplitude 

which was too small or the values of geometric albedo were inconsistent to 

the observations. 

The time scales of the haze layer were seen as the source of the failure. 

The time scales were for the lifetimes of particles near the unity optical 

depths, because these particles determined the geometric albedo. The failure 

of production were explained by using an analogy to a driven and damped 

harmonic oscillator. vVhen the frequency of the forcing is much higher than 

the resonance frequency, the oscillator has a smaller amplitude of response 

than expected for a constant forcing. For applying our analogy, the oscillator 

is the haze layer and has a resonance frequency which is the reciprocal of the 

lifetime of a haze particle at the unity optical depths. The response of the 

oscillator is the variation of the reflectivity in the visible. The production rate 

is the forcing on the oscillator. The forcing can also be considered from the 

133 



l 

solar flux, because the production rate and solar flux were assumed directly 

related. The driving frequency in the forcing is inversely proportional to 

one year for Titan (29.5 years). Therefore. the variation of the geometric 

albedo was small because the period of the forcing was much smaller than 

the residence time of the haze particles which determine the geometric albedo 

in the visible. the particle lifetimes are much larger than the period of the 

forcing. Our analogy predicts that the response of the reflectivity is out phase 

with respect to the solar forcing. A delayed response or phase delay with 

respect to the solar forcing was produced in our simulations of the geometric 

albedo. The size of phase delay can match the observations. The success 

seemed unimportant because the amplitude of the observed variations was 

not produced by our simulations. 

We attempted to increase the albedo variation in our simulations by 

changing the parameters of the aerosol model, because the parameters con­

trolled the particle lifetimes. When the particle lifetimes were decreased, the 

variation of the geometric albedo should increase. if our analogy to a driven 

oscillator is correct. The amplitude of the observed variations was produced 

when the rainout of the haze was raised to 90 km. This improvement was 

considered unsatisfactory for two reasons. The temporal variation of the ge­

ometric albedo was still incorrect because of its phase. Second, the higher 

boundary of rainout was unrealistic, because the stratosphere of Titan would 

have rainout processes which have characteristics of tropospheric rainout. 

The failure of the production source provoked a discussion of other 

sources for the observed variations. An alternative source was a different 

aspect of production. The changes in the haze composition could alter the 

geometric albedo because the absorption coefficient of haze material is de­

termined by the composition. This alternative source was considered too 
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difficult to investigate, because photochemical models of Titan can not pre­

dict composition of the haze material. Another source was circulation and 

it influences the distribution of the haze layer. Seasonal variations of circu­

lation were considered a likely source, by using two previous studies. The 

first study dealt with the atmospheric circulation and its variations over sea­

sons. The second study dealt with the effects on the albedo from circulation. 

The conclusions in the two studies were used to construct a scenario which 

could explain the observations. A two dimensional model would have to ver­

ify our scenario and show that variations of circulation could produce the 

observations. We concluded that this was the source to examine. 

CIRCULATION INV'ESTIGATION 

Two components were in the model which evaluated the albedo effects 

from circulation. The first component was an aerosol model. This component 

included the microphysical and transport processes. The description of these 

processes was the same as the model which was used for the production 

investigation. Parameters in the aerosol model were similar to the revised 

version of the existing model. The parameters in the aerosol model did not 

vary over latitude. The second component was the circulation and varied the 

haze layer over latitude and season. A pole to pole cell was used to represent 

the circulation. The wind field of our circulation had a variable strength 

which was measured by the meridional wind at ~ 110 km. The wind field 

was made time varying by multiplying its wind vectors with a sine wave. The 

temporal variation of our wind field were one season (90° of phase) behind the 

variation in the solar forcing, so the seasonal variations of our circulation were 

consistent to theory. \Ve believed that our representation was reliable enough 

for an initial estimation of the effects from the circulation on the reflectivity 
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and the geometric albedo! despite the simplifications in our representation of 

the circulation. 

The variation of the geometric albedo was calculated for different strengths 

of our wind field. The amplitudes of variation matched the observations in the 

visible when the strength of the wind field was approximately 1 em sec- 1
• 

Such values of the meridional wind at ~ 110 km are consistent to theory. 

The variation of geometric albedo had the correct spectral dependence in the 

visible, because the amplitude of the variation was inversely related to the 

wavelength. The temporal variation of the geometric albedo in the visible 

was nearly correct with respect to the observations. The seasonal variation 

of our circulation should had been i0° behind the seasonal solar forcing for 

better agreement with the observations, because a significant amount of time 

occurred between the seasonal variations in the wind field and the haze vari­

ations. (Haze variations affected the reflectivity and the geometric albedo. ) 

The observed phase delay of reflectivity to the solar forcing ( Sromovsky et 

al. 1981) is then partitioned between the response times from the circulation 

and the haze layer. 

Our representation of the circulation was tested by the variation of re­

flectivity over latitude. The test was the reproduction of the hemispheric 

brightness contrast which was observed during the Voyager fly-bys. The test 

was not passed, because the reflectivity in our simulations did not produce 

sharp change near equator as was observed. Our representation of the circu­

lation was concluded to be inaccurate. A possible correction was to move the 

center of the wind field with the subsolar point. This correction was based 

where the reflectivity sharply changed in our simulations. This location was 

where haze material was upwelled or downwelled from our wind field. The 

implication is that vertical winds of the equatorial region are stronger than 
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in our wind field. If the center of the wind field is moved to the subsolar 

point, vertical wind would be stronger near the equator. 

At the visible wavelengths, the source of the geometric albedo variation 

wa.s in the polar regions. Reflecth·ity was altered at the poles by varying the 

single scattering albedo and was accomplished through the effective radius of 

the haze particles. Upwelling of haze material decreased reflectivity because 

larger particle were moved to the unity optical depths and the single scatter­

ing albedo decreased. Hemispheric brightening was produced. Downwelling 

moved smaller particles and lowered reflectivity. Hemispheric darkening was 

producing. The reflectivity then varied the most where rising or sinking mo­

tion was produced by the wind field. The polar regions had the strongest 

convergence or divergence so they exhibited the largest variations of re:flec­

tiviiy over season. 

The geometric albedo was also calculated at four other wavelengths. 

This was to provide further tests of our haze simulations. Two wavelength 

were in the UV spectral region and were 0.2225 and 0.35 JJ.m. In the uv·. 
Rayleigh scattering was a significant source of opacity. Hence. the geometric 

albedo was more dependent on both sources of opacity than in the visible. 

Tw~ wavelengths were in the IR and were 0.888 and 1.075 JJ.m. At 0.888 JJ.m, 

the methane dominates absorption over the haze particles, so scattering from 

the haze particles can counter absorption. At 1.075 Jlm, the haze layer is the 

only source of atmospheric opacity, and is also optically thin, so the surface 

albedo affects the geometric albedo and the reflectivities. These additional 

sources of opacity produced variations of reflectivity which were produced in 

the different regions of the atmosphere. For all four wavelength. the temporal 

variations of the geometric albedo was out of phase with respect to the visible 

by~ 180°. 
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Circulation produced the brightness variations at ~hese four wavelengths 

by varying the mixing ratio of the haze material. The mixing ratio had the 

largest variations in the mid latitude regions, where the wind vectors were 

mostly meridional. Our wind field then varied the haze mixing ratios at a 

constant altitude and changed in the mid latitudes the fraction of an optical 

depth from the haze particles. In the UV, reflectivity was inversely related 

to changes of haze mixing ratio, because Rayleigh scattering countered the 

absorption from the haze particles. At 0.888 J.lm. the reflectivity had a di­

rect relation to changes in the haze mixing ratios~ because the haze particles 

reduced the amount of absorption from methane. A hemisphere brightening 

was simultaneous at the UV and 0.888 pm, because the unity optical depths 

were at different altitudes between the UV and 0.888 J.Lm. At these different 

altitudes, the speeds in our wind field varied so that the movement of haze 

material decreased with altitude. In the UV~ movement of haze material was 

interhemispheric. At 0.888 J.lm, the material movements were between the 

polar and lower latitudes of a hemisphere. At 1.075 J.Lm, the albedo variation 

were caused when the total column density of the haze varied~ because the 

total optical depth was smaller at l.Oi.S p.m than at the other three wave­

lengths. The reflectivity of a hemisphere was varied when haze material was 

moved between the pole and the lower latitudes within the same hemisphere. 

Brightening occurred in the upwelling hemisphere when haze material was 

swepted up to the pole. At 0.888 and 1.075 p.m, a hemisphere was simulta­

neously brightened, because the location of the unity optical depths varied 

between the two wavelengths. At 1.075 J.lffi, the optical depths were in the 

lower branch of the wind field where the wind vectors were opposite with 

respect to the upper branch. The optical depths at 0.888 J.lm were in the 

upper branch. 

Our conclusion may be altered by latitudinal variations in atmospheric 
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composition, because the atmospheric structure did not vary over latitude in 

our simulations. To alter the albedo predictions from our simulations, the lat­

itudinal variations in atmospheric composition would be have to greater than 

10% which seems unlikely. In the UV, this unlikelyhood is especially true, be­

cause Rayleigh scattering is the other source of opacity. Rayleigh scattering 

is directly proportional to atmospheric density. At 0.888 IJm, our conclusion 

are slightly more dependent on the assumed composition, because the other 

opacity source is from methane. The latitudinal variation of methane should 

not alter our results, because the atmospheric lifetime of methane is longer 

than a season for Titan, 7.38 years. Our conclusions may be more dependent 

on our representation of circulation, especially if eddy diffusion is stronger 

than believed. The simulations in the IR are more susceptible to eddy dif­

fusion because the wind speeds at the unity optical depths were slow. Eddy 

diffusion could then diminish the haze variations in our simulations. vVe do 

believe that our simualtions can be used to understand or to predict the ef­

fects on the geometric albedo for a more realistic or accurate representation 

of the circulation. 

FINAL CONCLUSION AND RECONlNIENDATIONS 

The circulation is the better source of the observations of the geometric 

albedo and the hemispheric brightness. Both sources were able to produce 

some of the observation, if the model parameters were properly adjusted. The 

circulation source is preferable for two reasons. The production variations 

produced only the size of the observed variations. The circulation variations 

matched the size and temporal variation of the observations. The hvo di­

mensional model for the circulation source also produced a better agreement 

without the atmospheric conditions which may be considered unrealistic. In 
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the one dimensional model for the production source, the stratospheric rain­

out of the haze particles was required to produce the size of the observed 

variation in the geometric albedo. 

Our two dimensional model did have problems from our representation 

of the circulation. Problems were indicated, because our simulations of the 

hemispheric brightness contrast were poor. Our representation of the circu­

lation also contained several assumptions which were probably incorrect. In 

the derivation of our wind field, the quasi-geostrophic approximation was as­

sumed and is incorrect, because Titan is in the cyclostrophic approximation. 

Spherical effects on the circulation were neglected so our wind field may have 

been weak in the polar regions because the convergence at the poles was ne­

gle~ted. The spherical effects may be especially significant on the circulation 

of Titan. The solar forcing for our derived wind field is also a weakest, be­

cause it did not depend upon the atmospheric density which changes several 

orders of magnitude over the height of the stratosphere. Consequently, the 

winds had a vertical variation which was incorrect. The solar forcing in the 

derivation was time independent so our seasonal variation of the circulation 

may have not been realistic. For example, the center of the wind field is 

always located at the same point. 

The main improvement to the two dimensional model is a wind field 

which is more accurate, and could be best accomplished by a numerical model 

of the circulation. This method of improvement is preferable to seeking ana­

lytical solution to the governing equations, because cyclostrophic circulation 

is extremely difficult to solve. The solution is difficult, because it is nonlin­

ear. A new representation of the circulation should also come from a model 

which is three dimensional. The zonal circulation of Titan is strong enough 

that it can not be ignored in the meridional circulation. A three dimensional 
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model can also be used for values of the eddy diffusion coefficients. The haze 

variations from eddy diffusion can then be evaluated. When a new represen­

tation of the circulation is used, an implicit assumption is that the aerosol 

model uses spherical coordinates. 

The two dimensional model can also be used for other uses. Other 

sources of observed variations in hemispheric brightness can be examined. 

Although temporal variation of haze production was determined an unlikely 

source, we should determine the reflectivity variations when haze production 

varies over latitude. The two dimensional model can also used for determin­

ing the effects from compositional variations of the haze material. Photo­

chemical models are now developing a sophistication which could be used to 

determine the seasonal variations of the haze absorption coefficient. Other 

uses of the two dimensional model do not deal with simulating the albedos of 

Titan, but how latitudinal variations in the haze layer can effect the thermal 

structure, and circulation of the atmosphere. Heating rates can be estimated 

from our simulations of the haze distributions. These heating rates can be 

used to determine how radiative equilibrium varies over latitude and seasons. 

Hea.ting rate can also be used in general circulation models. 
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Two versions of the Toon et a/. (1992, Icarus 95, 24-53) Titan 
haze model were used to simulate the observed blue and yellow 
geometric albedo variations using a time-dependent haze produc­
tion. Steady-state calculations were used to suggest that the range 
of production rate changes necessary to explain the observations 
was a factor of between 2 and 4. However, the blue and yellow 
geometric albedo variations were about 10 times smaller than the 
observations, when computed with a time-varying production rate 
with this same range. Long haze residence times were the cause 
of this decreased response. This result was insensitive to the details 
of the functional representation of the production. In addition to 
the amplitude of the geometric albedo, we found that the phase 
between albedo response and the production forcing is a critical 
discriminate when comparing model results to the observations. 
Long haze time scales also produced a phase delay in the albedo 
response to seasonal solar forcing which can agree with the observa­
tions (Sromovsky et a/. 1981, Nature 292, 698-702). Unfortu­
nately, the size of the phase delay was dependent on model parame­
ters. We found that raising the level of rainout well into the 
stratosphere (90 km) decreased the residence time of the haze and 
allowed us to fit the magnitude of the albedo variation. However, 
the resulting phase delay ( -60") was not in agreement with observa­
tions ( +90°) and such a high altitude for rainout is probably un­
physical. Our results suggest that a time-varying mass production 
cannot explain Titan's geometric albedo variations. c 1993 Academic 

Prea, Inc. 

INTRODUCTION 

Over the past 2 decades, the geometric albedo of Titan 
has undergone small variations. The maximum to mini­
mum variation was 10 ± 1.3 and 7 ± 1.3% for blue (0.47 
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~m) and yellow (0.55 ~m), respectively (Lockwood 1977, 
Lockwood and Thompson 1979, Lockwood eta/. 1986). 
Although part of Titan's geometric albedo variations may 
be explained by the solar UV cycle (Pollack eta/. 1980), 
most of the variations are explained by invoking sinusoi­
dal time variations of the observed northern-southern 
hemispheric brightness contrast (Sromovsky eta/. 1981). 
The northern-southern hemispheric brightness contrast 
was first observed during the Voyager I flyby, when the 
contrast was probably at a maximum based on Earth­
based observations. The size of the hemispheric bright­
ness contrast is approximately double the geometric al­
bedo variations reported by Lockwood et a/. (1986), 
because Earth-based viewing of Titan is an integrated 
combination of northern and southern hemispheres. The 
integration depends on the orientation of Titan with re­
spect to the Earth (Fig. I) and reduces possible geometric 
albedo variations. The resultant geometric albedo also 
has a different time dependence than either hemispheres' 
brightness. An analytical model for the time variation of 
the geometric albedo, P(t), which accounts for 50 to 70% 
of the observations (Fig. I) and is given by 

(I) 

where P1 is the average albedo, a1 is the amplitude of 
oscillation, and wP is the angular frequency (27T/13.8 
year- 1) (Smith eta/. 1981). The value of a1 is a multiple 
of the observed contrast and a weighting factor which is 
determined by hemispheric viewing. The vaJue of wP does 
not correspond to one-half of Saturn's period (I 4. 75 years) 
because of the eccentricity of Saturn's orbit (Smith eta/. 
1981, Sromovsky eta/. 1981). Zero time corresponds to 
1973.3 which is determined by the albedo maximum in 
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FIG. 1. The observed (Lockwood ~r a/. 1986) points. and predicted (solid line) geometric albedo variations plotted with respect to time. The 
lowest panel (from Sromovsky ~~a/. 1981) illustrates the seasonal model of the nonhern-southern hemispheric brightness contrast. 

1976. The value of a1 is one-half the albedo variation re­
ported by Lockwood eta/. (1986). 

The component of the geometric albedo variations 
driven by hemispheric brightness contrast is forced by 
seasonal effects which result from Saturn's obliquity 
( = 27°). For the seasonal component of the brightness 
variations, a 90° phase delay is required between hemi­
spheric response and the seasonal solar forcing, because 
the maximum contrast was observed during northern 
spring equinox. The hemispheric brightness contrast has 
been observed by the Hubble Space Telescope and is 
consistent with the predictions of the seasonal model; 
120° after the Voyager flybys (Caldwell eta/. 1992). 

Seasonal variations in Titan's stratospheric haze are 
believed to be the source of Titan's hemispheric bright­
ness variations because the haze has sufficient opacity to 
control the visible geometric albedo (Sromovsky et a/. 
1981). Titan's stratospheric haze is produced by the con­
densation and coagulation of photochemical products 
which are generated by the dissociation of CH,. and N2 
by solar radiation and energetic electrons. Hemispheric 
asymmetries of haze distribution are suggested by recent 
occultation observations of Titan (Hubbard et a/. 1990, 
1993), but their exact nature and cause remain uncertain. 

Pollack et a/. (1980) proposed that the time variations 
in the geometric albedo were produced by changes in the 
global haze production driven by the solar UV cycle. 
In the Pollack et a/. (1980) mode], the geometric albedo 
changes were produced by changing the altitude of optical 
depth unity. Increasing the haze production rate raised 
this altitude and puts particles of smaller sizes at optical 
depth unity. The smaller particles decreased the geomet­
ric albedo because of their decreased back scattering. De­
creasing the haze production rate produced the reverse 
effect. (It is important to note that these changes were 
from changes of optical depth profile and not from changes 
in particle size at a given altitude.) A haze production 
variation by a factor of two was determined to be sufficient 
to explain the visible geometric albedo variations. The 
haze model used by Pollack eta/. (1980) requires updating 
because it was based on pre-Voyager atmospheric compo­
sition, temperature, and pressure profiles (Toon et a/. 
1980). In addition, the calculations of Pollack et a/. (1980) 
were based on a steady-state model and did not take 
into consideration time-dependent effects. An accurate 
version of this Titan haze model was used in Toon eta/. 
(1992), but the new model has not been previously used 
to reevaluate the Pollack et a/. (1980) conclusions. 
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The purpose of the following calculations is to deter­
mine whether a seasonally varying haze production rate 
can reproduce Titan's geometric albedo variations. Our 
approach was to use a time-varying production rate in the 
Toon eta/. (1992) haze model and determine the resultant 
time-dependent geometric albedo. 

DESCRIPTION OF THE TITAN HAZE MODEL 

The Toon eta/. (1992) Titan haze model is one dimen­
sional in space and polydispersive in haze particle size 
distribution. The haze size distribution is described by 35 
volume bins which span from 0.0013 to 3.0 #Lm in radius. 
The size bins are evenly spaced by a factor of two in 
volume. The number density of each size bin at a given 
altitude and time is evaluated by numerically solving its 
number continuity equation, 

on(v) = .E_ (n(v)v _ K n o(n(v)lna)) 
at oz s E a oz 

+ 0.5 Lu K(v, v - v)n(v - v)n(v) dv 

- {'" K(v, v)n(v)n(v) dv + q(v) - Rrn(v), 

where n(v) is the number density of volume v particles, 
V5 is the particle sedimentation velocity, K E is the vertical 
eddy diffusion coefficient, na is the atmospheric number 
density, K is the Brownian coagulation coefficient, q(v) 
is the mass production rate, and Rr is the rainout constant. 
There are 35 coupled equations, which determine the haze 
structure. 

The haze model attempts to simulate an aerosol layer 
which is produced at high altitudes from photochemistry. 
For the steady-state calculations, the haze production 
profile and column production rate are constant with re­
spect to time. Haze material is generated only in the smaH­
est size bin and then coagulates into larger particles and 
sediments. For the microphysical processes, the haze par­
ticles are assumed to be spherical. The Brownian coagula­
tion coefficient includes an electrostatic repulsion from 
particle charging (Borucki et a/. 1987). Haze transport 
also includes eddy diffusion. The haze particles can be 
removed by rainout which simulates the condensation at 
the tropopause of methane and photochemical products 
onto the haze particles. Two versions of the haze model 
are used and are referred to as the conventional and the 
revised models in Toon et a/. (1992). The conventional 
model simulates Titan's haze by using model parameters 
which were determined by previous simulations ofTitan's 
atmosphere. The revised model adjusted the model pa­
rameters to better fit observations which are related to 

Titan's haze such as the geometric albedo observations 
(Fink and Larson 1979, Neff et a/. 1984, Courtin et a/. 
1991) and the Voyager observations of a detached haze 
layer (Rages and Pollack 1983). 

The model parameters for the two versions are listed in 
Table I. The most significant consequence of the differing 
model parameters is that the revised version had greater 
mass holding and effective radius values at higher alti­
tudes. This resulted from the aerosol charging scheme and 
upwelling winds of the revised version. In the following 
calculations, both model versions were used to explore 
the range of albedo variation with respect to model param­
eters. For a more thorough description of the model ver­
sions and the numerical methods, Toon et al. (1988, 1992) 
should be consulted. 

Before proceeding with the time-dependent calcula­
tions we first considered the mass production rate changes 
required to reproduce the range of the observed geometric 
albedo variations in a steady-state calculation. Figure 2 
shows the change in geometric albedo as a function of 
the change in mass production rate for steady-state ver­
sions of the Toon eta/. (1992) haze models. The geometric 
albedo values are normalized to the values reported by 
Neff et a/. (1984). One and two times the observed 
albedo variations from Lockwood et a/. (1986) are also 
shown. These variations are not centered about unity 
because the Neff et a/. (1984) data were taken at 
= 1981 .38 and are not the average values of the time­
varying albedo. We considered effects twice that re­
ported by Lockwood et a/. (1986) because the model 
calculations refer to observing the northern or southern 
hemisphere separately. The ratio of maximum to mini­
mum production rates, y, required to explain the obser­
vations was found to be approximately 2 to 4. The 
upper limit of 'Y was less we]] defined, because of the 
differing albedo curves at high production rates. For 
this range of 'Y values, the spectral dependence of the 
computed albedo variation approximately agreed with 
the observations (Table II). 

Haze production variations cannot be directly evalu­
ated by present photochemical models (Yung eta/. 1984, 
Yung 1987), because the heavier organics were not in­
cluded. A possible guide to haze production variations 
is the seasonal variation of solar flux. From geometric 
considerations, the ratio of the hemispheric average daily 
solar flux between summer and winter hemispheres is 
approximately four. Allen eta/. (1980) predicted a haze 
production variation of a factor of four with a factor of 
four variation in the UV photon flux from sunspot activity. 
However, their model did not include nitrogen com­
pounds and they were modeling production changes from 
globally averaged solar UV flux, while the seasonal 
changes of solar flux are over all wavelengths and depends 
on latitude. Nevertheless, a factor of 2 to 4 seems to be 
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TABLE I 
Toon n Gl. (1992) Titan Haze Model Parameten 

Haze model versions from Toon ~'at. (1992) 

Parameter Conventional model Revised model 

Parameter variation 
in time-dependent 

calculations for 
each version 

T, P profile 
Mass production profile 
Column mass production, rate (8 cm-Z sec- 1) 

Maximum to minimum production ratio 

LeUouch ~~ al. (1989) 
66% Above 300 km 

1.225 x to-•• 

LeUouch et at. (1989) 
3% Above 300 km 

1.225 X 10- 14 5.5 x 10-" to 4.4 x 10-•• 

Eddy diffusion (cm2 sec- 1) 

Multiple of Toon et at. (1992) 
Structure of profile 

Vertical air velocity (em sec- 1) 0 

I 

Toon et al. (1992) 
Profiles 

1.0 
Between 320 and 430 km 

I 

2 to 1000 
0 to 100 

Toon et at. (1992) 
Profiles to constant I x lo' 

Particle density (8 em- 3) 

Coagulation efficiency by aerosol 
charging 

Borucki ~~ al. (1987) 
charging 

No charae above 300 km 
3 

I to 4 
0 to 10 

x Borucki~~ al. (1987) 
above 300 km 

Rainout time (years) 
Upper rainout boundary (km) 

I 
30 

within the range of attainable seasonal haze production 
variations. 

It is not possible to infer the phase behavior of a time­
dependent model from the steady-state results. In the 
steady-state calculations, an inverse relationship exists 
between the albedo and a constant production rate, but 
a time-dependent model can skew the above relationship 
due to slow response time (Sromovsky et al. 1981, Hutzell 
et al. 1991). 

TIME·V ARYING CALCULATIONS 

Method. To perform time-dependent calculations we 
have imposed a time-varying production rate in the model. 
The functional form of the time-varying production rate 
was arbitrary. Our only constraints were the phase and 
period of production. The production was chosen to in­
stantaneously follow the seasonal solar forcing which var­
ies at the angular frequency of Saturn's orbit (217'/29.5 
years - 1). An amplitude given by an exponential of a sine 
function (see Fig. 3) was selected for two reasons; produc­
tion smoothly varies over time, and the selected value of 
')'can be greater than one. 

The time-dependent haze structure was computed until 
cyclic over a 29.5-year period, =-=150 years of time integra­
tion. To better determine the resultant haze structure vari­
ations the model was changed in two ways from Toon et 
al. (1992). First, the time step of the numerical solution 

x Borucki et at. (1987) 
below 300 km 

0 
0 

Oto 10 
x Borucki eta/. (1987) 

below 300 km 
0 to I 
0 to 90 

was decreased from 1.0 to 0.5 years. Second, the vertical 
grid spacing was decreased below 120 km altitude from 
10 km to 5 km. The resulting tim.: variations in the blue 
and yel\)w geom •' ~1ic albedo are -,hown in Fig. 3 for')' 
set to two and fo .. :' . 

In our calculations, the computed geometric albedo var­
ied at the angular frequency of Saturn which was analo­
gous to observing the variations of a single hemisphere. 
The observed geometric albedo actually varies at approxi­
mately twice the angular frequency of Saturn, because it is 
produced by viewing a combination of both hemispheres 
which are 180° out of phase. To compare the model results 
to the observations (Fig. 1) it is necessary to fold in this 
geometrical effect of =-=2. 

The amplitude of the albedo variation. Table II gives 
the computed albedo variation (as percentage difference 
between the maximum and minimum) for the time-depen­
dent model for ')' values of 2 and 4, as well as the results 
from the steady-state calculations. 

There are significant differences between these two re­
sults. The obvious change is the large reduction of the 
albedo variation in time-dependent modeling with respect 
to the steady-state prediction. The amplitude of the albedo 
variation with respect to the two versions of the models 
also disagrees. In steady-state calculations, the revised 
model predicted larger albedo variation than the conven­
tional model for a given')' value, but in the time-dependent 
modeling, the revised model actually gave smaller albedo 
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FIG. 2. The (a) blue (0.47 ,...m) and (b) yellow (0.55 ,...m) geometric albedos for the conventional model (solid line) and the revised model 
(dotted line) versus haze column production rate. The albedo curve is normalized to the blue albedo when the column production rate is 1.22 x 
10- 14 gem - 2 sec - I (the production rate used in Toon eta/. 1992). Each pair of horizontal lines shows one times (long dashed) to two times (short 
dashed) the observed range of albedo variations . 

variations than the conventional model. There are also 
differences in the relative results of the conventional and 
revised models. In addition, the spectral dependence, 
which in the steady-state case agreed with the observa­
tions, is different when time dependence is included (see 
Table II). 

Changing the time-dependent production rate was un­
successful at increasing the size of the albedo variation . 
We considered a range of 'Y values from 2 to 1000 (see 

TABLE II 
Maximum to Minimum Geometric Albedo Variation, ~% 

Lockwood 
et a/. (1986) Steady-state Time-
observation prediction dependent 

Color (%) 'Y (%) result (%) 

Conventional model 
Blue 10 ± 1.3 2.0 10.7 1.80 

4.0 20.2 3.84 
Yellow 7 ± 1.3 2.0 4.65 2.03 

4.0 9.99 4.13 
Revised model 

Blue 10 ± 1.3 2.0 11.5 0.577 
4.0 30.9 1.30 

Yellow 7 ± 1.3 2.0 7.74 0.133 
4.0 17.3 0.350 

Table I) as wen as alternate forms for the time dependence 
of the production variation. The alternative form was a 
step function with a variable step size, and alJowed pro­
duction to vary discontinuously over time. Neither of 
these changes produced large enough albedo variations or 
time-averaged geometric albedos which were consistent 
with the observations. 

We also attempted to increase the albedo variations by 
changing the parameters of haze model. The range of 
model parameters explored are shown in Table I. The 
changing of no single model parameter was able to in­
crease the size of the albedo variation and also to produce 
the observed time-averaged albedo, but a combination of 
production and transport parameters was able to accom­
plish this. The transport parameter which was the most 
successful at increasing the size of the albedo variations 
was raising the upper boundary where rainout occurs. 
The haze column production rate and the value of 'Y had 
to be simultaneously increased to agree with the observa­
tions. The revised model was the most successful for a 
90-km upper rainout boundary, a haze column production 
rate of 2.2 x 10- 14 g cm- 2 sec- 1, and a 'Y value of 16. 
The physical reality of these parameter values is uncertain 
primarily because it would imply tropospheric-like rain 
processes high in the stratosphere. 

Time dependence of the albedo variation. Another 
important aspect of the simulations is the time behavior 
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FIG. 3. The variation of blue and yellow geometric albedos versus time for (a) the time-dependent conventional model and (b) the time­
dependent revised model. The time-dependent haze column production rate has a maximum to minimum production ratio of 2 or 4 and a period 
of 29.5 years . For 'Y = 2, the blue and yellow albedos are the solid and dotted lines, respectively. For 'Y = 4, the blue and yellow albedos are 
the long dashed and dash-dot lines , respectively. All albedo values are normalized to their time averages . In (c) , the short dashed line shows 
the modulation of the production rate for 'Y = 4. 

of the geometric albedo. The seasonal model of the hemi­
spheric brightness contrast requires that a + 90° phase 
delay exist between the albedo and seasonal solar forcing, 
because we have assumed production to be in phase with 
the solar forcing. The conventional model's albedo varia­
tions did exhibit a + 90° phase delay, in agreement with the 
seasonal model. In the revised model, the albedo variation 
had a -60° phase delay (or 300° behind) with respect to 
seasonal solar forcing in conflict with the seasonal model. 

Attempts to improve the phase behavior and simultane­
ously the size of the computed albedo variation were 
unsuccessful. For the model parameter settings which 
produced the observed size of the albedo variation (raising 
the upper rainout boundary), neither model was able to 
produce the correct phase delay. For the revised model, 
there was no change in the phase delay . For the conven-

tional model, the parameter settings changed the phase 
delay to a value near -60°. Attempts to maintain the 
original phase delay of the conventional model and to 
obtain the correct size of the computed albedo variation 
were unsuccessful. Therefore, a time varying production 
does not seem to be able to adequately explain Titan's 
observed albedo variation. 

DISCUSSION 

The reduced albedo variation. To determine why the 
visible albedo variation from a time-dependent production 
was much smaller than expected from steady-state results 
and why a phase delay existed between the albedo and 
production rate, we have plotted the time behavior of 
the 0.55-1-Lm optical depth at various altitudes for both 
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FIG. 4. The time variation of the O.SS ,...m optical depth for (a) the conventional model and (b) the revised model, at selected optical depths 
resulting from a time varying haze column production rate with a maximum to minimum production ratio of 'Y = 2. The period of production 
variation is 29.5 years . The error bars illustrate optical depth changes for the maximum and minimum production rates from the steady-state 
calculations. The dotted curve is proportional to the production variation . 

versions of the haze model (Fig. 4) . The error bars show 
the change in optical depths between the maximum and 
minimum haze production rate predicted for steady-state 
conditions. Comparison of these to the curves from the 
time-dependent models illustrates the most probable rea­
son for the reduced albedo variation. In the steady-state 
case the variations of the optical depths with respect to 
production variations were much greater than in the time­
dependent calculations at the optical depths which primar­
ily determine the albedo. 

In the steady-state calculations, the change of optical 
depth at lower altitudes for the maximum and minimum 
albedo, was greater in the revised model (Fig. 4b) than 
in the conventional model (Fig. 4a). Consequently, the geo­
metric albedo variations of the revised model were more 
reduced than the conventional model (as seen in Table II). 

Analytical model. A simple analytical model illus­
trates why the optical depth at those altitudes behaves 
in this manner. To construct the analytical model, we 
assumed that the optical depth at an altitude, z, is d~pen­
dent on the haze mass column density at z, m(z), 

m(z) = Jao Pb(z) dz, 
z 

(1) 

where Ph(z) is the haze mass holding at z. Therefore, 
the optical depth changes with time in proportion to the 

column density. In this simple model, the haze column 
density at a given altitude is governed by the differential 
equation 

dm(z) m(z) 
--;j( = - T + A(I + a sin(wt)), (2) 

where <1> is the haze material residence time above z. 
The value of <1> is approximately the time averaged haze 
column density at z divided by the sedimentation flux at 
z. The second term on the right-hand side is the time 
varying haze column production rate with an amplitude, 
A, and an amplitude of variation, a. The above equation's 
particular solution is 

m(z) = A</> + Aa sin(wt - 6), 
V w2 + (II</> )2 

where 6 is the phase delay, 

6 = arctan(w</>). 

(3) 

(4) 

Because the residence time for a majority of Titan's 
haze material is greater than several decades and w is the 
angular frequency of Saturn, the m(z) and optical depth 
values, which mostly determine the geometric albedo, 
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reduce to the limit of w :.> 1/cJ>. Hence, m(z) and optical 
depth converge to the expression 

(5) 

There are two consequences at these limits: (1) the phase 
of m(z) (and optical depth) is 90° behind the forcing column 
production rate; and (2) the amplitude of variation is in­
versely related to forcing frequency. Most significant opti­
cal depths in both time-dependent haze models behaved 
approximately in this manner (i.e., w :t> 1/cJ> for T ~ 1). 
Therefore, long residence times prevented the predicted 
albedo changes, because the predicted optical depth 
changes implied by the steady-state calculations cannot 
occur with a realistic time-varying production rate. 

If the above analytical models and numerical haze mod­
els are consistent with the predictions for the steady-state 
case, the time variation of the optical depth profile and the 
geometric albedo will go to the time independent modeling 
predictions in the limit of w ~ 1/cJ>. The actual cause of 
the haze production time variations cannot have such long 
periods, because the only possible forcing periods are 
29.5 years or less which correspond to the seasonal or 
solar cycles. In the limit w ~ 1/cJ>, the analytical model 
is approximated by 

m(z) = Ac/>( 1 + a sin(wt)). (6) 

Equation (7) converges to the steady-state predictions 
because the time variation's amplitude is determined by 
c1> and the variation is in phase with the forcing. The 
equivalent of Fig. 4 with a I 000-year forcing period (Fig. 
5) shows that the time behavior of the optical depth is 
much closer to the steady-state case which also agrees 
with the analytical model. The variations of the blue and 
yellow albedo versus forcing period (Fig. 6) show conver­
gence to the steady-state calculations with increasing forc­
ing period. 

Phase delay. Turning to the time dependence of the 
visible albedo, the revised model's visible albedo time 
behavior can be explained by considering time indepen­
dent modeling at different production rates which showed 
an inverse relationship between production and the visible 
albedo. (Pollack et a/. 1980, Toon et a/. 1980, 1992, 
McKay eta/. 1989). (Higher haze production rates low­
ered the albedo by burying the bright Rayleigh scattering 
gas beneath the dark haze material and by changing the 
particle size at optical depth unity toward smaller radii 
which have lower backscattering cross sections. Both of 
these effects were consequences of higher haze mass col­
umn densities which were produced by higher production 
rates.) In the context of our simple analytic model, the 

visible albedo variations will then have a phase delay of 
8 - 180° and will be between - 180° and - 90°. Large 
haze time scales will cause a phase delay between the 
albedo and production variations near - 90°. A larger 
delay than predicted by the simple analytic model can 
arise for two reasons: ( 1) nonuniform responses to produc­
tion though the haze and (2) the time variation of other 
albedo-determining quantities such as the effective parti­
cle radius. For the time-dependent revised model, the 
visible albedo delay was -60° (close to the predicted 
range) but the time-dependent conventional model had a 
visible albedo phase delay near + 90° which is not close 
to cS - 180°. Clearly, the phase delay of the conventional 
model is not in line with the analytical model. 

The difference of the phase response between the re­
vised and conventional models can be understood in terms 
of the size variations of the haze particle which were close 
to optical depth unity. In the conventional model, the 
haze particles near this region were relatively small and 
had short formation time scales relative to the period of 
production variations. While for the revised model, the 
particle sizes near this region were large and had long 
formation time scales relative to the period of production 
variations. Consequently for the conventional model. the 
particle size variations near optical depth unity were 
larger and more rapidly responded to production changes, 
in contrast to the revised model (Fig. 7). These particle 
variations turned out to have a significant effect on the 
opacity structure and the geometric albedo. (The signifi­
cant particle size variations also caused the different spec­
tral dependence of the albedo between the time-dependent 
and steady-state conventional model (see Table II).) 
Hence, the analytical model is too simple to properly 
represent the conventional model's phase delay, because 
two of the assumptions of the analytical model break 
down: (1) w ~ 1/cJ> at all significant optical depths; and 
(2) the particle size variations were negligible. 

For the time-dependent conventional model, the phase 
relationship between albedo and production variations 
was in agreement with observations (Sromovsky et a/. 
1981 ), if production is in phase with seasonal solar forcing. 
The spring hemispheric albedo (haze production is in­
creasing from the average value) was lower than the fall 
hemispheric albedo. Unfortunately, the albedo variation 
was smaller than observed, because the seasonal changes 
of the model's optical depth profile and haze particle sizes 
were smaller than found in the steady-state calculations. 

As with the amplitude of the albedo response, the phase 
response for both models went to the values determined 
in the steady-state case at long forcing periods (- 180°). 

Effects of changing model parameters. The change of 
model parameters which increased the size of the albedo 
variation can be roughly understood in terms of our simple 
analytical model. The amplitude of the albedo variation 
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FIG. S. Same as Fig. 4 but the period of production variation set at 1000 years. Note, the response is similar to the steady-state predictions 
and is in phase with the production, in contrast to Fig. 4. 

can be increased by decreasing the haze material resi­
dence time scales. Increasing haze material removal pro­
cesses is a method of accomplishing this. The three re­
moval processes of our haze model are sedimentation, 
rainout, and diffusion. To remain consistent with the ob­
servations, sedimentation and rainout are the best poten­
tial candidates, because diffusion tends to mix haze mate­
rial uniformly over the entire spatial extent of the haze 
layer. Sedimentation can also be eliminated, because the 
sedimentation parameter, the particle density, is required 
to be at physically unrealistic values (~4 g em- 3). Rainout 
is therefore the only plausible candidate. Raising the rain­
out boundary increased the size of the computed albedo 
variation and reduced the spatial extent of the haze mate­
rial. The net haze material residence time was thereby 
reduced by concertrating a majority of the haze material 
to an atmospheric region with a higher sedimentation ve­
locity. To maintain the same average visible albedo it was 
necessary to increase the production rate (4 x ). To match 
the albedo near I I'm the surface albedo had to be in­
creased to 0.2 from its nominal value of 0.1. 

The haze still responded sluggishly to the production 
variations, because a large phase delay continued to exist 
(- 60°) and a higher amplitude of production variation 
with respect to the steady-state calculations was needed 
('Y = 16). The continued sluggishness was a result from 
increasing the column production rate to compensate for 
the higher rainout boundary. 

With the raised rainout boundary and increased produc-

tion rate the conventional model exhibited a phase delay 
more consistent with the revised model (- 60°). This was 
a result of the reduction of the spatial extent of the haze 
and a decrease in the ability of haze material near optical 
depth unity to significantly vary over time, because the 
residence time of this section of the haze was increased. 

Alternative causes. Because of the inability of time 
variations in the haze production rate to account for the 
albedo variations, the time variations of other factors 
which determine the haze structure should be investi­
gated. When attempting to use another factor, it is im­
portant to consider the time dependence of the induced 
geometric albedo variations. 

One group of other factors are associated with haze 
production. Besides the column production rate, this 
group includes the composition which affects the absorp­
tion coefficient of the haze (Sromovsky eta/. 1989). The 
seasonal haze compositional variations are difficult to 
evaluate, because of the inability of photochemical mod­
els to simulate haze production. Some work on the prob­
lem has attempted to link latitudinal variations of bright­
ness and observed gaseous species which are believed 
precursors of haze material (Courtin 1991). The implica­
tion is that the variations in gaseous species induce haze 
absorption variations. A negative correlation between the 
latitudinal variation of the HCN to C2H4 ratio on Titan 
and brightness is shown to exist (i.e., absorption increases 
with the HCN to C2H4 ratio). However, Courtin (1991) 
points out that the correlation conflicts with an earlier 
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FIG. 6. The maximum to minimum geometric albedo variation (expressed as a percentage difference) for blue (solid line) and yellow (dotted 
line) plotted against the period of production variation for ')' = 2 of (a) the conventional model and (b) the revised model. For the conventional 
model, the blue variations steadily converge to the 'Y = 2 steady-state prediction (the ~~ashed line), but the yellow albedo variation overshoots 
the steady-state prediction (the dot-dashed line) and then converges. The phase delay' crsus production period is shown for (c) the conventional 
model and (d) the revised model. The step-like appearance of the curves in (d) is a sampling effect. 

reported relationship between laboratory haze absorption 
and its N to C ratio (Scattergood eta/. 1988). This conflict 
illustrates the difficulties of determining the seasonal vari­
ations of haze absorption. 

Another group of factors which are involved in de­
termining the haze structure are atmospheric properties 

such as circulation. Atmospheric circulation variations 
affect haze distribution and the optical depth profile 
through haze transport. Evidence for the role of circula­
tion in producing the hemispheric brightness asymmetry 
and the geometric albedo variations was the sharp edge 
of the contrast at the equator (Smither al. 1981). Although 
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detailed modeling of the seasonal haze variations from 
atmospheric circulation has yet to be accomplished, there 
has been some work on the potential role of circulation. 
Flasar and Conrath (1990) suggested that seasonal varia­
tions of stratospheric circulation exhibit a phase delay of 
approximately + 90°, if atmospheric properties are deter­
mined by a combination of radiative equilibrium and cy­
clostrophic dynamics. Their argument was based on ob-

servations of latitudinal vanatlons of the atmospheric 
temperature structure (Flasar et a/. 1981, and Flasar and 
Conrath 1990). The albedo effects of vertical advection 
from an upwelling wind were investigated in the revised 
model by Toon et a/. (1992). Their results predict a de­
crease of the visible albedo with upwelling. Interestingly, 
upwelling in the darker spring hemisphere is consistent 
with the Voyager observations, and the + 90° out of phase 
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thermally indirect pole to pole cell in Flasar and Conrath 
(1990). 

Time variation of the circulation can also effect the 
atmospheric thermal structure. Thermal structure varia­
tion might affect the haze and geometric albedo by altering 
haze microphysical processes and haze material composi­
tion. The former source of albedo variation is believed 
to be negligible. The latter is uncertain, because of the 
difficulties associated with determining haze composition. 

Determining factors which control the geometric albedo 
will have to await more sophisticated modeling, labora­
tory research, and observations. To determine possible 
variation of haze composition, the construction of more 
complicated photochemical models is needed. The new 
photochemical models should include heavier organic 
compounds and the temporal variation of solar flux. An 
alternative method for exploring haze compositional vari­
ations is laboratory study. Such research has the potential 
to reveal aspects of haze composition which may be unat­
tainable by photochemical models (Courtin et a/. 1991). 
For evaluating the possible role of circulation, the present 
one-dimensional modeling is insufficient, because of the 
difficulties dealing with transport from atmospheric circu­
lation (Toon eta/. 1992). A two-dimensional haze model 
with dynamics is part of the solution to these difficulties 
which we will pursue in future work. 

CONCLUSIONS 

We have attempted to simulate amplitude and phase of 
the observed blue and yellow geometric albedo variations 
of Titan by using the conventional and revised versions 
of the Titan haze model from Toon eta/. (1992). We draw 
the following conclusions from our calculations. 

1. Steady-state calculations suggest a variation of the 
haze production rate between a factor of two and four is 
enough to cause the observed geometric albedo varia­
tions. However, our Titan haze model with a smoothly 
varying haze production rate produces a much smaller 
magnitude of albedo variations with the same variation 
in production rate This reduction in response is because 
the average haze time scale is much longer than the sea­
sonal periodicity and prevents the required changes in the 
haze mass column density and particle sizes. 

2. Alternate functional forms for the production which 
invoked discontinuous production changes and larger pro­
duction rate variations did not improve the fit to observa­
tions. Changing model parameters did increase the size 
of the computed albedo variations, but the correct phase 
response of the albedo was not simultaneously produced. 
The increased albedo variation was accomplished by rai­
sing the upper rain out boundary, increasing the haze mass 
column production rate, and increasing the size of the 
production variations. These changes may be unphysical 

because they imply that rainout is occurring well into the 
stratosphere. 

3. A consequence of the long haze time scales is a 
phase lag between the time variation of the albedo and 
production. The value of the produced phase difference 
can agree with observations (Sromovsky eta/. 1981), but 
it is sensitive to model parameters. The model parameter 
values that produced the best agreement with the size and 
spectral dependence of the geometric albedo variations 
did not yield the correct phase delay. Hence, models 
which only use variations of mass production rate to ex­
plain the albedo variations appear not to work. 

Other time-varying factors such as haze composition 
and atmospheric circulation could be used to explain the 
observed geometric albedo variations. The difficulty re­
mains to evaluate the time variations of these other factors 
and what are the induced geometric albedo variations. The 
determination of a possible + 90° phase delay between 
seasonal forcing and atmospheric circulation variations 
(Flasar and Conrath 1990) and the possible effect of verti­
cal advection on the visible geometric albedo (Toon eta/. 
1992) are motivations to explore the effects of atmospheric 
circulation on the haze and the geometric albedo. To ac­
complish such a study, more sophisticated models of Ti­
tan's atmospheric circulation and haze are being con­
structed. 
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At 0.4 7 p.m and 0.5.5 p.m, the geometric albedo of Titan has been ob­

served to vary over the past two decades (Lockwood 1977 and Lockwood et 

al. 1986). Variations in atmospheric reflectance are used to explain these 

observations, and are postulated to be determined by the haze layer in the 

atmosphere (Sromovsky et al. 1981), because the haze layer has a global 

extent and is optically thick in the visible (Pollack et al. 1980). Therefore, 

variations in the haze layer are believed to cause the observed variations in 

the geometric albedo. 

Two controls on the haze layer are examined for the source of the ob­

served variations. Each examination consists of two parts: time simulations 

of the haze layer, and comparisons between the predicted reflectances and 

the observations. The first part simulates the haze layer by using an aerosol 

model. The comparison test is accomplished by radiative transfer calcula­

tions of the results from haze simulations (Toon et al. 1989). Production of 

the haze layer is one control on the haze layer and is examined with an aerosol 

model which has been applied to Titan (Toon et al. 1992). The circulation 

of the atmosphere is the second control which produces the haze variations. 

The control from the circulation is examined by an aerosol model which is 

two dimensional. A two dimensional model is constructed to accomplish the 
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second examination, because the existing model is inadequate. A wind field is 

derived to represent the circulation in the atmosphere and induces variation 

in the haze layer. 

The circulation of the atmosphere is determined to be a better source 

of the observations of the geometric albedo and the hemispheric brightness 

for two reasons. The variations in the production rate produced only the 

size of the observed variations. The variations in the circulation matched the 

size and the temporal variations of the observations. The circulation source 

was also considered the better source of the observed variation, because the 

observations were not reproduced by using model parameters which may be 

physically implausible. 

The conclusion on the source for the observations does have reserva­

tions. Problems were indicated, because our simulations of the hemispheric 

brightness contrast were poor. The representation of the circulation is most 

likely the cause of this failure. Our representation of the circulation was an 

extreme simplification of the actual circulation, because derived wind field 

was one large cell for the entire stratosphere and did not include small scale 

processes (Flasar et al. 1981 and Flasar and Conrath 1990). The wind field 

for the haze model also derived with several assumptions which are probably 

not true for Titan. 
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