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CHAPTER 0 

INTRODUCTION 

The o r i g i n a l motivation for the studies in t h i s work i s a 

theorem by W. A. Coppel (see [4, Theorem 3 , p. 5 8 ] ) in which he uses 

the logari thmic norm of a square matrix A t o obtain a bound for the 

so lut ions of the l i n e a r d i f f e r e n t i a l equation u' = Au. The logarithmic 

norm i s defined and c e r t a i n bas ic proper t i e s are derived by S. M. 

Lozinski i in [ 1 1 ] . I f I denotes the iden t i ty matrix and || • || i s a norm 

on the square matr ices such t h a t || 11| = 1 , then the logarithmic norm of 

A--denoted y [A]—is defined by 

|l+hA|| - 1 
( 0 . 1 ) y[A] = lim . 

Let E be a Banach space with norm denoted by | • | and l e t A be a 

function from E in to E . Suppose t h a t there i s a number K such t h a t 

]x-y + h[Ax-Ay]| - | x - y | 
( 0 . 2 ) lim < K|x-y | 

h - M - o 
for each x and y in E . We extend the notion of logarithmic norm by 

l e t t i n g the logari thmic d e r i v a t i v e of A—denoted L[A]—denote the 

smallest number K such that the inequal i ty in ( 0 . 2 ) holds for a l l x 

and y in E . The notion of logarithmic d e r i v a t i v e i s used in t h i s work 
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t o obtain r e s u l t s on the ex i s tence and s t a b i l i t y of d i f f e r e n t i a l equa

t ions in a Banach space. 

The bas ic proper t i e s of the logarithmic d e r i v a t i v e a r e derived 

in Chapter I I . Here we a l so e s tab l i sh a connection between the 

logarithmic d e r i v a t i v e and monotonic and a c c r e t i v e operators defined 

by T. Kato in [ 8 ] and F . E . Browder in [ 2 ] . Some ex i s tence theorems 

by ordinary d i f f e r e n t i a l equations in a Banach space a r e given in 

Chapter V. Theorem 5.1 extends t o a general Banach space an ex i s t ence 

theorem of F . E. Browder [ 1 , Theorem 3 ] ; Browder's theorem was obtained 

in a Hilbert space. 

In Chapter VI we e s t a b l i s h some new r e s u l t s on the generation of 

semigroups of nonlinear operators (Theorems 6 .1 and 6 . 2 ) and, in 

Theorem 6 . 3 , we give su f f i c i en t condit ions t o guarantee the ex i s tence 

of a c r i t i c a l point t o an autonomous d i f f e r e n t i a l equation which i s 

g loba l ly asymptot ica l ly s t a b l e . This i s an improvement of a theorem 

of L . Markus and H. Yamabe [ 1 4 , Theorem 1 ] . In Chapter VII we show how 

these techniques can be used t o extend some of the known r e s u l t s on the 

s t a b i l i t y of d i f f e r e n t i a l equations. For example, Theorem 2 1 . 1 of 

N. N. Krasovskii [ 9 , p. 91] i s improved (see Example 7 . 1 ) . 
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CHAPTER I 

PRELIMINARY LEMMAS 

IN THIS CHAPTER WE PROVE FOUR LEMMAS WHICH FORM THE CORE OF THE 

CONCEPTS DEVELOPED IN THIS WORK. SINCE THE RESULTS OF THIS CHAPTER ARE 

APPLICABLE TO SEVERAL DIFFERENT AREAS OF THIS WORK, THEY ARE PROVED 

IN A SOMEWHAT GENERAL SETTING; AND SO SOME OF THE NOTATIONS USED HERE 

ARE DIFFERENT FROM THOSE USED IN SUCCEEDING CHAPTERS. HERE, K DENOTES 

EITHER THE FIELD OF REAL OR COMPLEX NUMBERS, X DENOTES A VECTOR SPACE 

OVER THE FIELD K, AND P [ » ] DENOTES A SEMINORM ON X (I .E. P [ # ] IS A 

FUNCTION FROM X INTO [0,°°) SUCH THAT P[X+Y] < P[X] + P[Y] AND P[AX] = 

|A|P[X] FOR EACH X AND Y IN X AND A IN K ) . 

THE SPACE OF CONTINUOUS LINEAR FUNCTIONS FROM THE SEMINORMED 

SPACE X INTO THE FIELD K IS DENOTED BY X AND IF X IS IN X AND F IS IN 

X , THEN (X,F) DENOTES THE IMAGE OF X UNDER F. THE VECTOR SPACE X IS 

CONSIDERED AS a SEMINORMED SPACE WITH SEMINORM Q[•] WHERE 

Q[F] = SUP{|(X,F)| : XEX, P[X] < 1} 

FOR EACH F IN X . NOTE THAT Q[»] IS A NORM ON X (I .E. Q[F] = 0 IF 

AND ONLY IF (X,F) = 0 FOR ALL X IN X) . 

D e f i n i t i o n 1.1. FOR EACH X IN X DEFINE THE SUBSET G(X) OF X BY 
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G(x) = (geX* : q[g] = 1 and (x,g) = p[x]}. 

Remark 1 . 1 . If x is in X, p[x] ± 0, and Q. = {ax : aeK} then 0 is a 

subspace of X; and if (ax,f) = ap[x] for each a in K. then f Is a con
tinuous linear functional from Q_ into K such that sup{|(ax,f)| : ae/(, 
p[ax] = 1} = 1. Consequently, by the Hahn-Banach theorem (see e.g. 
[22, p. 107]) there is a member g of X such that q[g] = 1 and 
(y>g) = (v,f) for each y in Q_. Since (x,g) = (x,f) = p[x] , g is in 
G(x); and so G(x) is a nonempty subset of X . Note that if x is in 
X and p[x] = 0, then G(x) = {geX : q[g] = 1}. 
Lemma 1 . 1 . If x and y are in X then 

(i) m [x,y] = lim (p[x+hy] - p[x])/h exists and h->+o 
m [x,y] < (p[x+hy] - p[x])/h for each h>0. 

(ii) m [x,y] = lim (p[x+hy] - p[x])/h exists and h->-o 
m_[x,y] > (p[x+hy] - p[x])/h for each h<0. 

(iii) -p[y] < m_[x,y] < m [x,y] < p[y]. 
Proof. For each number h } 0 let <j)(h) = (p[x+hy] - p[x])/h. If k is 
a positive number less than one, then 

p[x+khy] = p[k(x+hy) + (l-k)x] 

< kp[x+hy] + (l-k)p[x]. 



5 

THUS P[X+KHY] - P[X] < K(P[X+HY] - P[X]) AND IT FOLLOWS THAT 

4>(KH) < CF)(H) IF H > 0 AND THAT C|>(KH) > CF)(H) IF H 0. IN PARTICULAR, 

IF 0 < H < H2 OR H < < 0, THEN CF)(H1) < <J>(H2) SO THAT C|> IS NON-

DECREASING ON (-°°,0) AND ON (O, 0 0 ) . SINCE |CJ)(H)| < P[Y] , PARTS ( I ) 

AND ( I I ) FOLLOW EASILY. FURTHERMORE, -P[Y] ^ M_[X,Y] AND M [X,Y] < P[Y]. 

ALSO, IF H > 0, THEN 

2P[X] = P[X+HY+X-HY] 

< P[X+HY] + P[X-HY], 

SO THAT P[X+HY] - P[X] > -P[X-HY] + P[X]. DIVIDING BY H > 0 AND LETTING 

H->+0 SHOWS THAT M [X,Y] > M [X,Y] , AND THE PROOF OF THE LEMMA IS COM-

PLETE. 

Example 1 . 1 . SUPPOSE THAT X IS THE VECTOR SPACE OF COMPLEX NUMBERS AND 

P[X] = |X| FOR EACH X IN X. IF Z IS IN X AND H > 0, THEN 

(|1+HZ| - L)/H = C(L+HZ)(L+HZ) - L]/[H(|L+HZ| + 1 ) ] 

= [2RE(Z) + H|Z| 2]/[|L+HZ| + 1 ] . 

HENCE M [L,Z] = M [L,Z] = RE(Z) AND THE LIMITS DEFINING M_[L,Z] AND 

M [L,Z] ARE UNIFORM FOR Z IN A BOUNDED SUBSET OF X. 
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Lemma 1 . 2 . LET M AND M BE AS DEFINED IN LEMMA 1.1 AND LET X, Y AND 

Z BE IN X. THEN 

( I ) M+[X,RY] = RM [X,Y] AND M_[X,RY] = RM_[X,Y] 

FOR EACH POSITIVE NUMBER R. 

( I I ) M [X,Y+Z] < M [X,Y] + M+[X,Z] AND M [X,Y+Z] 

> M_[X,Y] + M [X,Z] . 

( I I I ) |M [X,Y] | < P[Y] AND |M_[X,Y]| < P [Y] . 

(IV) |M [X,Y] - M [X,Z] | < PCY-Z] AND 

|M_[X,Y] - M_[X,Z]| < P[Y-Z]. 

(V) M+[X,Y+AX] = M+[X,Y] + RE(A)P[X] AND 

M [X,Y+AX] = M [X,Y] + RE(A)P[X] FOR EACH A IN K. 

Remark 1.2. NOTE THAT ( I ) AND (IV) IMPLY THAT M [ X , « ] AND M_[X,«] ARE 

POSITIVELY HOMOGENEOUS AND CONTINUOUS FUNCTIONS FROM X INTO THE REAL 

NUMBERS. PART ( I I ) SHOWS THAT M [X,* ] IS SUBADDITIVE. HOWEVER, IF 

P[X] ^ 0, THEN M +[X,-X] = -P[X] SO THAT M + [X,*] IS NOT A SEMINORM ON X. 

Proof o f Lemma 1 . 2 . IF R > 0 THEN RH>±0 AS H>±0 SO THAT PART ( I ) FOLLOWS 

FROM THE IDENTITY 

(P[X+HRY] - P[X])/H = R(P[X+HRY] - P[X])/(HR). 

SINCE P[X+H(Y+Z)] < P[X+2HY]/2 + P[X+2HZ]/2, IT FOLLOWS THAT 

P[X+H(Y+Z)] - P[X] < (P[X+2HY] - P[X]) /2 + (P[X+2HZ] - P[X]) /2 
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and part (ii) may be seen by dividing each side of the above inequality 

by h and letting h - * ± 0 . Part (iii) is an immediate consequence of part 

(iii) of Lemma 1 . 1 . From parts (ii) and (iii) of this lemma, 

m [x,y] = m +[x,z + (y-z)] 

< m +[x,z] + p[y-z], 

and so m [x,y] - m [x,z] < p[y-z]. Interchanging the roles of y and z 

shows that the first assertion of (iv) is true. The second assertion 

is proved analogously. It follows easily from Example 1 . 1 that 

m +[x,ax] = Re(a)p[x] for each a in K . Thus from part (ii) of this 

lemma, 

m+[x,y+ax] < m [x,y] + Re(a)p[x] 

and 

m [x,y] = m,[x,y+ax-ax] 
T" i 

< m+[x,y+ax] - Re(a)p[x] 

which shows that the first assertion of part (v) is true. The second 

assertion is proved analogously and this completes the proof of the 

lemma. 
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L e m m a 1 . 3 . FOR EACH X IN X LET G(X) BE AS DEFINED IN DEFINITION 1.1 AND 

LET M+ AND M_ BE AS IN LEMMA 1 . 1 . THEN IF X AND Y ARE IN X, 

( I ) M+[X,Y] = SUP{RE(Y,G) : GEG(X)} AND 

( I I ) M_[X,Y] = INF{RE(Y,G) : GEG(X)}. 

R e m a r k 1 . 3 . THIS LEMMA MAY BE KNOWN, BUT THE AUTHOR HAS BEEN UNABLE TO 

FIND IT IN THE LITERATURE. 

P r o o f o f L e m m a 1 . 3 . LET F(X,Y) DENOTE THE SUPREMUM IN ( I ) AND LET G BE 

IN G (X). IF H > 0, THEN 

( 1 . 1 ) RE(Y,G) = (RE(X+HY,G) - P[X])/H 

< (P[X+HY] - P[X])/H. 

HERE WE HAVE USED THE FACT THAT P[X] = RE(X,G) AND Q[G] = 1. LETTING 

H-H-0 IN ( 1 . 1 ) SHOWS THAT M+[X,Y] > F(X,Y). NOW, FOR EACH H > 0, LET Ĝ  

BE A MEMBER OF G(X+HY). SINCE RE(X+HY,G )̂ = P[X+HY], WE HAVE FROM ( 1 . 1 ) 

THAT 

RE(Y,G) < (RE(X+HY,GH) - P[X])/H 

( 1 . 2 ) 

= RE(X,GH)/H + RE(Y,GH) - P[X]/H. 

BY TRANSPOSING TERMS IN ( 1 . 2 ) AND MULTIPLYING BY H, 
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( 1 . 3 ) p[x] - hLKe(y,gh) - Re(y,g)] < Re(x,gh>. 

.INCE (X,G ) | < P[X] FOR EACH H > 0, IT FOLLOWS FROM ( 1 . 3 ) THAT 

( 1 . 4 ) LIM (x,g ) = p[x]. 
H->+0 

SINCE THE UNIT BALL OF X IS W -COMPACT (SEE E.G. [ 22 , p. 1 3 7 ] ) THERE 

IS AN F IN X SUCH THAT Q[F] < 1 AND A SEQUENCE OF POSITIVE NUMBERS 
CO 

(H )., SUCH THAT LIM H = 0 AND, IF F = G, FOR EACH N > 1, THEN N 1 N N H N->°° N 
LIM(Z,F ) = (Z,F) FOR ALL Z IN E . FROM ( 1 . 4 ) , ( x , F ) = LIM(x,F ) = P [x ] N N 

SO THAT Q[F] = 1 AND F IS IN G ( x ) . CONSEQUENTLY, 

R(X,Y) > RE(Y,F) 

LIM RE(Y,F ) N N->°° 

> LIM (RE(X+H Y,F ) - P[X])/H 
n J N N N->°° 

LIM (P[X+H Y] - P[X])/H N N N->°° 

M + [X,Y]. 

HERE WE HAVE USED THE FACT THAT RE(X,F ) < P[X] AND RE(X+H Y,F ) = 
N N N 

PFX+H^Y]. THUS T(X,Y) = M+[X,Y] AND PART ( I ) IS PROVED. NOTING THAT 
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M_[X,Y] = -M [X,-Y] 

= -SUP{RE(-Y,g) : geG(X)} 

= INF{RE(Y,g) : geG(X)}, 

WE SEE THAT ( I I ) IS TRUE AND THE PROOF OF THE LEMMA IS COMPLETE. 

Definition 1.2. SUPPOSE THAT V IS A NORMED LINEAR SPACE AND N[»] 

DENOTES THE NORM ON V. THEN V IS SAID TO BE UNIFORMLY CONVEX IF FOR 

EACH POSITIVE NUMBER e THERE IS A POSITIVE NUMBER 6 SUCH THAT IF X 

AND Y ARE IN V WITH N[X] = N[Y] = 1 AND N[X+Y] > 2 - 6, THEN 

N[X-Y] < E . 

Example 1.2. IF V IS A COMPLETE INNER PRODUCT SPACE THE FORMULA 

N[X+Y]2 + N[X-Y] 2 = 2(N[X] 2 + N[Y] 2 ) 

IS VALID FOR ALL X AND Y IN V AND, AS A CONSEQUENCE, V IS UNIFORMLY 

CONVEX. 

* 
Lemma 1.4. SUPPOSE THAT THE NORMED SPACE X IS UNIFORMLY CONVEX AND 

THAT EACH OF M, 3» AND E ARE POSITIVE NUMBERS. IT FOLLOWS THAT THERE 

IS A POSITIVE NUMBER 6 = 6(M,3,E) SUCH THAT IF X AND Y ARE IN X WITH 

P[X] > 3 AND P[Y] < M THEN 

|(P[X+HY] - P[X])/H - RE(Y,g)| < E 
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for the member g of G(x) and all real numbers h such that 0 < |h| < 6. 
Remark 1.4. Suppose x is in X, p[x] i 0, and f and g are in G(x). 
Then (x,f+g) = 2p[x] so that q[f+g] = 2. Hence, if X is uniformly-
convex and x is in X with p[x] i 0, then the set G(x) consists of 
exactly one member. 
Proof of Lemma 1.4. With the suppositions of Lemma 1.4, let e' > 0 be 
such that if f and f are in X with q[f̂ ] = q[f2] ~ 1 an<3 
q[f1+f2] > 2 - c', then q[f -f ] < e/M. Choose 6 = e'3/(2M) and let 
gbe in G(x). If 0 < |h| < 6 and ĝ  is in G(x+hy) then 

(p[x+hy] - p[x])/h = (Re(x+hy,gh) - p[x])/h 

= Re(x,gh)/h + Re(y,gh) - p[x]/h. 

Transposing terms and multiplying by |h| we have 

p[x] - hRe(y,gh) + p[x+hy] - p[x] = Re(x,gh) 

if h > 0, and we have 

-p[x] + hRe(y,gh) - p[x+hy] + p[x] = -Re(x,g h) 

if h <0. Since |Re(y,g h)| < p[y] < M and |p[x+hy] - p[x]| < |h|p[y] < 
|h|M, it follows that 
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-2 I h | M < R e ( x , g h ) - p[x] < 2 | h | M . 

Hence 

q [ g h + g ] * | R e ( x , g h + g ) | / p [ x ] 

= |Re(x,gh) + p [ x ] | / p [ x ] 

> 2 - 2 | h | M / p [ x ] . 

Since |h| < E ' $ / ( 2 M ) and p [ x ] > B, q [ g h + g ] ^ 2 - E ' and, by the choice 

of £ ' , q [g h ~g] < E / M . I f 0 < h < 6, then 

0 < (p[x+hy] - p [ x ] ) / h - Re(y ,g ) 

= ( R e ( x + h y , g h ) - p [ x ] ) / h - Re(y ,g ) 

= (Re(x,gh) - p [ x ] ) / h + R e ( y , g h - g ) 

^ p[y]q[gh-g] 

< E . 

Here we have used the f a c t t h a t Re(x ,g^) - p [x ] < 0. S imi lar ly , i f 

-6 < h < 0 , then 



13 

0 - (pLx+hy] - p[xj)/h - Re(y,g) 

> -p[y]q[g -g] 

and the proof of the lemma is complete. 
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CHAPTER II 

SPACES OF OPERATORS 

IN THIS CHAPTER WE DEFINE FOUR CLASSES OF FUNCTIONS WHICH ARE 

FROM A SUBSET V OF A BANACH SPACE E INTO E . ONE PURPOSE FOR THE CON

STRUCTION OF THESE FUNCTION SPACES IS TO CONNECT THE RESULTS OF THIS 

WORK TO PREVIOUS RESULTS IN RELATED AREAS OF THE STUDY OF DIFFERENTIAL 

EQUATIONS. ANOTHER IS AN ATTEMPT BOTH TO MOTIVATE AND TO PROVIDE A 

UNIFICATION OF THE DEFINITIONS AND TECHNIQUES USED IN THE DEVELOPMENT 

OF THE SUBSEQUENT THEOREMS. THE NOTATIONS INTRODUCED IN THIS CHAPTER 

ARE USED IN EACH SUCCEEDING CHAPTER. 

FOR THE REMAINDER OF THIS WORK K DENOTES EITHER THE FIELD OF 

REAL OR COMPLEX NUMBERS AND E DENOTES A BANACH SPACE OVER THE FIELD K 

WITH THE NORM ON E DENOTED BY | * | . THE SPACE OF CONTINUOUS LINEAR 

FUNCTIONALS FROM E INTO K IS DENOTED BY E AND IF F IS IN E AND X IS 

IN E , (X,F) DENOTES THE IMAGE OF X UNDER F. E IS CONSIDERED AS A 

BANACH SPACE OVER K WITH NORM | * | , WHERE |F| = SUP{|(X,F)| : xeE AND 

|X| = 1} FOR EACH F IN E . 

Remark 2 . 1 . IT SHOULD BE NOTED THAT | # | DENOTES THE NORM ON BOTH E 

AND E AND ALSO THE ABSOLUTE VALUE ON K . HOWEVER, THIS SHOULD NOT 

CAUSE ANY CONFUSION SINCE IT WILL BE CLEAR FROM THE CONTEXT AS TO HOW 

| * | IS BEING USED. 



15 

D e f i n i t i o n 2.1. FOR EACH X IN E DEFINE THE SUBSETS F(X) AND G(X) OF E 

BY 

( I ) F(X) = { f e E : (X,F) = | X | 2 = | F | 2 } AND 

( i i ) G(X) = {geE : | g | = 1 AND (X ,g) = |X |} . 

Remark 2 . 2 . BOTH F(X) AND G(X) ARE NONEMPTY SUBSETS OF E FOR EACH X 

IN E (SEE REMARK 1 . 1 ) , AND IF x IS A NONZERO MEMBER OF E , THEN g IS IN 

G(X) IF AND ONLY IF |X|G IS IN F (X) . 

N o t a t i o n . SUPPOSE V IS A SUBSET OF E AND A IS A FUNCTION FROM P INTO 

E. TO KEEP THE NUMBER OF PARENTHESES TO A MINIMUM, FOR EACH X IN V, 

AX DENOTES THE IMAGE OF X UNDER A. WHEN THIS NOTATION IS AMBIGUOUS, 

PARENTHESES ARE INSERTED IN THE NATURAL PLACES--FOR EXAMPLE IF 

X = Y + Z THEN AX IS DENOTED A(Y+Z). 

D e f i n i t i o n 2 . 2 . IF V IS A LINEAR SUBSPACE OF E , DENOTE BY BL[V,E) THE 

CLASS CF ALL BOUNDED LINEAR FUNCTIONS FROM V INTO E . FOR EACH MEMBER 

A OF BL[V,E) DEFINE 

|A|| = SUP{|AX| : x c P , |X| = 1} . 

WITH ADDITION AND SCALAR MULTIPLICATION DEFINED IN THE NATURAL 

MANNER BL[V,E) WITH THE NORM | • || IS A BANACH SPACE OVER THE FIELD K. 

WE LET I DENOTE THE IDENTITY FUNCTION FROM E INTO E AND, FOR NOTATIONAL 

CONVENIENCE, IF V IS A SUBSET OF E, I ALSO DENOTES THE RESTRICTION TO V 

OF THE IDENTITY FUNCTION ON E . IT IS IMMEDIATE THAT I IS IN BL[V,E) 

FOR EACH SUBSPACE V OF E AND THAT ||L|| = 1. 
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D e f i n i t i o n 2 . 3 . FOR EACH MEMBER A OF BL[V,E) DEFINE 

Y[A] = LIM (|| I+HA|| - L)/H. 
H +̂0 

R e m a r k 2 . 3 . USING THE NOTATIONS OF CHAPTER I WE HAVE THAT IF X IS THE 

BANACH SPACE BL[V,E), P[*] = || *|| , AND M+ IS AS DEFINED IN LEMMA 1 .1 , 

THEN U[A] = M + [ I ,A] FOR EACH A IN BL[V,E). IN PARTICULAR, SATIS

FIES EACH OF THE PROPERTIES OF NI [ I , 1 ] IN LEMMA 1.2. 

IF V = E AND A AND B ARE IN BL[E,E) THEN A*B DENOTES THE COMPO

SITION OF A WITH B (I .E. A*B IS THE MEMBER C OF BL[E,E) DEFINED BY 

CX = A(BX) FOR EACH X IN E). IT IS IMMEDIATE THAT ||A«B|| < ||A|| • || B|| 

SO THAT THE BANACH SPACE BL[E,E), WITH MULTIPLICATION DEFINED BY COM

POSITION, IN A BANACH ALGEBRA OVER K. A MEMBER A OF BL[E,E) IS SAID TO 

BE INVERTIBLE IF THERE IS A MEMBER B OF BL[E,E) SUCH THAT A*B = B*A = I . 

IN THIS CASE B IS DENOTED A FOR NOTATIONAL CONVENIENCE, LET A° = I 

AND FOR EACH POSITIVE INTEGER N, DEFINE AN = A*AN ^ . 

D e f i n i t i o n 2 . 4 . FOR EACH A IN 8 L ( E , E ) DEFINE 

EXP(A) = LIM(I+N ^A) N . 

R e m a r k 2 . 4 . THE FOLLOWING PROPERTIES OF EXP(') ARE WELL KNOWN AND THE 

PROOFS ARE ROUTINE: 
OO 

( I ) EXP(A) = I A N / ( N ! ) . 
N=0 
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(ii) exp(A) is an invertible member of 8L(E,E) with 

exp(A)" 1 = exp(-A) and ||exp(A)|| < exp (|| A|| ). 

(iii) ||exp(A) - I - A|| < ||A|| 2exp(||A|| ). 

(iv) If A and B commute then exp(A+B) = exp(A) «exp(B). 

Proposition 2.1. If A is in BL(E,E) then 

(i) y[A] = lim (||exp(hA)|| - l)/h. 
h-H-0 

(ii) || exp (A)|| < exp(y[A]) 

(iii) 1 + hy[A] < |l+hA| < 1 + hy[A] + 2h2||A| 2exp(h||A|| ) 

for each h > 0. 

Remark 2.5. Lozinskii [11, Lemma 6] shows that (ii) and (iii) are true 

when E is finite dimensional. The proof of (ii) given here is different 

but that of (iii) is essentially the same as his. 

Proof of Proposition 2.1. Part (i) is immediate from part (iii) of 

Remark 2.4. Suppose e is a positive number and choose n Q sufficiently 

large so that if n > n Q then (||l+n_1A|| - l)/n _ 1 < y[A] + e, 

||exp(A)|| < ||l+n_1A||n + e, and {1 + n - 1(y[A]+e )} n < exp(u[A] + E ) + e. 

Then 

exp(A)|| < || I + n 1A||n + e 

= {1 + n 1(||l+n 1̂ - l)/n 1 } n + e 

< {1 + n 1(y[A] + e)} n + £ 
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< exp(y[A] + e) + 2e. 
This shows that (11) is true. From part (ii) of this lemma, part 
(iii) of Remark 2.4, and since y[hA] = hy[A] < h||A|| for each h > 0 
(see parts (i) and (ill) of Lemma 1.2), we have 

|| I+hA|| < ||exp(hA)|| + ||l+hA - exp(hA)|| 

< exp(hy[A]) + || hA|| 2exp(|| hA|| ) 
oo 

< 1 + hy[A] + I h2||A||n/(n! ) + h2||A|| 2exp(h||A|| ) 
n=2 

and the right side of the inequality in (iii) follows. The left side 
î:: immediate since y[A] < (Jl+hA| - l)/h for each h > 0 (see part (i) 
of Lemma 1.1). 

From parts (i) and (ii) of Proposition 2.1 we have 
C o r o l l a r y 2 . 1 . If A is in BL[E,E) then y[A] < 0 if and only if 
|| exp(hA)|| < 1 for each h > 0. 

From part (iii) of Proposition 2.1 we have 
C o r o l l a r y 2 . 2 . If A Is in BL[E,E) and h is a positive number such that 
2h||A|| < 1, then 

(||l+hA|| - l)/h - y[A]| < 4h||A 
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Remark 2.6. Note that Corol lary 2 .2 implies that the approximations 

(||l+hA|| - l ) / h converge to y[A] uniformly on bounded subsets of 

BL[E,E) . 

Example 2.1. Suppose thn t A i s in BL[E,E) and t o r each x in E 

u ( t ) = exp(tA )x for a l l t in [ 0 , ° ° ) . Then u ( 0 ) = x , u ^ ( t ) = A u ^ ( t ) , 

and |u ( t ) | < e x p ( t y [ A ] ) | x | for a l l ( t , x ) in [ 0 , o c ) x E . In p a r t i c u l a r , 

exp(tA) i s a nonexpansive semigroup of operators i f and only i f 

y[A] < 0 (see [ 1 3 , Theorem 2 . 1 ] ) . 

Definition 2.5. For each subset V of E denote by L-ip[V,E) the c l a s s of 

a l l functions A from V into E for which there i s a number K such that 

|Ax-Ay| < K |x -y | 

for each x and y in V. Denote by N[A] the smallest number K such that 

t h i s inequal i ty holds. 

With addit ion and s c a l a r mul t ip l i ca t ion defined in the natura l 

manner L*,p(V,E) i s a v e c t o r space over the f i e ld K. N [ ' ] i s a seminorm 

on the vec tor space LLp[V,E), N[A] = 0 i f and only i f A i s constant on 

V, and the seminormed space LLp[V,E) i s complete. Furthermore, i f V 

i s a subspace o f E and A i s a l inear function from V in to E, then A i s 

in L^Lp[V,E) i f and only i f A i s in BL(V,E) and, in t h i s c a s e , 

N[A] = ||A|| . In p a r t i c u l a r , BL[V,E) i s a closed subspace of Lip[V,E). 

Definition 2.6. For each A in LAjp[V,E) define 
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M[A] = LIM (N[I+HA] - L)/h. 
H++0 

Remark 2.7. IF V IS A SUBSPACE OF E AND A IS A LINEAR MEMBER OF 

LlpiV,E) THEN I + HA IS IN BL[V,E) FOR EACH H > 0 AND N[I+HA] = 

||L+HA|| S O THAT M[A] = Y[A]. 

Remark 2.8. USING THE NOTATIONS OF CHAPTER I WE HAVE THAT IF X IS THE 

SEMINORMED SPACE LLp[V,E), P [ # ] = N[*] , AND M+ IS AS DEFINED IN 

LEMMA 1.1, THEN M[A] = M [ I , A ] FOR EACH A IN LLp[V,E). CONSEQUENTLY, 

M[»] SATISFIES EACH OF THE PROPERTIES OF M IN LEMMA 1.2. FOR 

FUTURE REFERENCE, WE LIST THEM HERE: IF A AND B ARE IN Lip[V,E) 

THEN 

( I ) M[RA] = RM[A] FOR EACH POSITIVE NUMBER R. 

( I I ) M[A+B] < M[A] + M[B]. 

( I I I ) |M[A]I < N[A]. 

(IV) |M[A] - M[B]| < N[A-B]. 

(V) M[A+AI] = M[A] + RE(A) FOR EACH A IN K. 

IF V = E AND A AND B ARE IN Lijp[E,E) THEN A*B DENOTES THE COM

POSITION OF A WITH B. WITH ADDITION AND MULTIPLICATION BY COMPOSITION, 

LX.p\E,E) IS A NEAR-RING WITH UNITY (I .E. Lcp(E,E) HAS EACH OF THE 

PROPERTIES OF A RING WITH UNITY EXCEPT THE LEFT DISTRIBUTIVENESS OF 

MULTIPLICATION OVER ADDITION). ALSO THE SEMINORMED NEAR-RING Lcp(E,E) 

IS COMPLETE AND N[A*B] < N[A]N[B] FOR EACH A AND B IN LLp[E,E). A 

MEMBER A OF LZp(E,E) IS SAID TO BE INVERTIBLE IF THERE IS A MEMBER B 

OF Lip(EjE) SUCH THAT A•B = B*A - I . IN THIS CASE B IS DENOTED A 1 . 
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Lemma 2.1. IF A IS IN LCP(E,E) AND N[A] < 1 THEN I - A IS AN INVERTIBLE 

MEMBER OF Llp[E,E) WITH N [ ( I - A ) - 1 ] < ( L - N [ A ] ) - I . 

Proof. THIS IS PROVED BY NEUBERGER [ 1 7 , LEMMA 1 ] AND WE OUTLINE IT 

HERE. LET B = I AND FOR EACH N > 1 LET B = I + A*B N . IF X IS IN 
O N N-L 

E AND N > 1 THEN IB X-B XL < N[A]|B NX-B XL < . . . < H [ A ] N - 1 | A X | . 
1 N N-L 1 1 N-L N-2 1 1 1 

IF 3(X) = |X| + |AO|N[A] _ 1 THEN |AX| < |AX-AO| + |AO| <N[A]3(X) SO 

THAT |B X-B _XL < N[A] N3(X). THUS IF M > N > 1 THEN ' N N-L 1 

M 
1 X-B XI < V IB.X-B. NX M N 1 . L ' I I-L I=N+L 

< N[A] N + 1 3(X) (L-N[A] ) _ 1 

IT NOW FOLLOWS THAT LIM B X = (I-A) -*-X FOR EACH X IN E AND ALSO, 
N 

( I - A ) - 1 IS IN Lip[E,E) WITH N[(I -A)~ 1 ] < ( 1 - N [ A ] ) _ 1 . 

Corollary 2.3. IF A IS IN LCP(E,E) AND M[A] < 0 (RESPECTIVELY 

M[-A] < 0 ) , THEN A _ 1 EXISTS AND IS IN LCP[E,E] WITH N[A _ 1 ] < -M[A] _ 1 

(RESPECTIVELY, N[A 1 ] < -M[-A] 1 ) . 

Proof. IF M[A] < 0 THEN THERE IS AN H> 0 SUCH THAT (N[I+HA] - L)/H < 0 

AND HENCE, N[I+HA] < 1. BY LEMMA 2 . 1 , [I - (I+HA)]"1 = [ -HA] _ 1 EXISTS 

AND IS IN Llp[E,E) WITH N[(-HA) _ 1 ] < (1 - N[I+HA]) _ 1. THUS A _ 1 EXISTS 

AND SINCE N[(-HA) _ 1 ] = H _ 1 N[A _ 1 ] WE HAVE 
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NLA X ] < H(L - N[T+HA]) 1 

= -{(N[I+HA] - L ) / H ) _ 1 . 

SINCE THIS INEQUALITY HOLDS FOR ALL SUFFICIENTLY SMALL H > 0, IT 

FOLLOWS THAT N[A ^ ] < -M[A] 1 . THE OTHER ASSERTION OF THE COROLLARY 

FOLLOWS IN A SIMILAR MANNER. 

C o r o l l a r y 2 . 4 , IF K IS THE COMPLEX FIELD, A IS IN BL[E,B), AND A IS 

IN THE SPECTRUM OF A, THEN RE(A) < Y[A]. 

P r o o f . IT FOLLOWS FROM COROLLARY 2.3 THAT IF A IS IN THE SPECTRUM 

OF A THEN JJ[A-AI] > 0. FROM PART (V) OF REMARK 2 . 8 , Y[A] - RE(A) > 0 

AND THE COROLLARY FOLLOWS. 

D e f i n i t i o n 2 . 7 . IF V IS AN OPEN SUBSET OF E, A IS A FUNCTION FROM V 

INTO E, AND X IS IN V, THEN A IS SAID TO BE FRECHET DIFFERENTIABLE AT 

X IF THERE IS A U IN BL(E,E) SUCH THAT 

LIM {|AY-AX-U(Y-X)|/|X-Y|} = 0. 
Y->X 

U IS CALLED THE FRECHET DERIVATIVE OF A AT X AND WILL BE DENOTED DA(X). 

THE BASIC PROPERTIES OF THE FRECHET DERIVATIVE CAN BE FOUND IN 

[ 5 , CHAPTER V I I I ] . HERE THE NOTION OF FRECHET DERIVATIVE WILL BE USED 

TO OBTAIN A FURTHER RELATIONSHIP BETWEEN THE FUNCTIONS M [ ' ] AND Y [ * ] . 

TO ESTABLISH THIS RELATIONSHIP WE NEED THE FOLLOWING: 
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Lemma 2. 2. Suppose x and y are in E and V is an open subset of E which 
contains the line segment from x to y. If A is a continuous function 
from V into E which is Frechet differentiable at each point on the open 
line segment from x to v, then 

| Ax-Ay | < |x-y | sup{||dA(x+3(y-x))|| : 0 < 3 < 1) . 

For a proof of this lemma see [5, p. 155]. 
P r o p o s i t i o n 2.2. Suppose that V is an open convex subset of E and A is 
a Frechet differentiable function from V into E. Then these are 
equivalent : 

(i) A is in Ltp(£>, E) . 
(ii) sup{||dA(x)| : xeV} is finite. 

Furthermore, if (i) is true, then 
(iii) N[A] = sup{||dA(x)|| : xeV] and 
(iv) M[A] = sup{p[dA(x)] : xeV}. 

P r o o f . Since V Is convex, it is immediate from Lemma 2.2 that (ii) 
implies (i), and that N[A] < sup{||dA(x)|| : xeV} . Now let e be a 
positive number and let XQ be in P. Since V is open, there is a 
6 > 0 such that if Ix-x I < 6, then x is in V and if X / X , then 

1 o' o 
|dA(x )([x-x "1/1 x-x 1)1 < I Ax-Ax |/|x-x I + e 

< N[A] + e. 
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Consequently (1) implies (ii) and we also have that sup{|| dA (x )|| : 

xeV] < N[A]. Hence if (i) is true, so Is (ill). Let T = sup{y[dA(x)] 

x e V } . If h > 0, then J + hA in Frechet differentiable on V and 

d(I + hA) = I + hdA. From part (iii) we have that N[I+hA] > |l+hdA(x)|| 

for each x in V, and It follows that M[A] > I'. Furthermore, from 

part (iii), for each h > 0 there is an x^ in V such that N[I+hA] < 

|| I + hdA(x )| | + h 2 . If 2hN[A] < 1, then 2h||dA(xh)|| < 1 and, by 

Corollary 2.2, 

N[I+hA] < ||l + hdA(xh)|| + h 2 

< I + hy[dA(xh)] + 4h2||dA(xh)|2 + h 2 

< 1 + hr + h2(4N[A]2 + 1). 

Thus (N[I+hA] - l)/h < T + h(4N[A]2 + 1) for all sufficiently small 

h > 0 and part (Iv) follows. 

In the proof of Proposition 2.2 we have shown 

C o r o l l a r y 2 . 5 . If V is an open convex subset of E, A is a Frechet dif-

ferentiable member of L i p [ V , E } , and h is a positive number such that 

2hN[A] < 1, then 

|(N[I+hA] - l)/h - M[A]| < h(4N[A]2 + 1). 
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Example 2.2. Suppose that E i s the space of r e a l numbers, A i s a con

t inuously d i f f e r e n t i a b l e function from E into E, and V i s a bounded 

open subinterval of E. Then A i s in L.Ajp[V,E) (more p r e c i s e l y , the 

r e s t r i c t i o n of A to V Is in LTP(£>,E)), N[A] = s u p { | A ' ( x ) | : xeV}, 

and H[A] = sup{A' (x ) : xeV]. 

Definition 2.8. For each subset V of E denote by LN(P,E) the c l a s s of 

a l l functions A from V into E for which there is a number K such that 

lim ( | x - y + h[Ax-Ay]| - | x - y | ) / h < K |x -y | 
h^+0 

for each x and y in D. Denote by L[A] the smallest number K such that 

t h i s inequal i ty holds. 

Proposition 2.3. Suppose that V i s a subset of E, K is a number, and A 

i s a function from V into E. Then these a r e equivalent: 

( i ) A i s in Ln[V,E) with L[A] < K. 

( i i ) Re(Ax-Ay,g) < K |x -y | for a l l x and y in V and a l l g in 

G(x-y) . 

( i i i ) Re(Ax-Ay,f) < K|x-y | for a l l x and y in V and a l l f in 

F ( x - y ) . 

Furthermore, i f ( i ) holds then L[A] i s the smallest number K for which 

the i n e q u a l i t i e s in ( i i ) or ( i i i ) hold. 

Proof. The f a c t the ( i ) and ( i i ) a r e equivalent I s immediate from 

Lemma 1 .3 and the f a c t that ( i i ) and ( i i i ) a r e equivalent i s immediate 
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from the definition of G and F. The last assertion of the proposition 

is also evident. 

EXAMPLE 2.3. Suppose E is a Hilbert space and let (x,y) denote the 

inner product of x and y for each x and y in E. Using the natural 

identification of E with E, If x Is In E then F(x) is a subset of 

E. Furthermore, it is immediate that x is in F(x) for each x is E. 

Since E is uniformly convex (see Example 1.2), we have by Remarks 

1.4 and 2.2 that F(x) contains exactly one member, and hence 

F(x) = {x} for each x In E. Consequently, by Proposition 2.3, If V 

is a subset of E and A is a function from V into E then A is in Ln[V,E) 

if and only if there is a number K such that 

i i 2 Re(Ax-Ay,x-y) < K|x-y| 

for all x and y in V. Furthermore, L[A] is the smallest number K such 

that this inequality holds. 

PROPOSITION 2.4. If A and B are In Ln{V,E) then 

(i) For each r > o, rA is in Ln[V,E) with L[rA] = rL[A] . 

(ii) A + B is in Ln{V,E) with L[A+B] < L[A] + L[B]. 

(ill) For each a In K, A + al is In Ln{V,E) with 

L[A+aI] = L[A] + Re(a). 

PROOF. With the notations of Chapter I let X be E and let p[*] be |•|. 

Then 
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lim ( | x - y + hfAx-Ay]| - | x - y | ) / h = m [x-y,Ax-Ay] 
h->+0 + 

for each x and y in V so that the a s s e r t i o n s of t h i s proposit ion follow 

eas i ly from p a r t s ( I ) , ( i i ) , and (v) of Lemma 1 . 2 . 

P r o p o s i t i o n 2 . 5 . I f A i s in Lip[V,E) then A i s in Ln[V,E) and 

L[A] < M[A] . 

P r o o f . I f x and y are in V then 

lim ( | x - y + h[Ax-Ay]| - | x - y | ) / h < lim (N[I+hA] |x-y | - | x - y | ) / h 
h->+0 h->+0 

= M[A]|x-y| 

and the a s s e r t i o n s of the proposit ion are immediate. 

D e f i n i t i o n 2 . 9 . Suppose that V i s a subset of E and A i s a function 

from V in to E . Then 

( i ) A i s said to be a c c r e t i v e on V i f Re(Ax-Ay,f) > 0 for 

a l l x and y In V and a l l f in F ( x - y ) . 

( i i ) A i s said to be monotonic on V i f Re(Ax-Ay,f) > 0 for 

a l l x and y in V and some f in F ( x - y ) . 

R e m a r k 2 . 9 . The def in i t ion of an a c c r e t i v e operator i s given by 

Browder i s [ 2 ] and t h a t of a monotonic operator i s given by Kato in 

[ 8 ] . I t i s c l e a r from the de f in i t ions t h a t i f A i s a c c r e t i v e on V 

then A i s monotonic on V. Furthermore, i t i s c l e a r from the 
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relat ionship between F and G (see Remark 2.2) that the following hold: 
(1)' A is accretive on V if and only if Re(Ax-Ay,g) > 0 

for all x and y in V and all g in G(x-y). 
(ii)' A is monotonic on V if and only if Re(Ax-Ay,g) > 0 for 

all x and y in V and some g in G(x-y). 
P r o p o s i t i o n 2 . 6 . Suppose V is a subset of E, A is a function from V into 
E, and \ is a real number. Then these are equivalent: 

(i) A is in Ln[V,E) with L[A] < X. 
(ii) XI - A is accretive on V. 

P r o o f . If (i) is true then L[A-AI] = L[A] - X < 0 so by Proposition 
2.3, Re(Ax-Xx-Ay+Xy,f) < 0 for all x and y in V and all f in F(x-y). 
It is now immediate that XI - A is accretive on V, and so (i) implies 
(II). Now suppose (ii) is true. If x and y are in V and f is in 
F(x-y) then 

0 < Re(-Ax+Xx+Ay-Xy,f) 

= -Re(Ax-Ay,f) + XRe(x-y,f) 
i 12 

= -Re(Ax-Ay,f) + X|x-y| . 
i 12 

Thus Re(Ax-Ay,f) < X|x-y| and (i) is true by Proposition 2.3. 
C o r o l l a r y 2 . 6 . If A is a function from V into E then -A is accretive on 
V if and only if A is in Ln{V,E) and L[A] < 0. 
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Remark 2.10. There i r; d result pertaining to monotonic operators which 
is analogous to Propo.,it ion 2.6. By using part (ii) of Lemma 1.3 and 
techniques analogous to those used in the proof of Proposition 2.6 one 
can show that if A is a function from V into E and A is a real number, 
then these are equivalent : (i) lim (]x-y + h[Ax-Ay]| - |x-y|)/h < A|x-y|. h+-0 

(ii) Al - A is monotonic on V. 
Since we will be mainly concerned with functions which are in 

Ln[V,E), we will restrict our attention to accretive operators as 
opposed to monotone operators. However, note that if F(x) consists of 
exactly one member for each x in C, then the notions of monotonic 
operators and accretive operators are the same--for example, If E is 
uniformly convex (see Remark 1.4). 

We say that fund i.on A from V into E has a logarithmic deriva-
i ive on P if A is in Ln{V,E}. The number L[A] is called the logarithmic 
derivative of A on P. As a consequence of Proposition 2.6 we see that 
A has a logarithmic derivative on V if and only if there is a number A 
such that Al - A is accretive on V. Furthermore, it follows easily 
that L[A] is the smallest number \ such that Al - A is accretive on V. 
Using the notion of accretive operators, several results on the 
existence of solutions to differential equations have been obtained in 
Banach spaces whose dual space is uniformly convex (for example, see 
[3] and [8]). With this in mind we make the following definition: 
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D e f i n i t i o n 2 . 1 0 . For each subset V of E denote by ULn[V,E) the class 
of all functions A from V into E having the following property: there 
is a number K such that for each bounded subset Q of V for which the 
image of £ under A is bounded, and for each pair of positive numbers 
3 and c, there is a positive number 5 = 6(Q., 3,e) such that 

(|x-y + h[Ax-Ay]| - |x-y|)/h < K|x-y| + e 

whenever 0 < h < 6 and x and y are in Q_ with |x-y| > 3- Denote by 
L'[A] the smallest number K for which this inequality holds. If A is 
a member of ULn[V,E) then A is said to have a uniform logarithmic deriva
tive on V and L'[A] is called the uniform logarithmic derivative of A 
on V. 

R e m a r k 2 . 1 1 . Suppose that A is in ULn[V,E) and x and y are in V with 
x f y. By taking Q_ = (x,y} and 3 = [ x-y | in Definition 2.10 we have 
that 

lim (|x-y + h[Ax-Ay]| - |x-y|)/h < Lf[A]|x-y|. h++0 
Consequently, A is in Ln[V,E) and L[A] < L'[A]. As in the proof of 
Proposition 2.5 one can show that if A is in Lip{V,E) then A is in 
ULn[V,E) and L'[A] < M[A] . Thus we have the following sequence of 
set inclusions: 

Up(P,E) c ULn[V,E) c Ln[V,E) . 
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P r o p o s i t i o n 2 . 7 . Suppose V i s a subset of E and A and B a r e in 

ULn[V,E). Then 

( i ) For each r > 0, rA i s in ULn[V,E) with L ' [ r A ] = r L ' [A] . 

( i i ) I f A and B a r e bounded on a bounded subset Q. of V when

ever A + B i s bounded on Q., then A + B i s in ULn[V,E) 

with L'[A+B] < L' [A] + L ' [ B ] . 

( i i i ) For each a in A + a l i s in ULn[V,E) with 

L ' [A+aI ] = L '[A] + Re(a). 

The proof of t h i s proposit ion i s s imi lar t o the proof o f the 

analogous p a r t s of Lemma 1.2 and i s omitted. 

* 
P r o p o s i t i o n 2 . 8 . I f E i s uniformly convex and V i s a subset of E, 

then Ln[V,E) = ULn[V,E) and i f A i s in ULn[V,E), then L'[A] = L[A] . 

P r o o f . We have by Remark 2 .11 that ULn[V,E) c Ln[V,E) and L[A] < L'[A] 

Now suppose that A i s in Ln[V,E) and Q. i s a bounded subset o f V for 

which there i s a constant Y such that | Ax | < Y for each x in Q_. Let 8 

and £ be p o s i t i v e numbers and, by Lemma 1 . 4 , choose a pos i t ive number 6 

such t h a t i f 0 < h < 6 and x and y are in Q. with |x-y | > 3, then 

( | x - y + h[Ax-Ay]| - | x - y | ) / h < Re(Ax-Ay,g) + e 

for g in G ( x - y ) . From part ( i i ) of Proposit ion 2 . 3 , Re(Ax-Ay,g) < 

L [ A ] | x - y | , and i t follows that A i s in ULn[V,E) with L'[A] < L [ A ] . 

This completes the proof. 
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We now give an example to show that ULyi[V,E) is not always equal 

to Ln[V,E) . 

Example 2 . 4 . Let E denote the space of all continuous functions x from 

[0,2] into the real numbers such that x(0) = x(2) = 0, and, in this 

example, 1*1 denote the norm on E defined by xl = max{ x(t) : 

te[0,2]}. Let V be the set of all x in E such that x' exists and x' 

is in E. Define the function A from V into E by Ax = x' for each x 

in V. Let x be a nonzero member of V and for each h > 0 let t(h) be 

a member of [0,2] such that |x+hxT| = |x(t(h)) + hx'(t(h))|. Since 
m 1 

oo 
[0,2] is compact, let (h be a sequence of positive numbers such 
that lim h = 0 and there is a t in [0,2] such that lim t(h ) = t . n o n o n-^oo n-^oo 

By the choice of t(h ), it is clear that |x| = |x(t ) and hence, 

n
 1 'm 1 o 1 

x T(t ) = 0 and |x(t(h ))| < |x(t )| for all n > 1. Thus, o 1 n ' 1 o ' lim (Ix+hAxI - Ixl )/h = lim(lx(t(h )) + h xT(t(h ))| - |x(t )|)/h 
n

 1 'm 1 lm 1 n n n 1 1 o 1 n h-H-0 n-*°° 

< lim(|x(t(h n))|/h n + |x'(t(hn))| - |x(t o)|/h n) 

n>°° 
< lim|x'(t(h )) 1 n 

0. 

Since A is linear, then A is in Ln[V,E] with L[A] < 0. 

Now assume, for contradiction, that A is in ULn[V,E). Let 

r = max{4|L'[A]I,4} and let 0 = {xeV : Ixl < 2 and Ix't < V ] . 
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Since is bounded and |Ax | < Y for all x in 0, there is a positive 

number 6 less than one such that if x is in 0 with Ixl > 1 and 
1 'm 

0 < h < 6, then 

( x + hAx - x )/h < L*[A] x + 1/2 m m 1 m 

2 2 Define the member x r of E as follows: x.(t) = Y t /2 if t Is in o o 
[ 0 , F _ 1 ) ; x x(t) = 1/2 + F ( t - F - 1 ) if t is in [F _ 1,3r _ 1/2) ; o 
x 6(t) = 1 + 6 sin(F6~1(t-3F~1/2)) if t is in [3F _ 1/2,3F~ 1/2 + 

T T 6 F _ 1 / 2 ) ; x r(t) = 1 + 6 if t is in [3F _ 1/2 + 7T6r_1/2,l]; and o 
x r(t) = x r(2-t) if t is in (1.2]. Then x r is in Q with |x r| = 1 + 6 6 6 6 1 6'm 
Thus, by the choice of 6, 

( | x . + 6x'| - Ix I )/6 < L 1[A]Ix | + 1/2. 
6 6 m 6 m 6 m 

Furthermore, since |xr + 6x'| > |xr(3r 1 / 2 ) + 6x'(3T 1 / 2 ) | = 1 + 6T 
1 6 6 m 1 6 6 1 

and |xJ = 1 + 6, we have 1 6 m 

( x x+6x x - x r )/6 > (l+6r-l-6)/6 6 6 m 6 m 

r - l. 
Since T > 4|L'[A]| and |x r| < 2 we have that F - 1 < L'[A]|xJ + 1 1 1 6'm 1 6'm 

1/2 < T/2 + 1/2. But this implies that T/2 < 3/2 which is impossible 

since Y > 4. This contradiction shows that A is not in LlLn(V,E), and 

so, in this case, ULn{V,E) i Ln[V,E). 
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Remark 2.12. The example above shows that there i s a Banach space E, 

a subset V of E, and a discontinuous function A from V into E which i s 

in Lyi[V,E) but not in ULYI[V,E). The author does not know of an example 

of a continuous member A of Ln[V,E) which is not in ULn[V,E). However, 

i t wi l l be proved (see Proposit ion 6 . 3 ) that I f A i s uniformly cont in 

uous on bounded subsets of E and A i s in Ln[E,E), then A i s in ULn[E,E) 

and L T[A] = L[A]. 

The spaces BL[V,E) and L*,p[V,E) a r e well-known although the 

de f in i t ion of the logarithmic norm M[*] on Lqa(P,E) seems t o be new. 

As a consequence of Proposit ion 2 . 6 , we have that the space Ln[V,E) 

c o n s i s t s p r e c i s e l y of a l l functions A from V into E for which there 

i s a number A such t h a t AI - A i s a c c r e t i v e on V. The notion of a c c r e 

t i v e operators i s well-known, but the l imi t c h a r a c t e r i z a t i o n given here 

seems to be new. However, in the case that A i s l i n e a r , Lumer and 

P h i l l i p s [ 1 3 , Lemma 3 . 2 ] give a s imi lar c h a r a c t e r i z a t i o n . The l imi t 

c h a r a c t e r i z a t i o n of the space ULn{V,E) seems to be new and t h i s wi l l be 

used t o prove some ex i s tence theorems for d i f f e r e n t i a l equations which 

have previously been proved under the assumption t h a t E i s a Hilbert 

space or t h a t the dual space E i s uniformly convex. 

Remark 2.13. We have t h a t i f V i s a subset of E then L<ip[V,E) c 

ULn{V,E) c Ln[V,E) and t h a t proper containment can occur . We a lso 

have that i f A i s in Lip[V,E) then M[A] > L T[A] > L [ A ] . The author 

does not know i f M[A] = L[A] in genera l . However, i f V i s a subspace 

of E and A i s in BL{V,E) then Lumer [ 1 2 , Lemma 12] shows t h a t 

y[A] = L[A]. One can then show t h a t i f V i s an open convex subset of 



E and A is a Frechet differentiable member of Lcp(Z?,E] then M[A] 

LEA]. 
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CHAPTER III 

COMPUTATION OF THE LOGARITHMIC NORM 

In this chapter we establish some procedures for the computation 

of the logarithmic norm. These are used both to illustrate some of 

the applications of the methods developed here and to connect some of 

these results to those of others. 

Let |*| be a norm on the vector space E which is equivalent to 

the norm I•I on E and let a and b be positive numbers such that 1 1 o o 
a Ixl < |x| < b |x| for all x In E. If V is a subset of E and A is a o 1 1 o 1 1 o 1 1 o 

function from V into E, then |Ax-Ay| /Ix-yI < b a ̂ |Ax-Ay|/Ix-y| so 
I j \ Q \ J \ Q o o 1 1 1 1 

that E, equipped with the norm |*l0> generates the same classes BL[V,E) 

and L-cp(P,E) as does E equipped with the norm |*| . If for each A in 

Up[V,E) 

N Q [ A ] = sup{I Ax-Ay| /|x-y : x,yeD, x^y}, 

then N is said to be induced by the norm • . If o 1 1 o 

M [A] = lim ( N [I+hA] - l)/h o o h-H-0 

for each A in L-Lp[V,E) , then M q is said to be induced by the norm |'|Q 

Analogous definitions apply to ||*|l0 a n <i 0̂̂ -"-' o n ^ e s P a c e Bi[V,E). 
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Note that if A is in Llp[V,E) then a b 1N[A] < N [A] < b a 1N[A] , so 
' o o o o o 

that the seminorms N[*] and N [•] are equivalent seminorms on the 

vector space L-lp[V,E). 

Example 3.1. Suppose that Q is an invertible member of B L ( E , E ) and, 

for each x in E, let | X | Q = |Qx|. It is easy to check that I'IQ is a 

norm on E and since || Q|| "̂|x| < |x| ^ l|Q ~*1IIxIQ ^ o r e a c n x in E , I'IQ 
is equivalent to |*|. If ||*|| and a r e induced by the norm I'IQ 

and A is in B L ( E , E ) then 

A|IQ = sup{ | Ax | Q : |x| = 1} 

= sup{IQ-A-Q 1y| : |y| = 1} 

= ]Q'A-Q 1||, 

and hence, 

y [A] = lim (|| I+hQ-A-Q 1|| - l)/h 
^ h++0 

y C Q ' A - Q 1 ] . 

Example 3.2. Suppose the Q and I'IQ a r e a s in Example 3.1, V is an 

open convex subset of E } and A is a F r e c h e t differentiable member of 

L<lp[V,E) . If N Q and are induced by the norm |'|Q» then by Proposi

tion 2.2 and Example 3.1 
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N [Al = sup{||Q-dA(x)-Q 1|| : xeV} 
and 

M [A] = sup{y[Q-dA(x)-Q 1] : xeV) 
Example 3 . 3 . Suppose that n is a positive integer and E is the vector 
space Kn of column vectors )? where each ^ is in K. Associate the 

K 1 K 

vector space BL[KU, KU) with the nxn matrices with entries in K. With 
the following norms on f(n, Lozinskii [11, Lemma 4] derives formulas for computing IIaII and y[A] where A = (a..) is an nxn matrix and a., is in K, & II II 1 : 1 : (i) If | = max{ I | : 1 < k < n} and |l • || and y,[*l are 

K 1 1 K 1 1 n 
induced by |*| then |a|| = max{ J | : 1 < i < n} and 

1 1 k-1 l k 

y [A] = max{Re(a..) + ]» |a | : 1 < i < n}. l n . .. lk k?i 
n 

(ii) If I (5]̂  I 2 = I I I and II* II 2 and 2̂̂ '̂  a re induced by 
k=l 

n |*|9 then ||a|| = max{ £ |a . | : 1 < j < n} and 
1 1 k=l k : 

y [A] = max{Re(a..) + \ |a | : 1 < j < n}. 
1 11 K : 

(iii) If |(£k)"l3 ~ { \ |^k|2}1//2 and j| * II3 and 3̂̂*̂  a re induced k=l by then ||a|| = max{/A~ : A is an eigenvalue of A*A } and !Jg[A] = max{A/2 : A is an eigenvalue of A + A }. (Here A is the adnoint of A--i.e. A = (b..) where il 
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Example 3.4. As in Example 3.3, let E = KU
 and suppose that V is an 

open convex subset of Kn and A is a Frechet differentiable member of 

LZp[V,Kn). For each integer k in [l,n] let A denote the function 

K 
from V into K such that Ax = (A, x)^ 1 for each x in P. Since A is 

k 1 
Frechet differentiable on V, for each x = (̂ i)? a n d each integer i in 
[l,n], the partial of A, with respect to £. at x--denoted d.A. (x)--

k l l k 

exists and dA(x) is associated with the matrix (d.A.(x)). If • L is 

I j 1 '1 

the norm on K n which is defined in part (i) of Example 3.3, and and 

are induced by I* 1-̂5 then by Proposition 2.2 and Example 3.3 

n 
N [A] = sup{max{ £ |d.A, (x)| : 1 < i < n} : xeV} 

1 k=l 1 k 

and 

M-i [A] = sup (max (Re(d.A.(x)) + I |d.A (x)| : 1 < i < n} : xeV} 

1 1 1 , , . 1 K 
Analogous formulas hold for the norms | • | ̂  l*'3 defined in parts 

(ii) and (iii) of Example 3.3. 
2 

Example 3.5. Suppose that K is the field of real numbers, E = K , and, 
2 2 for notational convenience, let ) denote the member (£, ) of K . 12 k 1 

2 2 
If A is the function from K into K defined by A(£ ) = (-2̂  + 

2 2 cos(^), sin (C-̂ ) - ^ o r e a c n (C-^^^ i n ^ » then A is Frechet dif-
2 

ferentiable on K and dA(£ is associated with the matrix 
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-2 

SIN(2C1) -1 

2 2 2 SINCE DA IS BOUNDED ON K , A IS IN LLp[K ,/< ) BY PROPOSITION 2.2 . LET 

Q. BE THE MEMBER OF BL[K.2,K2) SUCH THAT Q(£ ) = ( ^ , 2 ^ / 3 ) FOR EACH 

2 -1 (E, ,E,^) IN K . ONE EASILY SEES THAT Q*DA(R^,4^) «Q IS ASSOCIATED WITH 

THE MATRIX 

-2 

2 SIN(2C 1)/3 

-3 SIN(C 2)/2 

CONSEQUENTLY, IF | ( C 1 , C 2 ) | 1 = MAX{ | | » | C 2 | > 9 = | Q ( ^ , £ 2 ) | 1 , 

IS INDUCED BY A N D I S INDUCED BY |"|Q» THEN BY EXAMPLE 3. 

M [A] = SUP{Y1[Q-DA(C1,^2)-Q ] : C ^ , ^ ) ^ } 

BY PART ( I ) OF EXAMPLE 3 .3 , 

M1CQ-DA(C1,C2)-Q X ] = MAX{-2 + |3 SIN(C2)/2|9 -1 + |2 S IN(C 1 ) /3 | ) 

< - 1 / 3 . 

HENCE MQ[A] < -1/3 AND IT FOLLOWS FROM COROLLARY 2.3 THAT A IS A BIJEC-

TION, A _ 1 IS IN Llp[K.2,K.2), AND N [ A _ 1 ] < 3. 
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I f A i s in B l ( E , E ) the spectrum of A—denoted a ( A ) - - i s the set 

of a l l members A of K such that (AI-A) ^ i s not a member of B L ( E , E ) . 

For the remainder of t h i s chapter we wi l l be in teres ted in the case 

when E i s a Hilbert space. For notat ional convenience we suppose that 

H i s a Hilbert space over the f i e ld K and i f x and y are in H, ( x , y ) 

denotes the inner product of x with y. I f A Is in BL[H,H) the adjo int 

of A--denoted A —Is defined by the r e l a t i o n (Ax,y) = (x,A y) for each 

x and y in H. 

Proposition 3.1. I f A Is a member of BL[ti,ti) then 

( i ) A" i s in Bl[H,H) with ||A"|| = ||A|| and y[A~] = y[A] . 

( i i ) ||A|| = | |A-A' V | | 1 / 2 = sup{/A~ : Aea ( A* A " )} . 

( i i i ) y[A] = sup{A/2 : Aea(A+A")}. 

( i v ) u[A+A*':] = y[A] + y[A"]. 

Proof. A proof o f part ( i i ) and the f a c t t h a t A i s in BL[H,H) with 

||AV|| = ||A|| can be found in [ 2 0 , pp. 250 and 3 3 1 ] . The f a c t that 

y[A ] = y[A] follows immediately from part ( i i i ) since A = A. I f h 

i s a pos i t i ve number, we have from part ( i i ) t h a t 

| | l+hA|| 2 = ||l + h(A+A") + h2A-A"|| 

= 1 + h sup{A : A<£O(A+A ' V + hA • A")}. 

Hence 
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(||l+hA|| - l)/h = (||l+hA|| + 1) (|l+hA|| - D/h 

= (||l+hA|| + l) - 1sup{X : Aeo(A+A" + hA'A")}, 

and part (iii) is established by letting h-^+0. Part (iv) is immediate 

from part (iii ). 

A member A of BL[H,H) is said to be self-adjoint if A = A . If 

A is a self-adjoint member of BL[H,H) and A is in a(A) then A is real, 

(Ax,x) is real for each x in H, and if y - inf{(Ax,x) : |x| = 1 } and 

T = sup{(Ax,x) : |x| = 1}, then y < A < Y . Furthermore, y and r are in 

a(A) (see [20, p. 330, Theorem 6.2-B]), and ||a|| = max{|y|,|T|} (see 

[20, p. 325, Theorem 6.11-C]). Since A = a", it follows easily from 

part (iii) of Proposition 3.1 that y[A] = V and -y[-A] = y. A member 

P of BL[H,H) is said to be positive definite self-adjoint if P is self-

adjoint and if inf{(Px,x) : |x| = 1} > 0 (i.e. if -y[-P] > 0). If P Is 

a positive definite self-adjoint member of BL[HfH)f then there is a 

unique positive definite self-adjoint member S of BL[U,U) such that 
2 

S = P (see [19, p. 265]). Furthermore, both P and S are invertible 
members of BL[HfH), and P ^ and S ̂  are positive definite self-adjoint 

-2 -1 II || 2 II with S = P Note also from part (ii) of Proposition 3.1, ||S| = || P 

and ||S_1||2 = ||P-1||. 

Example 3 . 6 . Suppose that P and S are positive definite self-adjoint 
2 

members of BL[H,H) such that S = P. For each x and y in H define 

(x,y) = (Sx,Sy) = (Px,y). This is an inner product on H and if |•| is 

the norm on H induced by this inner product (i.e. |x| = /(x,x) ) then 
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| x | c = | Sx | for each x in H. Thus, by Example 3.1, if a n ^ 

are induced by |*| then ||A|| = || S - A - S 1|| and p Q [A] = |j[S*A*S 1 ] 

for each A in BL(H,H). 

Proposition 3.2. Suppose that P and S are as in Example 3.6, A is in 

's1 BL[H,H), and F = sup{A : A£a(P-A + A"«P)}. Then \i [A] < r||P 1 | |/2 if 

F > 0, and u0[A] < r||p|| 1/2 if r < 0 
Proof. By Proposition 3.2 and Example 3.6, 

U S[A] = u[S-A-S X ] 

= sup{A/2 : Aea(S-A-S 1 + S 1 - A " - S ) } 

Furthermore, if z(X) = s ^x/|s "'"X | for each x in H with |x| = 1 and A 

is in a(S 'A-S _ 1 + S _ 1 « A " ' S ) , then 

A < sup{([S-A-S 1 + S 1 - A " - S ] X , X ) : |x| = 1} 

= sup{(S -"-XjS -"-XXCP-A + A " - P ] Z ( X ) , Z ( X ) ) : |X| = 1}. 

Since (S Xx,S Xx) = |s Xx | 2 and || S 1 | | 2 = ||P , we have ||P|| 1 < 

|s_1x|2 < IIP-1!! for all x in H with IXL = 1. Since 

T = sup{[P-A + A"P]z(x),z(x)) : |x| = 1}, 



it follows that if T > 0 then A < r||P || , and if V < 0, then 
A < r||p|| and the proposition is true. 
Example 3 . 7 . Consider I he vector space as defined in Example 3.3, 
and if x = (f̂ ,̂ ) and v = (n1,n2) define (x,y) = F̂r̂  + C9n?- Define 
the 2x2 matrices A, I', and S as follows: 

A = 
-1 4 
0 -J and S = 0 9 0 3 

Then P and S are positive definite, self-adjoint, and S = P. Further
more, u[A] = 1, the largest eigenvalue of P-A + A P is t/5~ - 10, and 
U0[A] = -1/3. 
Example 3 . 8 . Suppose that V is an open convex subset of the Hilbert 
space H and A is a Frechet dif f erent iable member of L-lp[V,H). Suppose 
further that P and S are positive definite self-adjoint members of 2 i 
BL[H,H) such that S = P. As in Example 3.6 let |•| be the norm on H defined by IxI„ = ISxI for each x in H. For each x in V let 1 1S 1 1 

T = sup{A : A£o(P-dA(x) + dA(x)'k-P) and xeV} . 

By Proposition 2.2 T is finite, and by Propositions 2.2 and 3.2, if 
Mg is Induced by |'ls» t nen M

Ŝ A] < r||P_1||/2 if T > 0 and 
M [A] < r||p||-1/2 if T < 0. 
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CHAPTER IV 

SOME BASIC DEFINITIONS AND LEMMAS 

In this chapter we develop a sequence of definitions and lemmas 

which are frequently used in establishing existence and stability 

theorems for differential equations. Most of the lemmas given here 

are well-known, and those which have long or complicated proofs will 

be referenced. 

00 

Definition 4.1. A sequence (x
n)-^ i-n ̂  ̂ s s aid t° converge weakly to a 

member x in E if lim (x ,f) = (x,f) for each f in E . In this case we 
n-*-°° 

write w-lim x = x. 
n 

n->oo 

Definition 4.2. Suppose that [a,b] is an interval and u is a function 

from [a,b] into E. Then u is said to be weakly continuous on [a,b] if 

w-lim u(s) = u(t) for each t in [a,b]. The function u is said to be 

weakly differentiable on [a,b] if for each t in [a,b] there is a u'(t) 
such that w-lim (u(t+h) - u(t))/h = u'(t). If, in addition, the func-

h+0 

tion t -> u'(t) of [a,b] into E is weakly continuous, then u is said to 

be weakly continuously differentiable on [a,b]. 

Remark 4.1. Note that if lim x = x then w-lim x - x. Consequently, 
n n 

if u is continuous, differentiable, or continuously differentiable on 

[a,b] then u is weakly continuous, weakly differentiable, or weakly 

continuously differentiable on [a,b], respectively. 
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Some of the theory of Bochner integration will be needed and 

the reader is referred to [7, pp. 78-88] or [22 , pp. 132-136] for a 

discussion of this theory. A list of the lemmas which will be needed 

is given below. 

Let q be a function from the interval [a,b] into E. Then q is 

said to be finitely-valued if there is a finite family {B, : 1 < k < n} 

of mutually disjoint measurable subsets of [a,b] and a finite family 

{x^ : 1 < k < n} of members of E such that q(t) = x^ for each t in B^ 

and q(t) = 0 for each t not in u B . The Bochner integral of q over 
k k 

[a,b] is defined as 

(B) / q(s)ds = I m(B k)x k 

a k=l 

where m(B, ) denotes the Lebesque measure of B . A function v from [a,b] 
k k 

into E is said to be Bochner integrable on [a,b] if there is a sequence 

oo 
(q )., of finitely-valued functions on [a,b] such that lim q (t) = v(t) n 1 , n b n̂ °° for almost all t in [a,b] and lim J v(s)-q (s)|ds = 0. The Bochner n n-̂°° a 
integral of v on [a,b] is defined as 

b b 
(B) / v(s)ds = lim (B) / q (s)ds. 

a n̂ °° a 

Lemma 4.1. If v is a Bochner integrable function on [a,b] then |v| in 

Lebesque integrable on [a,b] and 

b b 
(B) / v(s)ds| < / |v(s)|ds. 

a a 
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(see [7, Theorems 3.7.4 and 3.7.6]). 
oo Lemma 4.2. If (v ) i.. a sequence of Bochner integrable functions on n 1 

[a,b] such that v(t) = lim v (t) for almost all t In [a,b] and there 
is a Lebesque integral) Le function p on [a,b] such that lv

n("t)| - p(t) 
for each n > 1 and almost all t in [a,b], then v is Bochner integrable 
on [a,b] and 

b b (B) / v(s)ds = lim (B) / v (s)ds. 1 J n a n->°° a 
(see [7, Theorem 3.7.9]). 
Lemma 4.3. If v is a Bochner integrable function on [a,b] and u(t) = t (B) / v(s)ds for each t in [a,b], then for almost all t in [a,b] a 
u' ('t) exists and equals v(t). (see [7, Theorem 3.7.11 and Corollary 
2]). 
Lemma 4.4. Suppose that u is a Lipschitz continuous function from 
[a,b] into E which has a weak derivative almost everywhere on [a,b]. 
Then u is differentiable almost everywhere, u' is Bochner integrable 
on [a,b] and 

t 
u(t) = u(a) + (B) / u'(s)ds 

a 
for all t in [a,b] (see [7, Theorem 3.8.6]). 



48 

Lemma 4 . 5 . Suppose that, q is a function from [a,b] into E and 

p(t) = |q(l)| for each t in [a,b]. Then 

(I) if q (t) exists then p (t) exists and 
p'(t) = lim (|q(t)+hq'(t)| - |q(t)|)/h; and 

h->tO 
(ii) if q'(t) exists then p'(t) exists and 

p^t) = lim (|q(t)+hq'(t)| - |q(t)|)/h. 

ĥ -0 
Proof. The existence of each of these limits follows from Lemma 1.1. 

If q_|_(t) exists and h > 0 is such that t t h is in [a,b] then 

|[|q(t+h)| - |q(t)|]/h - [|q(t)+hqj(t)| - |q(t)|]/h| 

= |[|q(t+h)| - |q(t) + hq'(t)|]/h| 

< |[q(t+h) - q(t)]/h - qj(t)| 

and part (i) follows by letting hr>+0. Part (ii) is proved analogously. 

Lemma 4 . 6 . Suppose that u is a continuous function from [a,b] into E 

which is differentiable almost everywhere on [a,b]. Suppose further 

that |u| is absolutely continuous on [a ,b] and there are Lebesque 

integrable, real valued functions n and y on [a,b] such that If 

p(t) = |u(t)| for each t in [a,b] then either 

(i) p_|_(t) < n(t)p(t) + y ( t ) for almost all t in [a,b], or 

(ii) p\t) < n(t)p(t) + for almost all t in [a,b]. 

It follows that 
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t t t 
p(t) < p(a)exp(J n(s)ds) + J y(s)exp(J n(r)dr)ds 

a a s 

for each t in [a,bj. 

t 
Proof. If q(t) = p(t)exp(-J n(s)ds) then q is absolutely continuous 

a 
on [a,b] so that q'(t) exists almost everywhere and q(t) = q(a) + 
t 

J q (s)ds for each t in [a,b]. Suppose that (i) Is true. Then for 
a 
almost all s in [a,b] 

q' (s) = q_̂ (s) 

s 
= [p_^(s) - n(s)p(s)]exp(-J n(r)dr) 

a 

s 
< y(s)exp(-/ n(r)dr). 

a 

Consequently, for each t in [a,b], 

t t s p(t)exp(-J n(s)ds) < p(a) + J Y(s)exp(-J n(r)dr)ds 
a a a 

and the assertion of the lemma when (i) holds follows. The proof when 

(ii) holds is similar. 

Remark 4.2. Note that if u is Lipschitz continuous on [a,b] then |u| 

is absolutely continuous. 

Definition 4.3. Suppose that X is a metric space with metric d and A 

is a function from X into E. The function A is said to be demicontinuous 
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on X if for each x in X and each sequence (x )_, in X such that 
n 1 lim d(x,x ) = 0, w-lim Ax = Ax. n n 

D e f i n i t i o n 4 . 4 . Suppose that X and X' are meti ie spaces with metrics 
d and dr, respectively, S Is a set, and {Â  : ocS} is a family of 
functions from X into X'. The family {Â  : oeS] is said to be equi
continuous on X if for each e > 0 and each x in X, there is a positive 
number 6 = 6(x,e) such that if y is in X with d(y,x) < 6, then dr(A y,A x) < e for all o in S. If 6 is independent of x in X, the o a 
family {Â  : aeSl is said to be uniformly equicontinuous on X. 
D e f i n i t i o n 4 . 5 . Suppose that V is a subset of E, S is a set, and 
{A : aeS} is a family of functions from V into E. The family 
{Â  : aeS] is said to have an equiuniform logarithmic derivative on 
V if there are numbers M and A' such that IA x1 s M for all a in S and 

1 a 1 

x in V and, for each pair of positive numbers 3 and E, there is a 
positive number 6 = 6(35£") such that 

(|x-y+h[A0x-A0y]| - |x-y|)/h < A'|x-y| + £ 
whenever 0 < h < 6, a is in S, and x and y are in V with |x —y| > 3-
Remark 4 . 3 . Note that if the family {Â  : oeS] has equiuniform 
logarithmic derivative on V and A' is as in Definition 4.5, then A 
is in ULn[V,E) with Lr[A "| < A' for all a in S. Furthermore, if S is 

u 
finite and, for each a in S, A Is in ULn[V,E) and bounded on V, then 
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the family (A^ : oeS] has equiuniform logarithmic derivative on V, and 

A' can be taken as max{LT[A ] : aeS}. 
a 
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CHAPTER V 

EXISTENCE AND UNIQUENESS THEOREMS 

FOR DIFFERENTIAL EQUATIONS 

Suppose that [a,b] is an interval, V is an open subset of E, 

and {A(t) : te[a,b]} is a family of functions from V into E. In this 

chapter we give sufficient conditions to insure that the initial value 

problem 

(IVP) u'(t) = A(t)u(t), u(a) = z, ZEV 

has a unique solution on some subinterval [a,c] of [a,b], and also to 

insure that the solution can be extended to [a,b]. We are interested 

in three notions of solution to (IVP) which are defined as follows: 

D e f i n i t i o n 5 . 1 . Suppose that [a,c] is a subinterval of [a,b] and u is 

a Lipschitz continuous function from [a,c] into V such that u(a) = z. 

Then 

(i) u is said to be a solution in the usual sense to (IVP) on 

[a,c] if u is continuously differentiable and u'(t) = 

A(t)u(t) for all t in [a,c]. 

(ii) u is said to be a solution in the weak sense to (IVP) on 

[a,c] if u is weakly continuously differentiable and 

u'(t) = A(t)u(t) for all t in [a,c]. 
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(iii) u is said to be a solution in the extended sense to 

(IVP) on [a,c] if the function t ->• A(t)u(t) is Bochner 

integrable on [a,c] and 

1 
u(t) = z + (B) J A(s)u(s)ds 

a 

for all t in [a ,c] . 

T h e o r e m 5 . 1 . Suppose that V is an open subset of E and (A(t) : te[a,b]} 

is a family of functions from V into E which satisfies each of the fol

lowing conditions: 

(i) There is a number M such that |A(t)x| < M for all (t,x) 

in [a,b]x£>. 

(ii) For each x in V the function t -> A(t)x is Bochner integrable 

on [a,b]. 

(iii) The function (t,x) -> A(t)x is demicontinuous from 

[a,b]x£> into E. 

(iv) The family (A(t) : te[a,b]} has equiuniform logarithmic 

derivative on V. 

Then for each z In V there is a positive number p = p(z) and a unique 

function u from [a,a+p] which is a solution to (IVP) in the extended 

sense on [a,a+p]. 

The proof of this theorem will be given by a sequence of Lemmas 

each of which is with the suppositions of Theorem 5.1. Let z be in V 

and let 0 < p < b-a be sufficiently small so that if x is in E and 

|x-z| < pM, then x is in V. Also, for each positive integer n let 
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(TV)'.L VR BE A PARTI T ION OF [A,A+P] SUCH THAT T .' ,-T . < N FOR EACH 1 I=L 1 L+L I' 

INTEGER I IN [0 ,A(N)-L]. 

Lemma 5.1. FOR EACH N > 1 THERE IS A FUNCTION U FROM [A,A+P] INTO V 
N 

SATISFYING EACH OF THE FOLLOWING: 

( I ) U (A) = Z . N 

( I I ) |U (T)-U ( . ; ) | ^ M1 "T-S I FOR ALL T AND S IN [A,A+P]. 1 N N 1 1 1 

( I I I ) IF 0 < I < A(N)-1, THEN FOR ALMOST ALL T IN [ T V 9T? ), i / (T) 

EXISTS AND EQUALS A(T)U ( T ? ) . 
N I 

(IV) U' IS BOCHNER INTEGRABLE ON [A,A+P] AND N 

T 
U (T) = z + (B) / U'(S)DS N N A 

FOR EACH T IN [A,A+P]. 

Proof. LET u^LA) = z AND FOR EACH T IN [A,T^] DEFINE 

T 
(T) = z + (B) / A(S)ZDS. U N A 

INDUCTIVELY, FOR EACH INTEGER I IN [L,A(N)-L] AND FOR EACH T IN 

[T 1?,! 1? , ] DEFINE I ' L+L 

U (T) = U (T1?) + (B) N N I 

T 
A(S)U (TV^DS. N I 

t n 

I 

THE ASSERTIONS OF THE LEMMA NOW FOLLOW IN A ROUTINE MANNER FROM 

LEMMA 4.3. 
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Lemma 5 . 2 . The sequr-nc ^ u
n^l c o n s

 [
 r u c ^ n l̂iruna 5.1 is uniformly 

Cauchy on [a,a+pj. 

P r o o f . Since the family iA(t) : te[a,b]} has equiuniform logarithmic 

derivative on V, let A F be as in Definition 4 . 5 . We can assume without 

loss that A' 0 . Now K M c be a positive number. For the pair 

3 ' = eexp(-A 'p and i ' = eexp(-A 'p )/[4(p+l)] there is, by condition 

(iv), a positive number 6 = 6 ( 3 ' ,c') = 6(e) such that if 0 < h < 6 , 

t is in [a,a+p], and x and y are in V with |x-y| > 3 ' , then 

(5.1) (|x-y+h[A(t)x-A(t)y]| - | x-y|)/h < A'|x-y| + e'. 

Now choose a positive integer1 n such that 

( 5 . 2 ) n 1 < m i n { 3 ' / ( 4 M ) , eexp(-A 'p )/l>(p + 1 ) ( 2 A 'M + 4 M 6 1 ) ] } 

Note that n depends only on e, A', M, and p. The claim is that when
ever n > m > n and t is in [a,a+p], then |u (t)-u (t)| < e. Assume, 

o 1 n m 1 

for contradiction, that there is a T in [a,a+pj and integers n and m 

such that n > m > n and 
o 

(5.3) |u (T,)-u (T. )| > c . 
n 1 m l 

Let p(t) = |u (t)-um(t)| for each t in [a,a+pj. Then p is continuous, 

p(a) = 0, and p(T^) t -> 2 3 ' so there is a number T q in (a,^) such 

that p(T ) = 2 3 ' and p(t) > 2 3 ' for all t in [T ,T ]. Thus, by part 



(iii) of Lemma 5.1, if t is in [T ,Tn] and u (t) and u (t) exist, then 
o 1 n m 

there is an integer i in [0,A(n)-l] and an integer j in [0,A(m)-l] such that t Is in [t. ,t. . ), t is in [t. ,t.' , ), u (t) = A(t)u (tV), and 1 i + l "j n+1 n n i u'(t) = A(t)u (t™). By Lemma 4.5 and part (i) of Lemma 1.1, m m ] p'(t) = lim (|u (t)-u (t)+h[A(t)u (tI?)-A(t)u (t1?)]! - |u (t)-u (t)|)/h 
+ , 1 n m n i m ~i ' 1 n m1 (|u (t)-u (t)+6[A(t)u (t?)-A(t)u(tm)] | - |u (t)-u(t)|)/6 1 n m n i m n. 1 1 n m1 

Consequently, 
p'(t) < (|u (t?)-u (t™) + 6[A(t)u (tVA(t)u (t™)]| - |u (t?)-u(tm)|)/6 + 1 n i m j ni m j 1 1 n i m ] 1 

(5.4) + 2|u (t)-u (tT.J)|/6 + 2|u (tm)-u (t)|/6. 
1 n n i

 1 1 m j m 1 

But by part (ii) of Lemma 5.1, 
(5.5) 2|u (t)-u (tI?)|/6 < 2M|t-t1?|6 1 < 2Mn 16 1 1 n n i 1 1 l 1 o 

and 
(5.6) 2|u (t)-u (tm)|/6 < 2M|t-tT?|6 1 < 2Mn ±6 1 1 m m ] 1 1 o 

Furthermore, 
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u (t")-u (tm)| > |u (t:)-u (t)| - |u (t.)-u (1)1 - |u (t)-u (K 
n 1 m -j 1 1 n rn 1 1 n i n 1 1 m Tn ] 23T - 2n lM o 

by (5.2), ?n ^ < 3' so that |u (t̂ -u (t™) I > 3'- Thus, by using o 1 n i m ] 1 1 b 

(5.1), (5.5), and (5.6), the inequality (5.4) becomes 

(5.7) p'(t) < A'lu (t.)-u (1-T)| + r' + 4Mn 16 1 

1 n I m ] 1 o But by part (ii) of Lemma 5.1, 
A'lu (t.)-u (tm)| < A'lu (t)-u (t)| + A'lu (tn)-u (t)| + A'lu (t)-u (tm) 'nimn 1 1 n m 1 1 n I n 1 'mm] 

< A'p(t) + 2A'Mn 1 

o and (5.7) becomes 
(5.8) p'(t) < A'p(t) + c' + n 1(2A'M + 4M6 1). + o 

Using (5.2) and the fact that e' = eexp(-A 'p )/[4(p+1)] , (5.8) becomes 

(5.9) p+(t) < A'p(t) + eexp(-A'p)/[2(p+l)] 
Since u (t) and u (t) exist for almost all t in [T ,T,], the inequality n m o 1 
(5.9) holds for almost all t in [T ,Tn]. Since u and u are Lipschitz 

o 1 n m 
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CONTINUOUS ON [T ,T ] , IT FOLLOWS FROM ( 5 . 9 ) AND LEMMA H.6 THAT 

P(T,) < P(T )EXP(A'(T -T ) ) 
1 O 1 O 

1 
+ J {EEXP(-A'P)EXP(A' ( T ^ S ) ) / [ 2 (P + 1 ) ] }DS 

T 

P(T )EXP(A'P) + E/2 

HERE WE HAVE USED THE FACT THAT TN - S <L P FOR ALL S IS [T ,TN ] . 
1 O 1 

BUT P(TQ)EXP(A'P ) = 23'EXP(A'P) = E/2 SO THAT P(T ) < E/2 + E/2 = E. 

THIS IS A CONTRADICTION TO THE ASSUMPTION ( 5 . 3 ) . THIS CONTRADICTION 

SHOWS THAT IF n > rn > N THEN |U (T)-U (T) | < E AND THE LEMMA IS 
O 1 N M 1 

PROVED. 
oo 

Lemma 5 . 3 . THE SEQUENCE (U.^)^ CONSTRUCTED IN LEMMA 5.1 CONVERGES 

UNIFORMLY ON [A,A+PJ TO A CONTINUOUS FUNCTION U FROM [A,A+P] INTO V 

SUCH THAT U(A) = Z AND |U(T)-U(S)| < M|T-S| FOR EACH T AND S IN [A,A+P] 
oo 

Proof. SINCE THE SEQUENCE ( U

N)-^ I S UNIFORMLY CAUCHY ON [A,A+P], IT 

TENDS UNIFORMLY TO A CONTINUOUS FUNCTION U ON [A,A+P]. SINCE U

N ( A ) ~ Z 

AND |U ( T ) - U N ( S ) | < M|T-S| FOR ALL N > 1 AND ALL T AND S IN [A,A+P], 

IT IS IMMEDIATE THAT U(A) = Z AND |U(T)-U(S)| < M|T-S|. FURTHERMORE, 

IF T IS IN [A,A+P] THEN |U(T)-U(A)| < M|T-A| < MP SO THAT U(T) IS IN 

V AND THE LEMMA IS PROVED. 
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Lemma 5.4. The function t -> A(t)u(t) is Bochner integrable on 

[a,a+p] and for each t in [a,a+p] 

t 
u(l. ) = z + (B) / A(s)u(s)d 

a 

P r o o f . It follows from part (iii) of Lemma 5.1 that for almost all t 

in [a,a+p],u' (t) exists for all n > 1 (one only needs to note that a n 
countable union of sets of measure zero has measure zero). Furthermore, 

if t is in [t1? jf1? ) then l l+l 

|u(t)-un(t")| < |u(t)-un(t)| + |un(t)-un(t")| 

< |u(t)-u (t) I + n _ 1M. 
I N I 

Hence, by the demicontinuity of A(t), if t is in [a,a+p] and u (t) 

exists for all n > 1 then u'(t) = A(t)u (t ) for some integer i in 
n n I 

[0,A(n)] and it follows that for almost all t in [a,a+p], 

w-lim u'(t) = A(t)u(t) n n->°° 

Since the functions u^ are Bochner integrable on [a,a+p], if f is in 

E then the functions t -> (u^(t),f) are Lebesque Integrable on [a,a+p] 

and 

t t 
J (u'(s),f)ds = ((B) J u'(s)ds,f) J n J n a a 
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for each t in [a,a+p] and all n > 1 (see [7, Theorem 3.7.1]). Since 

|(u'(t),f)| < |u'(t)||f| < MI ±71 for almost al] t in [a,a+p] and 
lim (u'(t),f) = (A(t)u(l),f) for almost all 1 in [a,a+p], it follows n 
from the Lebesgue doni"mated convergence theorem and part (iv) of Lemma 

5.1 that 

(u(t ),f) = lim (u (t),f) n 

t 
= lim (z + (B) / u'(s)ds.f) 

n 

n-^ a 

t 
= (z,f) + lim / (u'(s),f)ds 

n->°° a 
t 

= (z,f) + / (A(s)u(s),f)ds. 
a 

By condition (iii), u is weakly continuously differentiable on [a,a+p] 

and u'(t) - A(t)u(t) for each t in [a,a+p]. Since u is Lipschitz con

tinuous on [a,a+p], the assertions of the lemma are an immediate conse

quence of Lemma 4.4. 

Thus u is a solution to (IVP) in the extended sense on [a,a+p]. 

To complete the proof of Theorem 5.1 we need only show that u is 

unique. 

Lemma 5 . 5 . Let u and v be Lipschitz continuous functions from [a,a+p] 

Into V such that u(a) = z and v(a) = w. Suppose that for almost all t 

in [a,a+p], u'(t) exists and equals A(t)u(t) and v'(t) exists and equals 

A(t)v(t). Then 
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|u(t )-v(t) | < |z-w|exp(A'(t-a)) 

for all t in [a,a+p]. (Here A' is as in Lemma 5.2). 

Proof. For each t in [u,a+p] let p(t) = |u(t)-v(t)|. Then by Lemma 

4.5, p (t) exists for almost all t in [a,a+pj and 

p|(t) = lim (|u(t)-v(t)+h[A(t)u(t)-A(t)v(t)]| - |u(t)-v(t)|)/h 
h^+0 

< L'[A(t)]|u(t)-v(t)| 

< A'p(t). 

The assertion of the lemma is now an immediate consequence of Lemma 

4.6. 

Lemma 5.5 shows that the solution u is unique and the proof of 

Theorem 5.1 is complete. In the proof of Lemma 5.4 we have also shown 

the following. 

Corollary 5.1. The solution u to (IVP) is also a solution in the weak 

sense on [a,a+p]. 
Corollary 5.2. Instead of condition (iii) of Theorem 5.1 suppose that 

(iii)' The function (t,x) -> A(t)x is continuous from [a,b]xP 

into 6. 

Then the solution u to (IVP) is also a solution in the usual sense on 

[a ,a+p]. 
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P p u o f . Since the function t -> A(t")u(t) is now continuous, we have by 

Lemma 5.4 that 

t 
u(t) = z + (B) / A(s)u(shls 

a 

t 
= z + / A(s)u(s)ds 

a 

and the corollary is immediate. 

E x a m p l e 5 . 1 . Suppose that V Is an open subset of E and (A(t) : te[a,bl) 

Is a family of members of L^ip(V,E) such that the function (t,x) -> A(t)x 

is continuous from [a,b]xP into E and there Is a number A ? such that 

NfA(t)] < A' for all 1 in [a,bj. Then if x and y are in V, t is in 

[a,b], and h > 0, 

( |x-y+h[A(t Jx-A( t )y"J | - |x-y|)/h:i | A (t. )x-A (t )y | 

< N[A(t)]|x-y| 

< A 1 |x-y| 

and so the family (A(t) : te[a,b]} has equiuniform logarithmic deriva-

l ive on V. Thus each of the conditions of Theorem 5.1 and Corollary 5.2 

are fulfilled and so Corollary 5.2 contains the classical Cauchy 

existence theorem for differential equations. 
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E x a m p l e 5 . 2 . Suppose 1 hat E is uniformly convex, V is an open subset 

of E , and (A(t) : te[a,b]} is a family of functions from V into E. 

Suppose further that the function (t,x) -> A(t)x is continuous and 

bounded on [a,b]xP and there is a number A' such that Re(A(t)x -
2 

A(t)y,f) < A T|x-y| " ior all x and y in V and f in F(x-y). By Lemma 

1.4, for each pair of positive numbers 8 and E , there is a positive 

number 6 such that if x and y are in V with |x-y| > 3» t is In [a,b], 

and 0 < h < 6, then 

(|x-y+h[A(t)x-A(t)y]| - |x-y|)/h < Re(A(t)x-A(t)y,g) + e 

where g is the member of G(x-y). Letting f = |x-y|g, f is the member 

of F(x-y) and 

Re(A(t)x-A(t)y,g) = Re(A(t)x-A(t)y,f)/|x-y| 

< A' |x-y| . 

Substituting this into the previous inequality shows that the family 

(A(t) : te[a,b]} has equiuniform logarithmic derivative on V. Thus each 

of the suppositions of Theorem 5.1 and Corollary 5.2 are fulfilled and 

so Corollary 5.2 contains the extension of the classical Cauchy exist

ence theorem for a Hilbert space given by Browder [1, Theorem 3]. 

The next theorem is similar to Theorem 5.1 except that we relax 

the condition that the family (A(t) : te[a,b]} have equiuniform 



64 

logarithmic derivative on V and place stronger continuity requirements 

on the family. 

Theorem 5.2. Suppose that V is an open subset of E and (A(t) : t£[a,b]} 

is a family of functions from V into E satisfying each of the following 

conditions : 

(i) There is a number M such that |A(t)x| < M for all 

(t,x) in [<i,[y\xV. 
(ii) For each x In V the function t -> A(t)x is Bochner 

integrable on [a ,b]. 

(iii) The family (A(t) : te[a,b]} is uniformly equicontinuous 

on V. 
(iv) There is a positive number A such that 

lim (|x-y+h[A(t)x-A(t)y]| - |x-y|)/h < A|x-y| 
h+- 0 

for all x and y in V and t in [a,b]. 

Then for each z in V there is a positive number p - p(z) and a unique 

function u from [a,a+pj into V such that u is a solution to (IVP) in 

the extended sense on [a,a+p]. 

Remark 5.1. It follows from Remark 2.10 that condition (iv) of Theorem 

5.2 is fulfilled If and only if AI-A(t) is monotonic on V for each t 

in [a,b]. 
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R e m a r k 5 . 2 . Note that condition (iii) is fulfilled if the function 

(t,x) A(t)x is a uniformly continuous function on [a,b]xP. However, 

in [5, p. 287], Dieudonne gives an example which shows that conditions 

(i), (ii), and (iii) are not sufficient to guarantee a solution to 

(IVP). 

n X (n) 0 0 

P r o o f o f T h e o r e m 5 . 2 . Let p, (t^)^_g » a n <^ ^ u
n \ ^ e a s ~*~n t n e P r o°f °f 

Theorem 5.1 and suppose that e is a positive number. By condition 

(iii) let 6 > 0 be sufficiently small so that 

(5.10) |A(t)x-A(t)yI < eexp(-Ap)/(2p ) 

whenever t is in [a,b] and x and y are in V with |x-y < 6. Now let n 
o 

be a positive integer such that n "̂M < 6 and suppose that n > m > n Q. 

For each t in [a,a+p] let p(t) = |u (t)-u (t)|. Let t be such that 

u'(t) and u'(t) exists and let i and i be integers such that t is in n m 
["I1?,!1? ) and t is in [t m,t m ). Since |u (t)-u (t1?)! < Mlt-tVl < 1 l+l j :+i n n i 1 1 11 

n _ 1M < 6 and |u (t)-u (t?)! < 6, it follows from (5.10) that ' m m ] 1 ' 

|A(t)u (t)-A(t)u (t n)| + |A(t)u (t)-A(t)u (t m)| < eexp(-Ap)/p. 

1 n n 1 1 1 m m ] ' 
By part (iii) of Lemma 5.1 and Lemma 4.5 p'(t) exists; and, using 

condition (iv) , 
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p'(t) = lim (|u (t)-u (t)+h[A(t)u (tn)-A(t)u (t m)]| - |u (t)-u (t)|)/h . ^ ' n m n i m ~i ' 1 n m 1 

hr>-0 J 

< lim (|u (t)-u (t)+h[A(t)u (t)-A(t)u (t)]| - |u (t)-u (t)|)/h . 1 n m n m 1 1 n m 1 

h->-0 

+ |A(t)u (tn)-A(t)u (t)| + |A(t)u (t)-A(t)u (t m)| 1 n I n 1 1 m m 1 

< Ap(t) + eexp(-Ap)/p. 

Since this inequality hoJds for almost all t in [a,a+p], it follows 

from Lemma 4.6 that 

t 
p(t) < p(a)exp(A(t-a)) + / {eexp(-Ap)exp(A(t-s))/p}ds 

a 

< p(a)exp(Ap) + e 

for all t in [a,a+p]. Since p(a) - 0 we have |u (t)-um(t)| < e for all 
00 

t in [a,a+p] and all n > m > n Q. Hence, the sequence ( u

n ) j i s uniformly 

Cauchy on [a,a+p]. As in the proof of Lemma 5 . 3 , one can show that the 

sequence (u
n)-^ tends uniformly to a continuous function u from [a,a+p] 

into V such that u(a) = z and |u(t)-u(s)| < M|t-s| for all t and s in 

[a,a+p]. Since A(t) is continuous for each t in [a,b], one can show 

with the techniques used in the proof of Lemma 5.4 that lim u'(t) = 
n-*-°° 

A(t)u(t) for almost all t in [a,a+p]. Since |i/(t)| < M for all n < 1 

and almost all t in [a,a+p], it follows from Lemma 4 .2 and part (iv) of 

Lemma 5 .1 that 
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u(t) = lim u (t) n 
n - > o o 

t 
= lim {z + (B) / u'(s)ds} n 

rt+°° a 
t 

= z + (B) / A(s)u(s)ds. 
a 

Thus u is a solution to (IVP) in the extended sense on [a,a+p]. Now 

let v be a solution to (IVP) in the extended sense on [a,a+p] such that 
v(a) = z and let p(t) = |u(t)-v(t)| for each t in [a,a+p]. By Lemma 4.5 

and condition (iv) of this theorem, 

p\t) = lim ( |u(t)-v(t)+h[A(t)u(t)-A(t)v(t)]| - |u(t)-v(t)| )/h 
h+-0 

< Ap(t) 

for almost all t in [a,a+p], and it follows easily from Lemma 4.6 that 
p(t) < p(a)exp(A(t-a)) for all t in [a,a+p]. Since p(a) = 0, u = v and 

the solution u is unique. This completes the proof of Theorem 5.2. 

As in Corollaries 5.1 and 5.2 we have 

Corollary 5.3. If in addition to the suppositions of Theorem 5.2 we 

suppose that the function (t,x) -> A(t)x in demicontinuous on [a,b]xP 
then u is a solution to (IVP) in the weak sense on [a,a+p]. 

Corollary 5.4. If in addition to the suppositions of Theorem 5.2 we 

suppose that the function (t,x) -> A(t)x is continuous on [a,b]xP then 
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u is a solution to (IVP) in the usual sense on [a,a+p]. 

Now let {A(t) : tefO,00)} be a family of functions from E into E . 

We will give sufficient conditions to insure that the initial value 

problem 

(IVP)' u'(t) = A(t)u(t), u(a) = z 

has a unique solution on [a,°°) for each ( a , z ) in [0 , c o ) x E . 

Remark 5 . 3 . If b is a number or 0 0 and u is a function from [a,b) into 

E, then we say that u is a solution of (IVP)' in any of the senses of 

Definition 5.1 on [a,b) if for each c in (a,b), u is a solution of 

(IVP)' in the corresponding sense on [a,c]. 

Theorem 5 . 3 . Suppose that {A(t) : te[0,°°)} is a family of functions 

from E into E which satisfy each of the following conditions: 

(i) For each x in E the function t -> A(t)x is Bochner integrable 

on bounded subintervals of [0,°°). 

(ii) The function (t ,x) A(t)x is demicontinuous on [0 , ° ° )xE 

and maps bounded subsets of [0 , ° ° )xE into bounded subsets 

of E . 

(iii) For each t in [0,°°), A(t) is in L n ( E , E ) and there is a con

tinuous function n from [0,°°) into the real numbers such 

that L[A(t)] < n(t) for all t in [0,°°)-

(iv) For each (a,z) in [0 , ° ° )xE there is a positive number 

p = p(a,z) and a Lipschitz continuous function u from 
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[a,a+p] into E such that u(a) = z and u is a solution to 

(IVP)' in the extended sense on [a,a+p]. 

Then for each (a,z) in [ 0 , ° ° ) x E there is a unique function u(*;a,z) 

from [a,°°) into E such that u(a;a,z) = z and u(*;a,z) Is a solution in 

the extended sense to (IVP)' on [a,°°). Furthermore, if w is in E then 

t 
(5 .11) |u(t;a,z)-u(t;a,w)| < |z-w|exp(J n(s)ds) 

a 

for all t in [a, 0 0). 

Remark 5 . 4 . Theorems 5.2 and 5.3 and their corollaries give sufficient 

conditions for part (iv) of Theorem 5.3 to hold. 

Remark 5 . 5 . The inequality (5 .11) in Theorem 5.3 shows that the solu

tions to (IVP)' are uniformly continuous with respect to initial values 

on bounded subintervals of [a,°°). Note that if there is a number V 
t 

such that J n(s)ds < V for all t in [a,°°) then the solutions are uni-
a 

formly continuous with respect to initial values on [a, 0 0). Furthermore, 
t 

if lim J n(s)ds = - 0 0 then lim (u(t;a,z) - u(t;a,w)} = 0 for all z and 

w in E and the limit is uniform on bounded subsets of E . 

Proof o f Theorem 5 . 3 . Suppose that (a,z) is in [ 0 , ° ° ) x E and u is a 

solution to (IVP)' which is given by condition (iv) of the theorem. 

Suppose that u is defined on [a,T) and T < °°. For each t in [a,T) let 

p(t) = |u(t)-z| . Then by Lemma 4-. 5, for almost all t in [a,T), 

p ' (t) exists and 
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p'(t) = lim (|u(t)-z+hA(t)u(t)| - |u(t)-z|)/h 
hr>+0 

< lim(|u(t)-z+h[A(t)u(t)-A(t)z]| - |u(t)-z|)/h + |A(t)z 
hr>+0 

< n(t)p(t) + |A(t)z 

By condition (i) and Lemmas 4.1 and 4.6, 

t t 
.(t)-z| < J |A(s)z|exp(J n(r)dr)ds 

a s 

for all t in [0,T) and it follows that u is bounded on [a,T). By con

dition (ii) let M be a positive number such that |A(t)u(t)| < M for all 

t in [a,T). Then if t and s are in [a,T), 

t 
u(t)-u(s)| = |(B) J A(r)u(r)dr 

s 

< M t-s 

It follows that u(T) - lim u(t) exists. By condition (ii), 
t->-T 

w-lim A(t)u(t) = A(T)u(T). Since 
t->-T 

t 
u(t) = z + (B) J A(s)u(s)ds 

a 

for all t in [a,T), for each f in E , 
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t 
(5.12) (u(t),f) = (z,f) + / (A(s)u(s),f)ds 

a 

(see [7, Theorem 3.7.1]). By condition (ii), (5.12) holds for t = T. 

Consequently, u is Lipshitz continuous and weakly differentiable on 

[a,T] so by Lemma 4.4, 

T 
u(T) = z + (B) / A(s)u(s)ds. 

a 

This, along with condition (iv), shows that the solution u can be con

tinued past T and it follows that u can be extended to [a,°°). Now let 

z and w be in E and let u and v be solutions to (IVP)' in the extended 

sense on [a,°°) such that u(a) = z and v(a) = w. If p(t) = |u(t)-v(t)| 

for each t in [a,°°), then by Lemma 4.5, for almost all t in [a,°°), 

p^(t) exists and 

p^(t) = lim (|u(t)-v(t)+h[A(t)u(t)-A(t)v(t)]| - |u(t)-v(t)|)/h. 
h-*+0 

By condition (iii), p^(t) < n(t)p(t) for almost all t in [a,°°), and 

the inequality (5.11) follows easily from Lemma 4.6. By taking w = z, 

the uniqueness of u(*;a,z) is immediate from (5.11) and the proof of 

Theorem 5.3 is complete. 

In the proof of Theorem 5.3 we have shown that 

C o r o l l a r y 5 . 5 . The solution u(-;a,z) to (IVP)' is a solution in the 

weak sense to (IVP)' on [a,°°) for each (a,z) in [0,°°)xE. 

As in Corollary 5.2 we have 
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C o r o l l a r y 5 . 6 . If, in addition to the suppositions of Theorem 5.3, 

suppose that the function (t,x) -> A(t)x is continuous on [0,°°)xE, then 
u(*;a,z) is a solution to (IVP)' in the usual sense on [a,°°) for each 

(a,z) in [0,°°)xE. 
E x a m p l e 5 . 3 . Suppose that E is uniformly convex and (A(t) : te[0,°°)} 

is a family of functions from E into E such that the function (t,x) -> 

A(t)x is continuous and maps bounded subsets of [0,°°)xE into bounded 

subsets of E. Suppose further that there is a continuous function n 

from (0,°°) into the real numbers such that Re(A(t )x-A(t )y ,f) < 
i 2 

n(t)]x-y| for all x and y in E and f in F(x-y). Then, by Example 5.2, 
condition (iv) of Theorem 5.3 is satisfied and so each of the supposi

tions of Theorem 5.3 and Corollary 5.6 are satisfied. Thus Corollary 

5.6 contains the global existence theorem in the case that E is a Hil-

bert space given by Browder in [1, Theorem 4]. 

Now we wish to establish sufficient conditions for the global 

existence of solutions to an autonomous differential equation on [0,°°). 

Let A be a function from E into E and consider the initial value problem 

(IVP)" u'(t) = Au(t), u(0) = z 

where z is in E and t is in [0,°°). 

T h e o r e m 5 . 4 . Suppose that A is a function from E into E which satisfies 

each of the following conditions: 

(i) A is demicontinuous on E. 
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< L[A]p(t). 

(ii ) A is in Ln{E, E) . 

(iii) For each z in E there is a positive number p = p(z) and a 

Lipschitz continuous function u from [0,p] into E such 

that u(0) = z and u is a solution to (IVP) M in the 

extended sense on [0,p]. 
Then for each z in E there is a unique function u(*;z) from [0,°°) 

into E such that u(0;z) = z and u(-;z) is a solution to (IVP)" in the 

extended sense on [0,°°). Furthermore, if w is in E then 

(5.13) |u(t;z)-u(t;w)| < |z-w|exp(L[A]t) 

for all t in [ 0 ,°°) . 

Remark 5 . 6 . Theorems 5.2 and 5.3 and their corollaries give sufficient 

conditions for part (iv) of Theorem 5.4 to hold. 

Proof o f Theorem 5 . 4 . Let z be in E and let u be a solution to (IVP)" 

which is given by condition (iv) of the theorem, and suppose that u is 

defined on [0,T) where T < °°. Let 0 < h < T and for each t in [0,T-h) 

define p(t) = |u(t+h)-u(t)|. By Lemma 4.5 and condition (ii), for 

almost all t in [ 0,T-h), p_|_(t) exists and 

p f(t) = lim (|u(t+h)-u(t)+h[Au(t+h)-Au(t)]| - |u(t+h)-u(t)|)/h 
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By Lemma 4.6, 

|u(t+h)-u(t)| < |u(h)-u(0)|exp(L[A]t) 

for all t in [0,T-h). Hence 

lim |u(t+h)-u(t)| < lim exp(|L[A]|T)|u(h)-u(0)| 
t ,t+h^-T h*+0 

= 0 

so that lim u(t) = u(T) exists. The completion of the proof of 
t->-T 

Theorem 5.4 is now essentially the same as the analogous parts of 

the proof of Theorem 5.3 (with n(t) = L[A] for each t in [0,00)) 

and is omitted. 

As in Corollary 5.5 we have 

COROLLARY 5.7. The solution u(-;z) to (IVP)" is a solution in the 

weak sense to (IVP) M on [0,°°) for each z in E. 

As in Corollary 5.6 we have 

CORVLLARY 5.8. If, in addition to the suppositions of Theorem 5.4, 

we suppose that A is continuous on E, then u(*,z) is a solution is the 

usual sense to (IVP)" on [O,00) for each z is E. 

EXAMPLE 5.4. Let K be the real field and let E be the space of all 
00 

real valued sequences (£ v ) n such that lim £ = 0. In this example let 
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I • I denote the norm on E given by I (£, ) N I - i f i a x i j f , . ! : k > 1}. m 1 k 1 1 m 1 K 1 

For each k > 1 let be a continuous, nonincreasing function from K 

into K such that each A^ is uniformly bounded on bounded subsets of K, 

the family {A-̂  : k > 1} is equicontinuous on E , and A O - 0 f o r each 
OO CO 

k > 1. For each x = (£-,), in E define Ax = (n, ) n where r u - A, L for 
k 1 k 1 k k k 

each k > 1. Then A is a continuous function from E into E . Now let 

R be a positive number and = {xeE : |x| < R] . Let 3 and e be ^ R 1 1 m 
positive numbers and let M be a positive number such that |Ax| < M 

OO OO for all x in V . Choose 6 = B/(7M) and let x = ) and y = ( n , ) . be K k J. k l 
members of ft such that Ix-yI > 3- Since I Ax-Ay I < 2M, if R 1 J 1 m 1 J 1 m 
0 < h < 6, then 

(5.14) x-y+h[Ax-Ay] > 3 - 2hM > 5 3/7. 

Let q be a positive integer such that 

x-y+h[Ax-Ay]I = k - r i + h|"A C -A n 
'm 1

 q q " q q q q 

Then k - n > h A ^ -A n for i f not, £ - n h A £ -A n '̂ 2hM 
1 q q1 1 q q q q1 1 q q1 1 q q q q1 

23/7 which implies that |x-y+h[Ax-Ay]| < 23/7 + 23/7 = 43/7. This 

is a contradiction to (5.14). Thus, 

(|x-y+h[Ax-Ay]|m - |x-y|m)/h 

= (k - n I - h A c -A n I - x-y )/h | Sq q1 1 q q q q1 1 1 rn 
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= ( k -n - x-y )/h - A £ -A n 
| Sq q1 1 7'm 1 q q q q1 

< 0. 

This shows that A is in ULn[E,E) with L'[A] < 0. Thus, by Theorem 5.1 

and Corollary 5.2, A satisfies each of the conditions of Theorem 5.4 

and Corollary 5.8. G. F. Webb [21, Example 3] gives an example of a 

function A from E into E which satisfies each of the above conditions 

but is not uniformly continuous on any neighborhood of the origin. 

Consequently Theorem 5.2 may not apply to this situation. 

The theorems presented in this chapter are new and will appear 

in a paper by the author in the Journal of the Mathematical Society of 

Japan under the title "The Logarithmic Derivative and Equations of 

Evolution in a Banach Space." It should be noted that, in this paper, 

the author uses the term logarithmic derivative instead of uniform 

logarithmic derivative to characterize members of ULn[V,E). 
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CHAPTER VI 

AUTONOMOUS DIFFERENTIAL EQUATIONS AND 

SEMIGROUPS OF NONLINEAR OPERATORS 

In this chapter the results of Chapter 5 are applied to the 

autonomous differential equation 

(ADE) u'(t) = Au(t), u(0) = z, 

where A is a function from E into E, z is in E, and t is in [0,°°). 

We give some applications of these results to the generation of semi

groups of nonlinear operators in Li.p[E, E] and also establish sufficient 

conditions for (ADE) to have a unique critical point in E. 

Definition 6.1. A function U from [0,°°) into Lcp(E,E) is called a 

semigroup of operators in L-cp(E,E) if each of the following holds: 

(i) U(0) = I and U(t)-U(s) = U(t+s) for all t and s in [0,»). 

(ii) There is a number a such that N[U(t)] < exp(at) for all 

t in [0,°°). 

U is said to be of class (w-C^) if in addition to (i) and (ii), 

(iii) For each z in E the function t -> U(t)z is weakly continu

ously differentiable on [0,°°). 

U is said to be of class (C, ) if in addition to (i) and (ii), 
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(iii)' F O P each z in E the function t -> U(t)z is continuously 

differentiable on [0,°°). 

D e f i n i t i o n 6 . 2 . Let U be a semigroup of operators in L t p ( E , E ) . 

(i) If V is the set of all z in E such that w-lim (U(h)z-z)/h 
h^+0 

exists and Az denotes this limit, then A is said to be 

the weak generator of U. 

(ii) If V is the set of all z in E such that lim (U(h)z-z)/h 
h->+0 

exists and Az denotes this limit, then A is said to be 

the strong generator of U. 

R e m a r k 6 . 1 . Note that if U is a semigroup of class (C^), then U is a 

semigroup of class (w-C-^). Furthermore, if U is of class (C-̂ ) 

(respectively, (w-C^)), then the strong generator (respectively, weak 

generator) of U is defined on all of E. 

E x a m p l e 6 . 1 . Suppose A is in BL(E,E) and U(t) = exp(tA) for each t in 

[0,°°). Then U is a semigroup of operators in BL(E,E) and A is the 

strong generator of U. Furthermore, the number o in part (ii) of Defi

nition 6.1 can be taken as u[A] (see part (ii) of Proposition 2.1). 

P r o p o s i t i o n 6 . 1 . Let U be a semigroup of operators in Lcp(E,E) satis

fying parts (i) and (ii) of Definition 6.1 and suppose A is the weak 

generator of U which is defined on a subset V of E. Then A is in 

Ln[V,E) and L[A] < a. 

P r o o f . Let x and y be in V and let g be in G(x-y) (see Definition 2.1). 

Then 
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Re(Ax-Ay,g) = Re{lim ([U(h)x-x - U(h)y+y]/h, g)} 
h->+0 

= Re{lim (U(h)x - U(h)y,g)/h - (x-y,g)/h} 
h->+0 

< lim (|u(h)x-U(h)y| - |x-y|)/h 
h->+0 

< lim (exp(ah)|x-y| - |x-y|)/h 
h->+0 

= a|x-y|. 

Here, we have used part (ii) of Definition 6.1 and the fact that 

( x -y>g) = lx~y|• The assertion of the proposition now follows from 
Proposition 2.3. 

D E F I N I T I O N 6.3. If A is a function from E into E, then 

(i) A is called locally bounded on E if for each z in E there 

is a neighborhood 1/ of z such that A is bounded on 1/ . 

z z 
(ii) A is called locally uniformly continuous on E if for each 

z in E there is a neighborhood V of z such that A is 

z 
uniformly continuous on 1/ . 

(iii) A is said to have a local uniform logarithmic derivative 

on E if for each z in E there is a neighborhood 1/ of z 

z 
such that the restriction of A to 1/ is in ULn(l/ ,E). z z THEOREM 6.1. Suppose that A is a continuous function from E into E and there is a number a such that 
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(i) lim (|x-y+h[Ax-Ay]| - |x-y|)/h < a|x-y| for all x and y 
h->-0 
in E. 

Suppose further that either of the following is satisfied: 

(ii) A is locally uniformly continuous on E. 

(ii)' A has a local uniform logarithmic derivative on E. 

Then A is in L n ( E , E ) , L[A] < a, and A is the strong generator of a 

semigroup of operators U of class (C^) which satisfies the conditions 

(i), (ii), and (iii)' of Definition 6.1. 

Proof. If (ii) holds then by Corollary 5.4 of Theorem 5.2 (respectively 

if (ii)' holds then by Corollary 5.2 of Theorem 5.1) for each z in E 

there is a p(z) > 0 and a continuous function u(*;z) from [0,p(z)] into 
E such that u(0;z) = z and u(-;z) is a solution to (ADE) in the usual 

sense on [0,p(z)]. If x and y are in E, p = min{p(x) ,p(y)} , and p(t) -
|u(t;x)-u(t;y)| for each t is [0,p], then by Lemma 4.5p'(t) exists for 
each t in (0,p] and, by condition (i) of this theorem, 

p \ t ) = lim (|u(t;x) - u(t;y) + h[Au(t;x) - Au(t,y)]| -
h+-0 

|u(t;x) - u(t;y)|)/h 

< ap(t). 

By Lemma 4.6, p(t) < exp(a(t-s))p(s) for all t and s in [0,p] with 

s < t. Consequently, if t is in [0,p), 
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p'(t) = lim [p(t+h)-p(t)]/h 
h->+0 

< lim [exp(oh)p(t)-p(t)]/h 
hr>+0 

= p(t)lim [exp(ah)-l]/h 
h-H-0 

= ap(t). 

Since u(0;x) = x, u(0,y) = y, u +(0;x) = Ax, and u +(0;y) = Ay, we have by 

Lemma 4.5 that 

lim (|x-y+h[Ax-Ay]| - |x-y|) = p'(0) 
h->+0 + 

< ap(0) 

= a|x-y| 

and so A is in Ln[E,E) with L[A] < a. It is now an immediate consequence 

of Corollary 5.8 to Theorem 5.4 that for each z in E there is a unique 

function u(-;z) from [0,°°) into E which is a solution to (ADE) in the 

usual since on [O, 0 0). By conclusion (5.13) to Theorem 5.4, 

|u(t;z)-u(t;w)| < |z-w|exp(at) 

for all t in [0,°°). Letting U(t)z = u(t;z) for each (t,z) in [0,°°)xE, 
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it is immediate that U satisfies the conditions (1), (ii), and (iii)' 

of Definition 6.1 and the proof of Theorem 6.1 is complete. 

P r o p o s i t i o n 6 . 2 . With the suppositions of Theorem 6.1, condition (ii) 

implies condition (ii)'. 

P r o o f . Let U be the semigroup generated by A and let z be in E. By 

condition (ii) let V be a neighborhood of z such that A is uniformly 
z 

continuous on 1/ and let R > 0 be such that if |x-z| < 2R then x is in z 1 1 

1/ . Suppose further that 1/ is chosen so that there is a number M such 

that I Ax I < M for all x in 1/ . If T = {XEE: |x-z| < R}, we will show 1 1 z Z 1 1 

that the restriction of A to T is in ULn[T ,E) . Let p > 0 be such 
Z z 

that pMexp(|a|p) < R and let x be in T . If p(t) = |(J(t)x-x| for each 

t in [0,p], then, by Lemma 4.5, 

p'(t) = lim (lu(t)x-x + hAU(t)x| - IU(t )x-xI)/h 
hr>+0 

< lim (|(J(t)x-x + h[AU(t )x-Ax] | - |u(t)x-x|)/h + |Ax| 
h-M-0 

< ap(t) + M. 

Since p(0) = 0 and t - s < p for each s in [0,t], we have by Lemma 4.6 

that 

t 
p(t) < p(0)exp(at) + / Mexp(a(t-s))ds 

a 
< tMexp(|a|p). 
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Thus, for each t in [0,p] and each x in T , 

(6.1) |u(t)x-x| < tMexp(|a|p). 

In particular, since t < p and pMexp(|a|p) < R, we have |u(t)x-z| < 
|u(t)x-x| + |x-z| < 2R so that U(t)x is in V for all t in [0,p] and 

t Z 

in T . Furthermore, since U(t)x = x + / AU(s)xds, we have 

(6.2) |Ax - (U(t)x-x)/t| = |t 1 / {Ax - AU(s)x}d: 

< sup{|Ax-AU(s)x| : 0<s<t} 

for each t in (0,p]. Now let e be a positive number. Since A is 

uniformly continuous on V choose (S > 0 so that if w., and w. are in J z 1 1 2 
UZ with |w 1~w 2| < 6 2, then |Aw 1~Aw 2| < e/3. By (6.1) let 6 be such 

that if t is in [0,6] then |u(t)x-x| < 6, for all x in T and further, 
1 1 1 z 

choose 6 sufficiently small so that (exp(at)-l)/t < a + e/6R for each 

t in (0,6). Note that if t is in (0,6) then by (6.2) |Ax-(U(t)x-x)/t| < 

e/3 for all x in . Using the above estimates, we have that if 

0 < h < 6 and x and y are in T then 
z 

(|x-y +h[Ax-Ay]| - |x-y|)/h< {|x-y + h[(U(h)x-x)/h - (U(h)y-y)/h)]| 

- |x-y|}/h + |Ax - (U(h)x-x)/h| + |Ay - (U(h)y-y)/h| 

< (|u(h)x - U(h)y| - |x-y| )/h + 2e/3 



84 

< |x-y|(exp(ah)-l)/h + 2e/3 

< |x-y|(a + e/6R) + 2e/3 

< a |x - y | + e . 

Here, we used the fact that |x-y| < 2R. This shows that the restriction 

of A to is in ULn{T ^,E) and the proof of the proposition is complete. 

Using techniques analogous to those in the proof of Proposition 

6.2 one can show the following: 

Proposition 6.3. If A is a member of Ln{E,E) which is uniformly con

tinuous on bounded subsets of E then A is in LiLn[E,E) and L'[A] = L[A] . 

Remark 6.2. Note that in the proof of Proposition,3.2 that the number 

6 was chosen independent of the distance apart x and y were in T . If 

V is a subset of E and A is in ULn[V,E), one can show directly that 

a necessary and sufficient condition for the number 6 = 6(Q_,3,e) in 

Definition 2.10 to be chosen independent of 3 is that A be uniformly 

continuous on Q_. 

Theorem 6.2. Suppose that A is a demicontinuous function from E into E 

and each of the following is satisfied: 

(i) there is a number a such that 

lim (|x-y + h[Ax-Ay]| - |x-y|)/h < a|x-y 
h>-0 

for all x and y in E. 
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(ii) A is locally bounded on E . 

(iii) A has a local uniform logarithmic derivative on E . 

Then A is in Ln[E,E), L[A] < a, and A is the weak generator of a semi

group U of class (w-C^) which satisfies the conditions (i), (ii), and 

(iii) of Definition 6.1. 

Proof. Since A is demicontinuous on E we have from conditions (ii) and 

(iii) and from Theorem 5.1 and Corollary 5.1 that, for each z in E, 

there is a p ( z ) > 0 and a unique continuous function u ( * ; z ) from [0 , p ( z ) ] 

into E such that u(0 ;z) = z and u ( * ; z ) is a solution to (ADE) in both the 

extended and weak sense on [ 0 , p ( z ) ] . If x and y are in E, 

p = min{p(x),p(y)}, and p(t) = |u(t;x) - u(t;y)| for each t in [0 , p ] , 

then, by Lemma 4.5, p'(t) exists for almost all t in (0 ,p] and, by con

dition (i) of this theorem, 

p\t) = lim ( |u(t ;x)-u(t;y) + h[Au(t ;x)-Au(t ;y)]| - | u(t ;x)-u(t -,y) | )/h 
h->-0 

< ap(t). 

By Lemma 4.6, p(t) < p(0)exp(at) = |x-y|exp(at) for each t in [0 , p ] . 

As in the proof of Proposition 6.1, if g is in G(x-y) then 

Re(Ax-Ay,g) = lim {Re ([u(h;x)-x - u(h ;y)+y]/h,g)} 
h++0 

< lim (|u(h;x)-u(h;y)| - |x-y|)/h 
h^+0 
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< (exp(ah)-l)|x-y|/h 

= a|x-y|. 

Hence A is in Ln[E,E) with L[A] < a. It is now an immediate consequence 

of Corollary 5.7 to Theorem 5.4 that, for each z in E, there is a unique 

function u(*;z) from [O,00) into E which is a solution to (ADE) in the 

weak sense on [O, 0 0). By conclusion (5.13) to Theorem 5.4, 

|u(t;z) - u(t;w)| < | z-w|exp(at) 

for all t in [0,°°). Let U(t)z = u(t;z) for each (t,z) in [0 , ° ° ) x E ; it 

is immediate that U satisfies the conditions (i), (ii), and (iii) of 

Definition 6.1 and the proof of Theorem 6.2 is complete. 

P r o p o s i t i o n 6 . 4 . Suppose that A is a function from E into E and p is a 

nonincreasing function from [O,00) into (O,00) such that 

lim (|x-y + h[Ax-Ay]| - |x-y|)/h < -p(r)|x-y| 
h->+0 

whenever x and y are in E with |x|,|y| < r. Ifx and y are in E with 

|x| > |y| then 

_x I*| 
|Ax-Ay| > Ix-y|(|x|-|y|) / p(r)dr if |x| > |y| 

|y I and 
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Ax-Ay > x-y p ( y ) if x = y 

Proof. Let e be a positive number and let (s.) n be a subdivision of 
^ i o 

[0,1] such that 

1 
(6.3) | J p((1-s) |y| + s|x|)ds -

o 

n 
V p ( ( l - s . ) I y I + s.|x | ) ( s . - s . n ) | < e 

i = l 

For each integer i in [0,n] let z. = (l-s.)y + s.x and let t. = 
i i i I 

y I + s.(|x|-|y|). Note that I z . L l z . _, I < t. and | z . -z . _, I = 

\ J \ ZL 1 1 t I i 1 i i-l1 

(s.-s. ., ) x-yI . For each integer i in [l,n] there is a 6. > 0 such 
I i-l 1 J 1 l that if 0 < h < 6. , then l 

( z.-z. _ + h[Az.-Az. _] - z.-z. _ )/h 
l i-l i i-l I i-l 

< (-p(t. ) + e)(s.-s. n ) x-y 
l I i-l 

Consequently, if 6 = min{6^ : 1 < i < n} and 0 < h < 6, then 

(6.4) |z i-z i_ 1 + h[Az i-Az i_ 1] | < (l-hp(ti) + he )( s ^ s ^ ) | x-y 

for each integer i in [l,n]. Since 
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n 
:-y + h[Ax-Ay] = 7 (z.-z. n + h[Az.-Az. ,]} . ^ 1 I-i I I-i I = l 

we have by (6.4), (6.3), and the definition of that if 0 < h < 6 

then 

n 
x-y + h[Ax-Ay]I < 7 I z. -z. . + h[Az.-Az. n ] | 1 ^ 1 I I-i I I-i 1 

I = l 

n 
< 7 (l-hp(t.) + he)(s.-s. n)|x-y . , I I i-i 1 

i=l 

1 
< |x-y|{l - hj p(|y| + s(|x|-|y|))ds + 2he} 

0 

Since |x-y - h|Ax-Ay < |x-y + h[Ax-Ay]|, it follows that 

1 
-h|Ax-Ay| < -h|x-y|J p(|y| + s(|x|-|y|))ds + 2he|x-y| 

0 

and hence, 

1 
Ax-Ay| > |x —y|/ p(|y| + s(|x|-|y|))ds - 2e|x-y 

0 

Since this inequality is true for each E > 0 the assertions of the 

lemma follow directly if |x| = |y| and by the change of variable 

r = |y| + s(|x|-|y|) if |x| > |y|. 

COROLLARY 6.1. In addition to the suppositions of Proposition 6.4, 
OO 

suppose that / p(r)dr = °°. If A is bounded on a subset V of E, then V 
0 

is a bounded subset of E. 
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Proof. If x is in V and we take y in Proposition 6.4 to be 0 then 

| p(r)dr < |Ax-Ao 
0 

and it is immediate that V is bounded. 

Theorem 6 . 3 . Suppose that A is a function from E into E and p is a 

nonincreasing function from [0,°°) into (0,°°) such that each of the 

following is satisfied: 

(i) A is demicontinuous on E. 

(ii) / p(r)dr = °°. 
0 

(iii) For each r > 0 and x and y in E with |x|,|y| < r, 

lim (|x-y + h[Ax-Ay]| - |x-y|)/h < -p(r)|x-y|. 
h->+0 

(iv) For each z in E there is a positive number T = T(z) and a 

function u from [0,T] into E such that u(0) = z and u is 

a solution to (ADE) in the extended sense on [0,T]. 

Then there is a unique member x of E such that Ax = 0, and for each 
c c 

z in E there is a unique function u(*;z) from [0,°°) into E such that 

u(0;z) = z and u(*;z) is a solution to (ADE) in the extended sense on 

[0,°°). Furthermore, 

.(t;z)-x I < Iz-x exp(-p( z-x + x )t) 
c c c c 

for each t in [0,°°) 
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Proof. Since condition (iii) implies that A is in Ln[E,E) with L[A] < 0 

we have, by Theorem 5.4, that for each z in E there is a unique function 

u(-;z) from [O,00) into E such that u(0;z) = z and u(-;z) is a solution 

to (ADE) in the extended sense on [O, 0 0). Furthermore 

(6.5) |u(t;z) - u(t;w)| < |z-w| 

for all z and w in E. Now let h be in (0,1) and choose w = u(h;z) so 

that u(t;w) = u(t+h,z). Dividing each side of (6.5) by h we have that 

(6.6) lim sup|u(t+h;z) - u(t;z)|/h 
h^+0 

< J.im sup|u(h;z) - u(0;z)|/h. 
h-»-+0 

Since u(*;z) is Lipschitz continuous on [0,1] there is a number K such 

that |u(h;z) - u(0;z)| < Kh for all h in (0,1]. It then follows from 

(6.6) that for almost all t in [0,°°), |Au(t;z)| = |u'(t,z)| < K. By 

condition (ii) and Corollary 6.1, there is a number KT such that 

|u(t,z)| < K T for almost all t in [0,°°) and since u(*;z) is continuous, 

it is immediate that |u(t;z)| < K T for all t in [0,°°). Hence, for each 

z in E, u(*;z) is bounded on [0,°°). Let z and w be in E and let r^ be 

a positive number such that I u(t ;z) I , I u(t ;w) | < r for all t in [0,°°). 
o 

If p(t) = |u(t;z) - u(t;w)| for each t in [0,°°) then, by condition (iii) 

and Lemma 4.5, p_^(t) < -p(rQ)p(t) for almost all t in [0,°°), and we have 

by Lemma 4.6 that 
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(6.7) |u(t;z) - u(t;w)| < |z-w|exp(-p(r )t) 

for all t in [O, 0 0). If h is in (0,1] and w is taken to be u(h;z) 

then (6.7) becomes 

(6.8) |u(t+h;z) - u(t;z)l < |u(h;z) - z|exp(-p(r )t). 

Since |u(h:z) - zl < 2r , (6.8) shows that u(t;z) tends to some limit 1 1 o 
x^ as t tends to °°. Dividing both sides of (6.8) by h and letting 

h->+0, we have that if K is a number such that |u(h;z) - u(0;z)| < Kh 

for each h in (0,1], then |u'(t;z)| < K exp(-p(rQ)t) for almost all t 
oo 

in [0,°°). Hence, there is a sequence (t^)^ ̂ n [0?°°) such that 

lim t = 0 0 and lim u'(t ;z) = lim Au(t ;z) = 0. Since lim u(t;z) = x 
, K K K 1 

K - > o o Kr^00 k-*"00 "t"̂ 00 

and A is demicontinuous on E we have that 

Ax - w-lim Au(t;z) 
c 

= w-lim Au(t ;z) 
-i k 
k->co 

= w-lim u'(t ;z) 
i k k->°° 

= 0. 

Now, take w to be x so that u(t:w) = x for all t in [0,°°). The 
c c 

inequality (6.7) becomes 
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(6.9) lu(t,z) - x I < Iz-x (exp(-p(r )t) 
1 c 1 1 c 1 r o 

for all t in [0,°°). In particular, |u(t:z) - x I < |z-x I so that 
c' 1 c 1 

|u(t;z)| < |u(t,z) - x I + lx I < Iz-x | + lx I and the number r in I I c ' ' c ' ' c l l c l o 
(6.9) can be taken as |z-xc| + lx

cl* Since (6.9) clearly implies that 

x^ is the only member of E such that Ax^ = 0, the proof of Theorem 6.3 

is complete. 

R e m a r k 6 . 3 . Theorem 6.3 is related to Theorem 1 of Markus and Yamabe 

in [14]. Their theorem is done with E being a finite-dimensional, 

connected, complete Riemannian manifold and with A being continuously 

differentiable. Instead of condition (ii) of Theorem 6.3 Markus and 

Yamabe require that 

oo s 

(6.10) / exp(-e J p(r)dr)ds < °° 
0 o 

for each e > 0. Note that (6.10) implies that condition (ii) holds and 

if p(r) = (1+r) \ then p satisfies (ii) but not (6.10). 

R e m a r k 6 . 4 . Note that condition (ii) of Theorem 6.3 was used only to 

show that each solution to (ADE) was bounded on [0,°°). Instead of 

condition (ii) assume that there exists at least one bounded solution 

u to (ADE) on [0,°°). If v is a solution to (ADE) on [0,°°) and p(t) = 

|u(t) - v(t)|, then p_|_(t) < L[A]p(t) < 0 for almost all t in [0,°°) so 

that |u(t) - v(t)| < |u(0) - v(0)|. Hence each solution to (ADE) is 

bounded on [0,°°) and the conclusions of Theorem 6.3 are valid. In 
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particular, if conditions (i), (iii), and (iv) of Theorem 6.3 hold, 

then either all solutions to (ADE) are unbounded on [0,°°) or the con

clusions of Theorem 6.3 are valid. As a simple illustration, let E 

be the space of real numbers, let y be in E, and let Ax = exp(-x) - y 

for each x in E. Then if y < 0 all solutions are unbounded on [0,°°) 

and if y > 0 all solutions are bounded on [0,°°) and tend to -ln(y) as 

t tends to 00. 

C o r o l l a r y 6 . 2 . For each y in E let B^x - Ax - y for all x in E and, 

in addition to the suppositions of Theorem 6.3, suppose that 

(v) For each z in E there is a positive number T = T(z) and 

a function u from [0,T] into E such that u(0) = z and u 

is a solution in the extended sense to u'(t) = B u(t) on 
y 

[0,T]. 

Then A is a bijection from E into E and if ft is bounded subset of E, 

there is an r^ > 0 such that | A "*"x - A "*~y | < P( r
Q) ~^|x-y| f ° r a H x 

and y in ft. 

P r o o f . It is easy to check that B^ satisfies each of the conditions 

of A in Theorem 6.3. Consequently, for each y in E there is a unique 

point x in E such that B x = 0 . Hence Ax = y and it is immediate 
y y y y 

that A is a bijection. If ft is a bounded subset of E and ft' = A (ft), 

then A is bounded on ft' so, by Corollary 6.1, there is an r Q > 0 such 

that Ixl < r for all x in ft'. It follows easily from Proposition 6.M-i i 0 

that |Ax-Ay| > p(r )|x-y| for all x and y in ft' and the last assertion 

of the corollary is now evident. 
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Corollary 6.3. Suppose that A satisfies the conditions of Theorem 6.1 

or Theorem 6.2 and let A be in K with Re(A) > o. Then A-AI is a bisec

tion from E into E and (A-AI)" 1 is in Lip(E,E) with N[(A- I)" 1] ^ 

(Re(A)-a)"1. 

Proof. Since A is in Ln[E,E] with L[A] < a, A-AI is in Ln[E,E] with 

L[A-AI] = L[A] - Re(A) < a - Re(A). It is now easy to check that A-AI 

satisfies each of the conditions of Corollary 6.2 with p(r) = (Re(A) - a) 

for each r in [0,°°). Thus the assertions of Corollary 6.3 are an immedi

ate consequence of Corollary 6.2. 

Example 6.2. Suppose that p satisfies the suppositions of Theorem 6.3 

and A is a function from E into E which has a Frechet derivative dA(x) 

at each point x in E. Suppose further that p[dA(x)] < -p(|x|) for each 

x in E and that dA maps bounded subsets of E into bounded subsets of 

B L ( E , E ) . As in the proof of Propositions 2.2 one can show that if x and 

y are in E with |x|,|y| < r, then 

lim (|x-y + h[Ax-Ay]| - |x-y|)/h < -p(r)|x-y|. 
h^+0 

Thus each of the suppositions of Theorem 6.3 and Corollary 6.3 hold. 

2 

Example 6.3. Let K be the field of real numbers, let E = K , and let 

• L, be the norm on #T defined by |(C1,C2)|1 

= max{| £̂  |,|^I} ^ o r each 
2 

(£ ) in K . Let A and Q be as in Example 3.5—that is 

A(^ 1,^ 2) = (-2 1̂ + cosU2), sin 2(^ 1) - £ 2) 
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and 

Q(KVK2) = U R 2^/3) 

2 

If PQC * ] is induced by the norm |«| on K where | ( £ L 5 £ 2 ) | = | Q ( ^ 1 ,F,2) 

then by Example 3.5 

and it follows from Example 6.2 that 

lim (|x-y + h[Ax-Ay]| - |x-y| )/h < -|x-y| /3 
h^+0 

2 2 for each x and y in K. . Now let B be a continuous function from K into 
2 

K for which there is a nondecreasing function a from [0,°°) into (0,°°) 
oo 

such that J (1/3 - 3a(r)/2)dr = +°° and |Bx-By| < o(r)|x-y| whenever x 
and y are in K with |x| ,|y| < 3r/2. Since || Q|| = 1 and | Q || = 3/2, 

o 
we have that if r > 0 and x and y are in K with |x| 3|y| < r, then 

|x| ,|y| < 3r/2 and 
lim (|x-y + h[Ax+Bx - Ay-By]| - | x-y | )/h 
h++0 ^ 

< lim (|x-y + h[Ax-Ay]| - |x-y| )/h + |Bx-By| 
h^+0 ^ ^ 

< -|x-y|Q/3 + | Q » B X - Q*By | 
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< -|x-y|Q/3 + o(r)|x-y|1 

< (-1/3 + 3a(r)/2)|x-yl . 

g 
Consequently, if p(r) = 1/3 - 3a(r)/2 for each r in [0,°°), we have that 

A + B and p satisfy each of the conditions of Theorem 6.3 and Corollary 
2 I I I I 6.2 with E = K and the norm |•| on E being the norm |•| defined above 

R e m a r k 6 . 5 . If A is as in Example 6.3, Markus and Yamabe [14, p. 310] 
2 

show by using the Euclidian norm on K that the differential equation 

u'(t) = Au(t) has a unique critical point and that each solution tends 

to this critical point as t tends to °°. 

R e m a r k 6 . 6 . The results established in Theorem 6.3 are new and they 

will appear in a paper by the author in the J o u r n a l o f M a t h e m a t i c a l 

A n a l y s i s a n d A p p l i c a t i o n s under the title "A Theorem on Critical Points 

and Global Asymptotic Stability." The results established in Theorems 

6.1 and 6.2 also seem to be new but in a remark at the end of section 

2 in [21], Webb refers to some recent results of F. Browder and T. Kato 

which are to appear in the P r o c e e d i n g s o f t h e S y m p o s i u m o n N o n l i n e a r 

F u n c t i o n A n a l y s i s (published by the American Mathematical Society) 

which have considerable overlap with Theorem 6.1. In particular, Kato 

shows that Theorem 6.1 is true if E Is uniformly convex and Browder 

shows that Theorem 6.1 is true if condition (Ii) holds. 
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CHAPTER VII 

APPLICATIONS TO THE STABILITY OF DIFFERENTIAL EQUATIONS 

Let (A(t) : te[0,°°)} be a family of functions from E into E. 

In this chapter we apply the techniques developed In this work to study 

the growth of solutions to the differential equation 

(DE) u T(t) = A(t)u(t) 

In this chapter we assume that the family {A(t) : te[0,°°)} satisfies 

each of the following conditions: 

(1) A(t)0 = 0 for each t in [0,°°). 

(2) For each z in E there is a positive number T and a 

function u from [0,T) into E such that u(0) = z and u 

(7.1) is a solution to (DE) in the usual sense on [0,T). 

(3) The solution u to (DE) in condition (2) can be 

continued so long as it remains is a bounded subset 

of E. 
The fundamental theorem used in this Chapter is 

Theorem 7.1. Suppose that P i s a subset of E and there are continu

ous functions n and y from [0,°°) into the real numbers such that 
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lim (|x+hA(t)x| - |x|)/h < N(T)| 
h++0 

and 

-lim (|x-hA(t)x| - |x|)/h > y(t)|x 
h-H-0 

for each (t,x) in [0,°°)xD. If u is a solution to (DE) and T is a posi

tive number such that u(t) is in V for each t in [0,T), then 
t 

(i) the function t —> |u(t)|exp(-J n(s)ds) is nonincreasing on 
o 

[0,T), 
t 

(ii) the function t —> |u(t)|exp(-J y(s)ds) is nondecreasing on 
o 

[0,T), and 
t t 

(iii) |u(0)|exp(/ y(s)ds) < |u(t)| < |u(0)|exp(/ N(s)ds) for each 
o o 

t in [0,T). 

Remark 7.1. This theorem is closely related to Theorem 2.13.1 of 

Lakshmikantham and Leela in [10,p 103]. 

Proof of Theorem 7.1. For each t in [0,T) let p(t) = |u(t)|. Then, 

by Lemma 4.5, 

p'(t) = lim (|u(t) + hA(t)u(t)| - |u(t)|)/h 
h++0 

< N(T)P(T), 

t 
and it follows easily that the function t —> p(t)exp(-J n(s)ds) is con-

o 
tinuous and has a nonpositive right derivative on [0,T). Consequently, 
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part (i) is true. Furthermore, if t is in (0,T) then 

p_(t) = lim (|u(t) + hA(t)u(t)| - |u(t)|)/h 
h->-0 

-lim (|u(t) - hA(t)u(t)| - |u(t)|)/h 
h->+0 

> y(t)p(t) 

t 
so that the function t —> p(t)exp(-J •y(s)ds) is continuous and has a 

o 

nonnegative left derivative on (0,T) and part (ii) is true. Part (iii) 

is immediate from parts (i) and (ii). 

We will now give a sequence of propositions and examples that 

show how these techniques relate to and sometimes sharpen some of the 

known results in the stability theory of differential equations. 

Proposition 7.1. Suppose that A(t) is in Lip(€,€) for each t in [0,°°) 

and the function t —> A(t) is a continuous function from [0,°°) into the 

seminormed space L-lp[€,€). If u is a solution to (DE), then u exists 

on [0,°°) and each of the following holds: 
t 

(i) The function t —> |u(t)|exp(-/ M[A(s)]ds) is nonincreasing 
o 

on [0,°°). 
t 

(ii) The function t —> |u(t)|exp(J M[-A(s)]ds) is nondecreasing 
o 

on [0,°°). 
t t 

(iii) |u(0)|exp(-/ M[-A(s)]ds) < |u(t)| < |u(0)|exp(/ M[A(s)]ds) 
o o 

for each t in [0,°°). 
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Remark 7.2. In the case that A(t) is linear for each t in [0,°°) this 

is Theorem 3 of Coppel in [4, p. 58]. The author in [15, Theorem 2] 

shows that there is an analogous result to Theorem 3 of Coppel which 

bounds solutions of linear Stieltjes integral equations. 

Proof of Proposition 7.1. Since the function t -> A(t) is continuous it 

follows from part (iv) of Remark 2.8 that the functions t M[A(t)] and 

t -> M[-A(t)] are continuous. If x is in E then 

lim (|x+hA(t)x| - |x|)/h < lim (N[I+hA(t)]|x| - |x|)/h 
tr*+0 h-H-0 

M[A(t)]|x 

and 

•lim (|x-hA(t)x| - |x|)/h > -lim (N[I-hA(t)]|x| - |x|)/h 
h-H-0 h->+0 

= -M[-A(t)]|x 

for each t in [O,00) so that this proposition is an immediate consequence 

of Theorem 7.1. 

Proposition 7.2. Suppose that r is a positive number, V[v) -

{x£E : |x|<r}, and A(t) is Frechet differentiable in V[r) for each t 

in [O, 0 0). Let d A(t)(x) denote the Frechet derivative of A(t) at x and 

suppose for each T>0 there is a number K(T) such that ||d A(t)(x)|| < K(T) 

for each (t,x) in [0,T]xP[r). Suppose further that a(r,») is a 
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continuous function from [0,°°) into the real numbers such that 

(i) y[d2A(t)(x)] < a(r,t) for each (t,x) in [0 ,°°)xP (r) . 

(ii) There is a number R(r) such that / a(r,s)ds < R(r) for 
o 

each t in [0 ,°°) . 

If u is a solution to (DE) such that |u(0)|exp(R(r)) < r then u exists 

on [0,°°) and 

t 
i(t)| < |u(0)|exp(/ a(r,s)ds) 

o 

for each t in [0 ,°°) . Furthermore, if these suppositions hold for each 

r>0 and there is a number T such that T(r) < T for each r > 0, then 
o o 

each solution to (DE) exists on [0,°°) and the above bound holds when
ever |u(0)|exp(R ) < r. 

1 1 o 

Proof. Using the techniques developed in the proof of Proposition 2.2 

it is easy to show that 

lim (|x+hA(t) x| - |x|)/h < a(r,t 
h->+0 

for all (t,x) in [0,°°)xP(r). By part (iii) of Theorem 7.1 so long as 

a solution u to (DE) remains in P(r) 

t 
i(t)| < |u(0)|exp(J a(r,s)ds). 

o 

Thus if | u(0) | exp( T(r) )<r then |u(t)|<r for all t in [0,°°) and the 

assertions of the proposition follow easily. 
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Example 7.1. Suppose that H is a Hijjbert space and {A(t) : te[0,°°)} 

is a family of functions from H into H such that d2A(t)(x) exists and 

is bounded on bounded subsets of [0,°°)xH. Suppose further that P and 
2 

S are positive definite self-adjoint members of BL[H,H) such that S = P, 

and, for each r>0, there is a positive number A(r) such that if x is in 

V[v) and A is in the spectrum of P»d2A(t)(x) + d2A(t)(x)"»P, then 

A < -A(r) for each t in [O, 0 0). By Proposition 3.2, if Vg[*] is induced 

by the norm |»| on H (where |x| s = |Sx|), then y s[d 2A(t)(x)] < 

-A(r)/(2|| P|| ) whenever (t,x) is in [0 ,°°)xl? (r) . Consequently, by Propo

sition 7.2 (using the norm we can take a(r,t) = -A(r)/(2||P|| ) so 

that if u is a solution to (DE) such that | S_1|| | s|| |u(0)| < r, then u 

exists on [O,00) and satisfies 

u(t)| < || S l̂llsl |u(0)|exp(-tA(r)/(2||p|| )) 
for each t in [O, 0 0). In particular, this shows that Proposition 7.2 

contains Theorem 21.1 of Krasovskii [9, p. 91]. Here Krasovskii 

requires that H is finite dimensional and that -A(r) < -A < 0 for each 
o 

r>0. 

Proposition 7.3. Suppose that S is a nonempty set and i|"la

 : oeS] 

is a family of norms on E each of which is equivalent to the norm |•| 

on E. Also let {a : oeS] and {b : oeS} be families of positive num-

o o 
bers such that a |x| < |x| < b |x| for each x in E. Furthermore, let 

V be a bounded subset of E and suppose that (n g : oeS} and {y^ : oeS] 

are families of continuous functions from [O,00) into the real numbers 
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such that if x is in V, t is in [O, 0 0), and a is in 5, then 

lim (Ix + hA(t)x| - Ixl )/h < n (t)|x| ' 1 a 1 1 a a 1 ' a 
h^+0 

and 

-lim ( x - hA(t)x - x )/h > y (t) x . ' 'a 1 1 a a 1 1 a h->+0 

If u is a solution to (DE) and T is a positive number such that u(t) is 

in V for each t in [0,T), then 
t 

(i) |u(t)| < |u(0)|inf{(b /a )exp(/ n (s)ds) : oeS] 
O 

and 
t 

(ii) |u(t)| > |u(0)|sup{(b /a )exp(f y (s)ds) : oeS] 
o 

for each t in [0 ,T). 

Proof. It is immediate from part (iii) of Theorem 7.1 that if a is in 

S and t is in [0,°°) then 

t 

u(t)| < |u(0)| exp(J na(s)ds). 
o 

Since u(t) < b u(t) and u(0) < a 1 u(0) it follows that a a a a 
t 

u(t)| < (b /a )|u(0)|exp(/ n (s)ds) 
o 

and part (i) is immediate. The proof of part (ii) is analogous 
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EXAMPLE 7 . 2 . Here we give a simple application of Proposition 7.3 and, 

in the next proposition, we extend this example to a more general situ-
2 

ation. Let K be the real field, let E = K. , and let A(t) be the member 
2 2 

of BL(K ,K ) which is associated with the matrix 

-1 t 

0 -1 

For each e>0 let Q ^ ^ * ^ ) = (^±9K2) for each C ^ , ^ ) in K . Then Q £ 

is invertible and Q •A(t)*Q ^ is associated with the matrix 
e e 

-1 et 

0 -1 

If | • | 1 is the norm on K defined by | (£ ) | = max{ | £_J , | ? 2 | ) S I " 

is the norm on K. defined by |(£ ) | = I ̂ c ^ i ^ 1 9 a n C* ^e ~*~S 

induced by , then, by Example 3.1 and part (i) of Example 3.3, 

y [A(t)] = -1 + et. 
e 

1 1 1 1 -11 1 2 Since x < x < e x for each x in K and e in (0,1], we have by 1 1 £ 1 1 1 1 £ -> J 

Proposition 7.3 that if u is a solution to (DE) then 

u(t)| < |u(0)| inf{e 1exp(-t+et//2) : 0<e<l} 
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for each t in [0,°°). In particular, by taking e = min{l,t }, 

u(t)| < |u(0)| t exp(-t/2) 

for each t In 

Proposition 7 . 4 . Suppose that K is the real field, n is a positive 

integer, E = Kn, and |*| is the norm on Kn defined by |(£ = 
1 K 1 1 

max{ | £ | : 1 < k < n}. Let {A(t) : te[0,°°)} be a family of differenti-K 
able functions from Kn into K n such that the function (t,x) —> A(t)x 

of [0,°°)xKn Into K n is continuous. Let A(t)x = (A (t)x)Ij1 for each (t,x) 
K 1 

in [0,«>)xKn and suppose that T T ~ An (t)x is bounded on bounded subsets 
^ 3£^ k 

of [0,°°)xKn. Let J..(t)x denote A.(t)x for each (t,x) in [0,°°)xKn 

i] 3 ^ l 

and pair of integers i and j In [l,n], and suppose that each of the 

following is satisfied: 

(i) \(b)0 = 0 for all t in [0,°°) and all integer k in [l,n]. 

(ii) J..(t)x = 0 whenever (t,x) is in [0 ,°°)xKn and 1 < i < i < n. 

(iii) For each r>0 there is a positive number a(r) such that 
J..(t)x < -a(r) whenever t is in [0,°°), x is in KU with ii 

|x| < r, and 1 < i < n. 

(iv) There is a nonnegative number A such that for each r>0 

there is a A(r)>0 for which |j..(t)x| < A(r)(l+t)^ when-

ever t is in [0,°°), x is in K n with |x|^< r, and 

1 < i < j < n. 

Then each solution u to (DE) exists on [0 ,°°) and there are positive 

numbers V and 3 (which depend on u) such that 
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u(t) < TexpC-Bt) 

for each t in [0,°°). 

R e m a r k 7 . 3 . This proposition contains Theorem 4 of Markus and Yamabe 

in [14]. Here they prove this proposition in the case that A does not 

depend on t. 

P r o o f o f P r o p o s i t i o n 7 . 4 . The proof will be by induction on n. It is 

trivial if n = 1 so assume n > 1 and the assertions of the proposition 

hold for n - 1'. Let u(t) = (u, (t))^ be a solution to (DE) and let 
k 1 

v(t) = (0,u2(t),...,u (t)) for each t for which u(t) is defined. It 

follows easily from the induction hypothesis that there are positive 

numbers T and 8 such that |v(t)| < Texp(-3t) so long as v(t) exists. 

If p(t) = |u (t)| then 

p'(t) = lim (|u (t) + hA (t)u(t)| - |u (t)|)/h 
h->+0 

< {lim (|u (t) + h[A (t)u(t) - A (t)v(t)]| - |u (t)|)/h> 
h->+0 

+ A1(t)v(t) . 

It follows from condition (iii) that the number in the braces above is 

nonpositive so that p (t) < |A (t)v(t)| so long as u(t) exists. How

ever, by condition (iv), |A (t)v(t)| < (n-l)A(T)(1+t)A exp(-Bt), and 

hence, so long as u(t) exists, 
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L C t) | < (n-l)A(DR/ (l+s )Aexp(-6s)ds 

Thus u (t) remains bounded so that u(t) remains in a bounded subset of 

K n and consequently, u exists on [0,°°). Now let r>0 be such that 

.(t) <r and for each £ in (0,1] let Q be the diagonal matrix 1 e 
,. , n-1 n-2 n s -1 . , 1-n 2-n diag(£ ,£ ,...,£,1). Then = diag(£ ,e ,£ ^,1) and if 

J(t)x = (J. .(t)x) . . is the Jacobian matrix of A(t) at x then i] l<i,3<n 

Q «J-Q 1 

£ £ 

Jll E J 1 2 £ J13 

0 J22 £ J23 

0 0 

n-l T 

£ J 
n-2 T 

£ J 

In 

2n 

nn 

where the arguments are suppressed. If |*| is "the norm on K.n defined 

by IxI£ ~ l̂ £Xll' t n e n Example 3.1 and part (i) of Example 3.3, if 

u [•] is induced by • , we have the estimate £ 1 1 £ 

u [J(t)x] < -a(r) + £(n-l)A(r)(l+t)A 

£ 

for each t in [0,°°) and x in Kn with x -̂ < «̂ By Proposition 7.2, 

u(t)| < |u(0)| exp(-a(r)t + £(n-1)A(r)(1+t) A + 1/(A + l)). 

Since |u(t)L < £ n + 1 | u ( t ) | and |u(0)| < |u(0)L, it follows that I I ]_ i I E i 1 e 1 '1 
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|u(t)| < |u(0)| e n exp(-a(r)t + e(n-l)A(r)(1+t) /(A+1)) 
for each t in [0 ,°°) and e is (0,1]. By taking z - min{l, 

(A+l)a(r)/[2(n-l)A(r)(l+t)X]} and r1 = 2(n-l)A(r)/[a(r)(A+l)] we have 

|u(t)| < |u(0)| r'(l+t)Aexp(-a(r)t + a(r)(1+t)/2). 

Thus if T" = |u(0 ) | r'exp(a(r)/2) then 

|u(t)| < rM(l+t)Aexp(-a(r)t/2) 

for each t in [0,°°) and it follows that u(t) tends to zero exponentially 
as t tends to 0 0. This completes the proof of Proposition 7.4. 

Now let {B(t) : teEO,00)} be a family of functions from E into E 

and suppose for each z in E there is a positive number T = T(z) and a 

function u from [0 ,T] into E such that u(0) = z and u is a solution to 

the differential equation 

(PDE) u'(t) = A(t)u(t) + B(t)u(t) 

in the usual sense on [0,T). Suppose further that u can be extended so 
long as it remains in a bounded subset of E. Also let {U(t) : t£[0,°°)} 
be a family of invertible members of BL(E,E) for which there are posi
tive numbers A1 and A0 such that ||u(t)|| < An and ||u(t) 1 I < An. Suppose 

1 2 1 2 
further that the function t —• U(t) of [0,°°) into BL (E,E) is continu

ously differentiable. 
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Proposition 7 . 5 . Using the notation above let C(t) = U(t)•A(t) *U(t) x + 

u'(t)-U(t) 1 for each t in [0,°°). Let r be a positive number, V[r) -

{ x e E : |x|<r}, and suppose that a(r,*) is a continuous function from 

[0,°°) into the real numbers such that 

lim (|x+hC(t)x| - |x|)/h < a(r,t)|x| 
h^+0 

for all (t,x) in [0,°°)xP(r). Now suppose that 3(r,*) is a continuous 

function from [0,°°) into the real numbers such that 

|B(t)x| < 3(r,t)|x| 

for all (t,x) in [0,°°)xP(r) and that there is a nonnegative number F(r) 

sucn that 

t 
/ [a(r,s) + A1A23(r,s)]ds < T(r) 
o 

for each t in [0,°°). Then each solution u to (PDE) such that 

| U(0 )u(0) | exp( f(r)) < r exists on [0,°°) and for each t in [0,°°) 

t 
|u(t)| < A 1A 2|u(0)|exp(/ [ct(r,s) + A A 2 3 ( r , s ) ] d s ) . 

o 

Proof. Let v(t) = U(t)u(t) so that 

v'(t) = U(t)-A(t)u(t) + U(t)-B(t)u(t) + U T(t)u(t) 

= C(t)v(t) + U(t)-B(t)u(t). 
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If p(t) = |v(t)|then, so long as |v(t)| < r, 

p_J_(t) = lim (|v(t) + hv'(t)| - |v(t)|)/h 
h^+0 

= lim (|v(t) + h[C(t)v(t) + U(t)-B(t)u(t)]| - |v(t)|)/h 
h-H-0 

< lim (|v(t) + hC(t)v(t)| - |v(t)|)/h + |U(t)•B(t)u(t) | 
h-H-0 

< a(r,t)p(t) + A1|B(t)-U(t)"1v(t) | 

< a(r,t)p(t) + A A 3(r,t)p(t) 

We have by Lemma 4.6 that, so long as |v(t)| < r, 

t 
|v(t)| < |v(0)|exp(/ [a(r,s) + A A 3(r ,s)]ds ). 

o 

Consequently, |v(t)| < |U(0)u(0)|exp(T(r))<r so that as long as u(t) 

and v(t) exist, |v(t)|<r and |u(t)| = |U(t) _ 1v(t)| < A |v(t)| < h ^ . 

Thus u(t) remains in a bounded subset of E and so u(t) can be extended 

to [0,°°). Furthermore, 

|u(t)| = |U(t) _ 1v(t)| 

^ A 0|v(t) 



Ill 
t 

< A2|U(0)u(0)|exp(/ [a(r,s) + A A 3(r ,s) ]ds) o 
for each t in [0,°°) and the assertions of the proposition follow. 
E x a m p l e 7 . 3 . Suppose that H is a Hilhert space, the functions A(t) 
in Proposition 7.5 (with E = H) have a Frechet derivative on V[v) and 
d A(t)(x) are bounded on bounded subsets of [0,°°)xP(r). Suppose further 
that {P(t) : t£[0,°°)} is a family of positive definite self-adjoint 
members of BL{H,H) such that the function t -> P(t) of [0,°°) into BL[H,H) 

is continuously differentiable and there are positive numbers y^ and Y2 

such that each member A(t) of the spectrum of P(t) satisfies 
^ A(t) < Y2* Also, suppose that there is a positive number a(r) such 

that if (t,x) Is in [0,°°)xP(r) and if A(t,x) is in the spectrum of 
d A(t)(x) + P(t)_1-d2A(t)(x)"-P(t) + P(t)_1P'(t), then A(t,x) < -a(r). 
Now let B and 3 be as in Proposition 7.5 and suppose that there is a 
number F(r) such that 

t / [-a(r) + 2/Y2/Y]_ 3(r,s)]ds < T(r) o 
for each t in [0,°°). Let S(t) denote the positive definite self-
adjoint square root of P(t). With the arguments suppressed we have 

d2A + P_1«d2A"«P + P_1'P' 

= S~1.[S.d„A-s"1 + S~1-d0A"-S + S_1«Pr'S"1]̂ . 
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Since P' = 2S-S 2 we have S 1«P'«S 1 = 2S'-S 1 so that 

d 2A + P 1 d A" P + P 1 P 

S 1[(S-d 2A-S 1 + S'-S 1 ) + (S-d2A-S 1 + S'-S 

Hence, each member A of the spectrum of (S-d2A-S ^ + S'-S ̂ ) + 

(S'd2A*S 1 + S'-S satisfies A < -a(r). By part (iii) of Proposition 

3.1, 

y[S-d2A-S 1 + S'-S -1] < -a(r)/2 

Thus with U(t) = S(t) and a(r,t) = -a(r)/2 we have that ||u(t)||< /y^ 
and ||u(t) "'"I < / l / s o that the hypotheses of Proposition 7.5 are 

fulfilled. In the case that A(t) is linear for each t in [0,°°), this 

example is Proposition 1 of Halanay in [6, p. 72]. Note, however, 

that line 3 of Proposition 1 contains a misprint. It should read 

|x(x,t)| < 6(t)|x|, for |x| < c. 
R e m a r k 7 . 4 . Even though Theorem 7.1 is very similar to Theorem 2.13.1 

of Lakshmikantham and Leela in [10, p. 103], the propositions given In 

this chapter are new. Most of the results of this chapter are contained 

in a paper by the author which will appear in the J o u r n a l o f D i f f e r e n 

t i a l E q u a t i o n s under the title "Bounds for Solutions of a Class of 

Nonlinear Differential Equations." 
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