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SUMMARY 

Severe musculoskeletal trauma is one of the most prevalent types of trauma in both 

combat-wounded and civilian patients. However, despite advances in trauma care, 

morbidity and complication rates remain high with greater than 5-10% of patients 

experiencing complications with healing, most commonly non-unions and infections, 

resulting in longer rehabilitation times and increased treatment costs. Recently, systemic 

immune dysregulation and immunosuppression has been implicated as a main contributor 

to severe trauma patients who have complications in healing and who respond poorly to 

treatment strategies. A notable hallmark of systemic immune dysregulation is elevated 

levels of immune suppressor cells, including myeloid-derived suppressor cells (MDSCs), 

similar to immune suppression seen in many solid tumors. Despite awareness of systemic 

immune dysregulation in human trauma survivors, it is still poorly understood how these 

systemic cellular and molecular immune responses impact regenerative intervention 

strategies and outcomes. Further, whether such knowledge can enable design of effective 

immunoengineering strategies to improve functional regeneration has not been rigorously 

tested. Finally, well-characterized animal models that mimic these conditions and that 

could allow for a better understanding of the interaction between trauma-related 

immunosuppression and associated impaired regeneration responses have not been 

established. Previous clinical attempts at systemic immunomodulation following trauma 

have used systemic cytokine and growth factor therapies; however, they have had very 

little success to restore immune homeostasis and improve patient outcomes. Borrowing 

from cancer immunotherapy, a treatment to address immunosuppression at the cellular 
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level rather than the protein level utilizes monoclonal antibodies (mAbs) to deplete 

MDSCs; however, they are limited by high dosage requirements and there are no mAbs 

that specifically target MDSCs.  

Therefore, in order to better understand systemic immune dysregulation following 

trauma, the first aim developed and characterized systemic immune dysregulation in pre-

clinical animal models of severe trauma and identified predictive markers for immune 

dysregulation. The next aim developed a synthetic nanoparticle strategy that mimics the 

function of a mAb to target and deplete MDSCs. The last aim utilized the 

immunomodulatory MDSC-depleting therapeutic in order to evaluate the effect of systemic 

immune modulation on the immune system and local bone regeneration. The overall 

hypothesis was that (a) immunological markers indicative of systemic immune 

dysregulation can be used to predict functional regenerative outcomes in a previously 

developed rat composite trauma model and (b) depletion of MDSCs, a hallmark of systemic 

immune dysregulation, will restore immune homeostasis and lead to improved bone 

regeneration. The overall objectives were to investigate (i) how the development of 

systemic immune dysregulation relates to functional bone regeneration and (ii) how 

systemic immunomodulation impacts the immune system and regenerative outcomes 

following severe trauma.  

Overall, this thesis has investigated post-traumatic systemic immune dysregulation 

and immunosuppression in multiple different trauma models, developed and characterized 

a novel nanoparticle-based method to target and deplete aberrant immunosuppressive 

myeloid-derived suppressor cells, and increased the fundamental knowledge about the role 

of myeloid-derived suppressor cells on systemic immune function and healing following 
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trauma. These results can be leveraged to more effectively treat challenging bone injuries 

by identifying patients at higher risk for complications and utilizing targeted and 

individualized treatment strategies that not only focus on local tissue engineering strategies 

but also on systemic immunomodulation strategies.  
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CHAPTER 1. INTRODUCTION 

1.1 Motivation 

Musculoskeletal trauma is highly prevalent in both combat-wounded and civilian 

patients (1,2). Moreover, despite advances in trauma care, mortality and complication rates 

remain remarkably high (3). Patients who do not respond to treatment often suffer from 

complications, most commonly non-unions and infections, and experience poor healing, 

longer hospital stays, increased treatment costs, and prolonged disability (4). Recently, 

systemic immune dysregulation and immunosuppression has been implicated in the limited 

success of current intervention strategies and poor outcomes in trauma patients (5). 

Systemic immune dysregulation and immunosuppression results in decreased levels of 

circulating pro-inflammatory cytokines and a decrease in circulating immune effector cells, 

such as effector T cells (6). Another notable hallmark of systemic immune dysregulation 

is elevated levels of immune suppressor cells, including myeloid-derived suppressor cells 

(MDSCs), similar to immune suppression seen in cancer and tumor microenvironments 

(7,8). Despite awareness of systemic immune dysregulation in human trauma survivors, it 

is still poorly understood how these systemic cellular and molecular immune responses 

impact regenerative intervention strategies and outcomes. Further, whether such 

knowledge can enable design of effective immunoengineering strategies to improve 

functional regeneration has not been rigorously tested. Finally, well-characterized animal 

models that mimic these conditions and that could allow for a better understanding of the 

interaction between trauma-related immunosuppression and associated impaired 

regenerative responses have not been established. A better understanding of 
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immunosuppression following trauma in relevant animal models will aid in identifying 

improved immunomodulatory targets for therapeutic interventions that can guide the 

development of optimal clinical treatment strategies to ultimately improve outcomes for 

trauma survivors. 

Previous attempts at immunomodulation following trauma have mostly focused on 

local immune modulation to improve tissue regeneration by promoting the canonical M2 

pro-healing macrophage phenotype over the M1 anti-inflammatory macrophage phenotype 

through biomaterial-based strategies and implants at the injury site (9). There are few 

systemic treatments, mostly targeting molecular mediators of the immune system, such as 

cytokines and receptors, which have had little success in the clinic to restore systemic 

immune homeostasis (10). In addition, only a few studies have investigated the relationship 

between systemic and local immune responses. For example, one study in cancer 

immunotherapy demonstrated that systemic immunity is required for successful anti-tumor 

immune-therapy, and another study in regenerative medicine demonstrated that systemic 

immune homeostasis is altered by local biomaterial scaffolds for muscle wound healing 

(11,12). Based on the links between bone and the immune system and the relationship 

between the local and systemic immune environments, we posit that regenerative medicine 

strategies will not reach their full potential without consideration of immune homeostasis 

and a permissive, pro-healing immune environment at both the local and systemic levels. 

1.2 Hypothesis and Objective 

The overall hypotheses are that (a) immunological markers indicative of systemic 

immune dysregulation and immunosuppression can be used to predict functional 
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regenerative outcomes in previously developed rat trauma models of delayed non-union, 

implant-associated infection, and composite bone and muscle trauma and (b) depletion of 

MDSCs, a hallmark of systemic immune dysregulation, will restore immune homeostasis 

and lead to improved bone regeneration in small animal trauma models.  

The overall objectives are to investigate (i) how the development of systemic 

immune dysregulation and immunosuppression relates to functional bone regeneration and 

(ii) how systemic immunomodulation impacts the immune system and regenerative 

outcomes following severe musculoskeletal trauma.  

1.3 Specific Aims 

Specific Aim 1. Characterize the development of systemic immune dysregulation and 

immunosuppression in pre-clinical animal models of delayed non-union, bone infection, 

and composite trauma and identify immunological markers predictive of poor healing. 

Clinically, immune dysregulation and immunosuppression has been observed to worsen 

with increased injury severity or with additional complications such as non-union or 

orthopedic infections. This is supported by clinical observations where systemic immune 

dysregulation has been associated with increased susceptibility to opportunistic infections 

and poor response to treatment (4,13,14). Therefore, it is hypothesized that a subset of 

animals in a delayed treatment non-union model, a bone infection model, and a delayed 

treatment composite trauma model will develop systemic immune dysregulation that will 

correlate with impaired bone regeneration and be predictive of non-responders to 

treatment. Longitudinal characterization of bone regeneration and circulating immune cells 

and cytokines will occur via micro-computed tomography (uCT), radiographic imaging, 
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flow cytometry, and multi-analyte profiling. Post-mortem histological evaluation and 

biomechanical testing will be performed to quantify functional regeneration. Finally, linear 

and nonlinear evolutionary multivariate analytics will be used to develop predictive models 

of functional regeneration based on early systemic immune response biomarkers. 

Specific Aim 2. Fabricate and optimize an immunomodulatory therapeutic that targets 

and depletes MDSCs. Although some approaches to deplete MDSCs have been reported 

in cancer immunotherapy using monoclonal antibodies (mAb) and small molecules (e.g. 

5-fluorouracil), they suffer from several limitations – including non-specific depletion of 

other immune cells, high dosage requirements, short retention time, and high costs (15–

17). To improve upon this, we propose to develop synthetic nanoparticle antibodies 

(SNAbs), gold nanoparticles functionalized with both Fc-mimicking and MDSC-targeting 

ligands that can mimic mAb function and specifically deplete MDSCs via antibody-

dependent killing mechanisms. These particles will be evaluated in vitro for their targeting 

specificity and their ability to deplete MDSCs in both mouse and rat animal models.  

Specific Aim 3. Evaluate the effect of systemic immunomodulation on the immune 

system status and bone regeneration in vivo following trauma. A novel biomaterial-based 

systemic immune modulating therapeutic, SNAbs, will be delivered in vivo following 

severe musculoskeletal trauma. We hypothesize that this will achieve targeted depletion of 

MDSCs that will lead to stimulation of the immune system, and ultimately, to restoration 

of immune homeostasis and creation of a pro-healing immune environment that leads to 

enhanced healing. This will be assessed using the same longitudinal bone formation and 

immune response characterization analyses described for Aim 1.   
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1.4 Significance 

Severe musculoskeletal trauma is the primary cause of death in people below the age 

of 34; however, despite advances in trauma care management, mortality and complication 

rates remain high (3,18). While musculoskeletal trauma disproportionately affects military 

personnel, accounting for as high as 88% of those wounded in combat, it also accounts for 

58% of civilian trauma patients (1,2). These injuries are associated with high rates of 

complications, with bone non-union rates up to 31% in patients requiring reconstruction 

following limb salvage, leading to prolonged hospital stays, multiple revision procedures, 

increased treatment costs, and often chronic disability (4).  

Recently, growing attention has been given to the role of the systemic immune 

response and its contributions to poor trauma patient outcomes (5). Severe trauma can 

result in an exaggerated systemic inflammatory response syndrome (SIRS) that if left 

unchecked can lead to acute respiratory distress syndrome and multiple organ failure (18). 

In patients with limb-threatening trauma, SIRS was noted in almost 80% of patients 

(18,19). On the other hand, the body’s natural mechanisms to defend against tissue 

destruction from an excess of inflammatory mediators can lead to a compensatory anti-

inflammatory response syndrome (CARS), which if not properly balanced, results in long-

term post-traumatic immunosuppression and leaves patients vulnerable to infections and 

other complications (20). Because immunologic instability immediately following trauma 

often prevents early total care, underlying injuries are typically treated many days or even 

weeks later when patients may have already transitioned into an immunocompromised state 

(18). This long-term phase of systemic immune dysregulation and immunosuppression has 

been implicated as a major contributor to poor clinical and rehabilitative outcomes 
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following trauma (5,21). However, despite the wide-spread acceptance of systemic 

immune dysregulation and immunosuppression, there are currently no standards in place 

to identify and treat it in severe trauma patients and surprisingly limited work in preclinical 

models to study it.   

This project is highly significant because successful restoration of immune 

homeostasis in combination with local regenerative treatment strategies may enable 

substantial improvement in patient outcomes following severe musculoskeletal trauma.  

Even just identifying biomarkers to predictive patients at risk of being non-responsive 

(Aim 1) to conventional treatments due to immune dysregulation would be enormously 

beneficial to orthopaedic trauma surgeons.  In this project, we will first characterize the 

systemic immune status in previously established rat models of delayed non-union, bone 

infection, and composite bone and muscle trauma in order to identify systemic 

immunological markers predictive of both healing outcomes and for those at-risk to 

develop systemic immune dysregulation and immunosuppression. Rigorous nonlinear 

evolutionary multivariate analytical modeling that reduces model overfitting by 

minimizing variable combinations while maximizing prediction accuracy will also be used. 

Next, we will develop and validate a new synthetic nanotherapeutic approach (synthetic 

nanoparticle antibodies, SNAbs) to reduce elevated levels of immunosuppressive myeloid-

derived suppressor cells (MDSCs), a hallmark of systemic immune dysregulation and 

immunosuppression (Aim 2). Finally, we will test the ability of a systemic 

immunomodulatory strategy to restore systemic immune homeostasis in combination with 

local treatment in order to understand how systemic immunomodulation impacts the local 
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environment to alter functional regeneration in our clinically-relevant composite 

musculoskeletal trauma model (Aim 3).   

1.5 Innovation 

The role of the systemic immune response in bone regeneration. Prior work in 

the field for improving bone regeneration has focused primarily on the local environment, 

including delivery of cells, bioactive factors, and scaffolds with osteogenic potential; local 

immune modulation; mechanical stimulation; and enhancement of vascularization. The 

proposed project is innovative because it seeks to elucidate the role of the systemic immune 

response, an under-studied area of musculoskeletal trauma, in combination with local 

regenerative treatment. Because of the relationship between the systemic and local immune 

environments, systemic immune dysregulation could be promoting an unfavorable local 

environment, thus hindering the success of local treatments. Current clinical strategies to 

address severe musculoskeletal trauma do not include immunomodulatory therapeutics. 

Therefore, immunoengineering strategies that modulate the systemic immune response to 

effectively restore immune homeostasis in combination with local treatment therefore offer 

a novel approach to enhance bone regeneration.  

Novel approach to deplete MDSCs. A common approach currently used to deplete 

MDSCs for cancer immunotherapy utilizes monoclonal antibodies (mAbs) targeting 

MDSC cell surface markers. However, mAbs are limited by high dosage requirements, 

high costs, and limited retention (16,17). Further, the MDSC cell surface marker targeted 

by mAbs is also present on other immune cells, resulting in off-target effects (16). Our 

proposal to develop synthetic Janus particles with an MDSC-targeting ligand may improve 
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upon previous MDSC-depleting strategies by increasing specificity and decreasing off-

target effects. Additionally, our biomaterial-based nanotherapeutic that mimics the 

antibody-dependent immune responses of natural antibodies could provide a facile, 

synthetic platform for recombinant or animal-derived antibodies. 

Improved systemic immunotherapy by cellular targeting. Previous attempts at 

systemic immunotherapies to treat immune dysregulation following trauma have focused 

mainly on systemic cytokine or growth factor delivery. Unfortunately, while these 

therapies successfully altered the target of interest, they failed to restore immune 

homeostasis, and therefore, also failed to improve patient outcomes. The lack of success in 

modulating the immune system highlights the complexity of the interactions between 

different immune mediators as well as the synergistic and redundant effects of those 

mediators. Because of this complexity, we believe targeting a cell population, such as 

MDSCs, may have a broader range of effects that may more effectively and sustainably 

impact the immune status to alter regenerative outcomes. At the same time, targeting an 

immunosuppressive cell population will afford more specificity than broad spectrum 

immune-stimulants thus reducing the risk of unwanted side effects.  

1.6 Outline 

In CHAPTER 2, background information and previous work in the field are provided 

on the immune response to trauma, immunomodulatory therapies, and animal models of 

musculoskeletal trauma and immune dysregulation. In CHAPTER 3, characterization of 

systemic immune dysregulation in a pre-clinical bone non-union trauma model is presented 

and early systemic immune biomarkers predictive of bone regeneration are discussed (Aim 
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1). In CHAPTER 4, characterization of systemic immune dysregulation in a rat trauma 

model of biomaterial-associated infection is presented (Aim 1). In CHAPTER 5, the 

relationship between local treatment strategy, bone regeneration, and systemic immune 

responses are explored further within the context of both a nonunion and a composite defect 

rat trauma model utilizing various biomaterial-based delivery strategies of biological 

factors (Aim 1). Next, fabrication, characterization, and validation of immunomodulatory 

synthetic nanoparticle antibodies (SNAbs) are presented in CHAPTER 6 (Aim 2). Then, 

in CHAPTER 7, immunomodulation using SNAbs following musculoskeletal trauma is 

presented (Aim 3). Finally, in CHATPER 8, conclusions and potential future directions are 

discussed, including SNAb immunomodulation in other applications such as tuberculosis. 
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CHAPTER 2. BACKGROUND1 

Severe trauma is the leading cause of death in people below the age of 45, and even 

despite advances in trauma care management, mortality and complication rates remain high 

(3). Severe musculoskeletal trauma of the extremities is one of the most prevalent types of 

trauma, accounting for as high as 88% of combat wounded patients and 58% of civilian 

trauma patients (1,2). Adding complexity to these injuries are high rates of complications, 

most commonly infections and delayed or non-unions, that result in poor outcomes, longer 

hospital stays, and increased treatment costs (4). Severe musculoskeletal trauma, therefore, 

remains a large clinical challenge. 

Current clinical practices for treating musculoskeletal trauma first aim to stabilize 

the patient and the injury site using damage control orthopedics (10). Only after the 

patient’s condition has stabilized will surgeons attempt to treat the underlying injuries, 

which can occur weeks or even months after the initial injury (22). The current gold 

standard for treating these injuries are autologous bone grafts; however, they are limited 

by donor site morbidity, lack of availability, and poor integration between graft and host 

tissues, which can lead to delayed or non-union of the bone defects in some patients (23). 

Other intervention strategies being investigated to improve upon bone grafts include 

delivery of cells with osteogenic potential, delivery of osteoinductive growth factors and 

hormones, utilization of osteoconductive scaffolds, ultrasound or shockwave therapies, and 

mechanical modulation (24). Despite many promising strategies to improve bone 

 
1 Adapted from C.E. Vantucci et al, Immunomodulatory strategies for immune dysregulation following 

severe musculoskeletal trauma, Journal of Immunology and Regenerative Medicine, 2018. 2: p. 21-35. 

Reproduced with permission from Elsevier. 
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regeneration, a subset of patients, termed non-responders, still experience poor healing and 

unsatisfactory success of these intervention strategies. 

Recently, systemic immune dysregulation and immunosuppression has been 

implicated as a main contributor to the poor outcomes and high susceptibility to 

complications in non-responders (5). Upon initial injury, there is an overwhelming 

inflammatory response, called the systemic inflammatory response syndrome (SIRS), 

resulting in systemic activation of innate immune cells and release of inflammatory 

mediators. Concurrently, there is a systemic compensatory anti-inflammatory response 

syndrome (CARS), which results in suppression of immune effector cells and an increase 

in immunosuppressive mediators. Balanced SIRS and CARS responses result in restoration 

of immune homeostasis and successful healing and regeneration, whereas an imbalance 

between SIRS and CARS is associated with onset of systemic immune dysfunction and 

immunosuppression (3). Patients with immune dysfunction are more susceptible to 

complications, such as infections, and are also thought to be the subset of patients who 

respond poorly to functional restoration treatment strategies (5). 

The importance of the immune system in bone regeneration suggests that for optimal 

success of bone regenerative strategies, underlying systemic immune dysfunction must be 

addressed, highlighting a strong need for immunomodulatory therapeutics. The ultimate 

goal of these immunomodulatory therapies is to restore immune system homeostasis to 

improve patient response to treatment and functional regeneration of the injury. 

Unfortunately, immunomodulatory strategies thus far have been largely unsuccessful in 

shifting the clinical paradigm and improving patient outcomes. A large part of this lack of 

success may be attributed to a poor understanding of the progression of non-responders 
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towards systemic immune dysfunction and immunosuppression. Better characterization of 

the immune response to trauma and the progression towards immune dysfunction may 

elucidate important interactions that play key roles in defining pathologic immune 

responses. This information can then be utilized in the design and development of 

improved immunomodulatory therapeutics, and ultimately, this approach may lead to 

improved regenerative outcomes for severe musculoskeletal trauma patients. 

2.1 The Immune Response to Trauma 

The discovery of the involvement of receptor activator of nuclear factor kappa-b 

ligand (RANKL) in both bone regeneration and the immune system, particularly 

concerning T cell responses, led to the advent of osteoimmunology in the early 2000s (25). 

This resulted in increasing interest in the interactions between bone and the immune system 

in the context of disease and injury, including specific mechanisms and cell types involved. 

The immune response to trauma highlights how changes in bone homeostasis, such as 

injury, impact the immune system, and subsequently how these cellular and systemic 

immunological changes impact bone healing and the success of regenerative intervention 

strategies.  

2.1.1 Development of Immune Dysregulation 

Immediately following injury, factors associated with tissue damage, termed 

damage-associated molecular patterns (DAMPs), initiate inflammatory responses. DAMPs 

include cellular components that would typically not be found outside of the cell, including 

heat shock proteins, uric acid, and nuclear proteins (10). Due to their endosymbiotic origin, 

mitochondrial DNA and peptide fragments mimicking pathogen-associated molecular 
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patterns (PAMPs) are also important inflammatory mediators that trigger inflammatory 

responses through toll-like receptor 9 (TLR-9) (26). A massive onslaught of inflammatory 

cues resulting from severe tissue damage causes both a local and systemic inflammatory 

response, including cell-mediated and protein-mediated changes. Neutrophils, an innate 

immune cell and one of the first responders at the injury site, exhibit impaired apoptosis 

increasing inflammation through release of granules, cytokines, and other inflammatory 

mediators (6,10). This overwhelming local inflammation leads to a systemic response and 

the development of SIRS (3).  

 A SIRS response left unchecked would be detrimental to the host because 

inflammatory mediators can eventually begin to break down host tissues, resulting in 

multiple organ dysregulation syndrome (MODS) and even death (3). In order to protect its 

own tissues, the host mounts a concurrent systemic anti-inflammatory response aimed at 

counter-balancing the acute inflammation caused by SIRS, termed the compensatory anti-

inflammatory response syndrome (CARS) (6). For patients who resolve inflammation, the 

SIRS and CARS responses are able to adequately balance each other to restore 

homeostasis, which typically occurs between 7 and 14 days after injury (Figure 2.1). For 

those who are unable to resolve the initial inflammation, the genomic storm of 

inflammatory and anti-inflammatory genes remains elevated even at 28 days post-injury 

(27). A larger SIRS response with an inadequate compensatory anti-inflammatory response 

can lead to early deaths due to overwhelming inflammation and multiple organ failure. On 

the other hand, when the compensatory anti-inflammatory response overwhelms the initial 

inflammatory response, systemic immune dysregulation and immunosuppression develops 

(8). Trauma patients who develop immunosuppression are more susceptible to 
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opportunistic infections, and they respond poorly to healing and intervention strategies, 

often requiring additional surgical procedures and longer hospital stays (6).  

 Systemic immune dysregulation and immunosuppression impacts both the innate 

and adaptive immune systems. Despite systemic immunosuppression, the local site of 

injury suffers from chronic inflammation, creating an environment not conducive to 

inflammation resolution and healing. This condition has been termed persistent 

inflammation, immunosuppression, and catabolism syndrome (28). Maintenance of 

systemic immunosuppression requires significant energy, resulting in high levels of 

catabolism that further suppresses immune responses by preventing immune effector cells 

from utilizing these resources (3,5).  

2.1.2 Cellular Response 

Systemic immune dysregulation and immunosuppression affects cells of both the 

innate and adaptive immune systems, resulting in decreased function and numbers of 

immune effector cells, and increased function and numbers of immunosuppressive cells 

(Figure 2.1). One of the most historically studied changes in immune cell function after 

trauma is the decreased ability of antigen-presenting cells (APCs), in particular monocytes, 

to present antigen. This occurs due to downregulation of HLA-DR, an MHC class II 

molecule needed for antigen presentation (8). In patients without complications, monocyte 

HLA-DR levels recover around 7 to 14 days post-injury, whereas immunosuppressed 

patients continue to maintain low levels of HLA-DR on monocytes (29).  



 15 

 

Figure 2.1. The Development of Systemic Immune Dysregulation.  

Following severe injury, there is an increase in both local and systemic inflammation in 

response to DAMPs released from damaged tissue. Concurrently, there is a systemic anti-

inflammatory response. Patients with uncomplicated outcomes will see resolution of 

inflammation around 7-14 days, whereas patients with complicated outcomes will maintain 

chronic local inflammation and systemic immunosuppression. Once in a state of systemic 

immunosuppression, circulating immune effector cells and inflammatory cytokines are 

downregulated and circulating immunosuppressive cells and cytokines are upregulated. 
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Along with monocytes, other APCs affected by trauma include dendritic cells 

(DCs) and B cells. Many immune cells suffer apoptotic losses following trauma; however, 

DCs are particularly susceptible to apoptosis, and this has been shown to contribute to 

poorer outcomes clinically (30). Along with the loss of DC numbers, their functional 

interactions with T cells are altered, resulting in induction of T cell anergy and T regulatory 

cell (Treg) expansion instead of effector T cell activation (31,32). It has also been 

demonstrated that under inflammatory conditions DCs can transdifferentiate into 

osteoclasts, further inhibiting bone regeneration (33). Although B cells have not been 

investigated as thoroughly as other antigen-presenting cells, there is still evidence that they 

play a role in the immune response to trauma. B cell-deficient mice were shown to develop 

osteoporosis due to a lack of B cell-derived osteoprotegerin (OPG), which is a decoy 

receptor for RANKL that inhibits osteoclastogenesis (34). Apoptotic losses of B cells may 

therefore impact bone homeostasis through B-cell derived mediators, such as OPG. B cells, 

along with T cells, have also been shown to impact bone quality and matrix mineralization, 

in particular collagen deposition, for bone healing in mice (35).  

T cells, another cell of the adaptive immune response, are also altered in response 

to trauma. Similar to DCs, T cells undergo significant and premature apoptosis as well as 

changes in function following trauma (8). The initial response to injury skews CD4+ 

effector T cells towards differentiation into the inflammatory Th1 subtype; however, 

chronic inflammation at the injury site leads to T cell exhaustion, which shifts 

differentiation to the anti-inflammatory Th2 subtype (8). T cell apoptosis and a shift 

towards the anti-inflammatory Th2 subtype further contributes to systemic immune 

dysregulation and immunosuppression. The impact of trauma on T cells has been 
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investigated clinically and shown to be associated with poor outcomes (36). In a clinical 

study looking at patients with trauma and hemorrhage, a decrease in T cell proliferation 

and total lymphocyte counts was observed (37). Another clinical study looking at brain 

trauma patients noted similar declines in circulating T cells, declines in IL-2 (a cytokine 

important for T cell proliferation and expansion), and an increased susceptibility to 

nosocomial infections (38). Functioning T cells are generally considered anti-

osteoclastogenic cells due to the cytokines and factors they release (IFNg, IL-4, and IL-

10). Osteoclastogenesis increases the ratio of bone-resorbing osteoclasts to bone-forming 

osteoblasts, thus hindering bone regeneration. Therefore, a decline in the population of 

functioning T cells will decrease IFNg, IL-4, and IL-10 and reduce their ability to inhibit 

osteoclastogenesis (25,33).  

Another contributing factor to a decline in T cells is changes in hematopoiesis that 

occur as a result of trauma. Inflammatory cues induce mature T cells to be released from 

the bone marrow and into the periphery, creating more free space within the bone marrow 

cavity. This empty space initiates emergency myelopoiesis and granulopoiesis at the 

expense of lymphopoiesis (39,40), preventing hematopoietic stem cell (HSC) 

differentiation into T and B cells. Further, the loss of osteoblasts, cells responsible for bone 

formation, along with their precursors, were shown to impact hematopoiesis because 

osteoblasts are an important component of the bone marrow niche and play a role in the 

survival and differentiation of HSCs (41). Therefore, trauma alters HSC differentiation 

programs as well as biological cues involved in their survival and maintenance. 

In addition to deficits in functional immune cells following trauma, there are also 

increased numbers of suppressor cells that contribute to systemic immune dysregulation 
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and immunosuppression. Both myeloid-derived suppressor cells (MDSCs) and T 

regulatory cells (Tregs) increase in patients after trauma and are associated with worsening 

immune dysregulation (8,36,37,42). MDSCs are a heterogeneous population of immature 

myeloid cells that drastically increase during impaired hematopoiesis and emergency 

myelopoeisis following prolonged inflammatory genomic storm (27). While  some MDSCs 

are thought to retain capabilities to fully differentiate into functioning immune cells, most 

are arrested in their immature and immunosuppressive phase (43). MDSCs primarily and 

potently suppress T cells, for example, by depleting arginine resources that T cells utilize 

for proper function (44). They also have been shown to induce immunosuppressive Treg 

development, creating a feedforward mechanism to rapidly increase immunosuppression 

(45). Tregs have a wider mechanism of action than MDSCs, suppressing both the innate 

and adaptive immune systems and inducing alternative activation in macrophages (6). 

Parallel to their contributions to the immunosuppressive environment following trauma, 

both MDSCs and Tregs have also been implicated as main contributors to the local 

immunosuppressive environments found in tumors (46,47).   

2.1.3 Inflammatory Mediators 

Cytokines have a significant role in directing immune responses, and thus, the 

cytokine milieu is also significantly altered following trauma (Figure 2.1). Initially, there 

is an increase in circulating pro-inflammatory and anti-inflammatory mediators, including 

IL-4, IL-6, IL-8, IL-10, and IL-17 (6,33).  Inflammatory signals activate macrophages to 

release even more pro-inflammatory cytokines including IL-1b, and IL-12, which have 

been shown to play a role in the development of mature osteoclasts (48). Further, IL-6, IL-

8, and IL-17 are also involved in osteoclastogenesis and bone resorption independent of 
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the RANKL pathway, indicating that these circulating mediators could be stimulating 

osteoclastic bone resorption and contributing to poor healing outcomes (6). 

 Another important early inflammatory mediator released by monocytes and 

macrophages is high mobility group box-1 (HMGB1), a nuclear DNA-binding protein that 

can bind various TLRs and promote production of reactive oxygen species (ROS) from 

innate immune cells (26). This creates a feedforward mechanism where activation of TLRs 

and release of ROS from neutrophils leads to further activation of inflammatory pathways, 

ultimately resulting in SIRS.  

Circulating IFNg, a cytokine important for macrophage activation, is rapidly 

suppressed in trauma patients. Only in patients with uncomplicated outcomes do IFNg 

levels recover around 7 days post-injury, similarly to when HLA-DR expression recovers 

in these same patients (29). IL-2, a cytokine important for T cell expansion and 

proliferation, is also suppressed systemically in trauma patients. In combination with 

reduced IFNg, this results in suppression of the Th1 effector cell response. The increased 

circulating levels of IL-10 and IL-4 cytokines in combination with Th1 suppression by 

decreased levels of IFNg and IL-2 leads to enhanced differentiation into Th2 effector cells 

(6). These changes therefore further contribute to the development of systemic immune 

dysregulation and immunosuppression. 

2.2 Immunomodulatory Therapies 

The ultimate goal of immunomodulatory therapies following trauma is to reverse 

immune dysregulation to improve patient outcomes and functional tissue regeneration. 

Although utilization of immunomodulatory strategies dates back to the 1980s, clinically 
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established immunomodulatory therapies for trauma patients with immune dysregulation 

still do not exist.  

2.2.1 Immunosuppressive Therapies 

Initially, the overwhelming inflammatory response following trauma was thought 

to hinder successful regeneration of the injury and be detrimental to patient rehabilitation. 

Therefore, first attempts at immunomodulation following trauma utilized 

immunosuppressants, such as corticosteroids, which decrease inflammation by preventing 

the release of both pro-inflammatory cytokines (TNF, IL-1b) and tissue destructive factors 

(10). However, clinical evidence did not support the use of immunosuppressive 

corticosteroid treatment. The largest ever clinical trial conducted on head trauma patients, 

the corticosteroid randomization after significant head injury (CRASH) trial with over 

10,000 enrolled, had to be stopped early due to significantly increased mortality in the 

corticosteroid treated group compared to the placebo control (49). Another trial aimed 

specifically at head trauma patients who developed acute respiratory distress syndrome 

(ARDS) also saw an increase in mortality compared to placebo controls when 

immunosuppressive steroids were used as treatment (10). Long-term steroid usage has also 

been associated with detrimental and irreversible damage to the patient, including 

osteoporosis and osteoarthritis (50). 

 The harmful and long-term side effects of corticosteroids for trauma patients were 

thought to result from their general mechanism of immunosuppression. Therefore, research 

continued to investigate other potential immunosuppressive therapies to modulate the 

immune response; however, even specific immunosuppressive therapies, including TNFa 
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neutralization, NO inhibition, and IL-1 inhibitors all similarly failed to improve mortality 

in trauma patients, and in some cases even worsened patient outcomes (3). After multiple 

failed attempts at using immunosuppressive therapies to improve trauma outcomes, it 

became generally accepted that the inflammatory response is required and even beneficial 

in repair and regeneration of severe injuries (26). As clinicians began to better understand 

systemic immune dysregulation and immunosuppression, there was a transition towards 

investigation of immunostimulatory therapies. 

2.2.2 Immunostimulatory Therapies 

Immunostimulatory therapies to treat immune dysregulation following trauma have 

focused mainly on systemic cytokine or growth factor delivery, in particular, IFNg, GM-

CSF, and G-CSF. More recently, other targets and cell-based therapeutics have also been 

investigated, including IL-7 and the use of mesenchymal stromal cells (MSCs) for 

immunomodulation (3,32,51). While early immunostimulatory therapies successfully 

altered the target of interest, they failed to restore immune homeostasis, and therefore, also 

failed to improve patient outcomes. For example, IFNg is one of the most well-studied 

immunomodulatory therapeutics aimed at increasing HLA-DR expression on monocytes 

to restore antigen presentation and monocyte function. However, despite being studied for 

over 20 years, both clinical and animal studies using IFNg treatment have shown no 

significant changes in important metrics like mortality, hospital stay lengths, or health 

evaluation scores (10,52). While these studies have shown that IFNg does successfully 

restore HLA-DR expression, plasma levels of cytokines such as TNFa, IL-6, IL-10, and 

IL-8 were unaffected, as were clinically relevant endpoints (53–55). This suggests that 

while IFNg treatment did increase HLA-DR expression, this ultimately did not have any 
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major influence on other inflammatory mediators or on counteracting systemic immune 

dysregulation. Other studies have indicated that HLA-DR expression may not even be a 

relevant target due to a lack of correlation between HLA-DR expression and patient 

outcomes (56). Based on widely varied results and evidence that IFNg does not alter the 

immune system status or patient outcomes, other therapies have been investigated. 

 The two next most widely investigated immunostimulatory therapeutics for 

treatment of immune dysregulation following trauma are GM-CSF and G-CSF.  GM-CSF 

is a growth factor that increases expression of HLA-DR and expression of pro-

inflammatory cytokines while G-CSF enhances expression of both pro- and anti-

inflammatory mediators (52). Similar to IFNg treatment, clinical trials showed that while 

HLA-DR expression was increased following GM-CSF treatment, it did not recover back 

to healthy patient levels and also had no impact on mortality compared to patients not 

receiving GM-CSF treatment (57,58). G-CSF treatment performed even worse than GM-

CSF with poor recovery of HLA-DR expression on monocytes and no functional recovery 

of T or B cells (52). While another study demonstrated that G-CSF reduced bacteremia, 

hospital stays and 28 day survival were unchanged compared to untreated patients (38). 

Similar to IFNg, clinical results indicate that while GM-CSF and G-CSF may have some 

impact on HLA-DR or cytokine expression, they still failed to restore immune homeostasis 

and improve healing and regeneration.  

 More recent strategies have aimed to increase hematopoiesis or increase 

differentiation of MDSCs into DCs and macrophages (43,59). IL-3 and GM-CSF were 

shown to increase hematopoiesis in vitro, and retinoic acid has been used to reduce the 

number of MDSCs and promote differentiation into functioning immune cells in a murine 
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model (43,59). Parathyroid hormone (PTH) has also been used with the aim of increasing 

hematopoietic stem cell (HSC) number and function (60). Increasing hematopoiesis and 

differentiation into functional immune cells while decreasing immunosuppressive MDSC 

populations therefore shows promise for counteracting immune dysregulation. Other more 

recent therapies currently being investigated are the use of IL-7 to increase CD8+ and 

CD4+ T cell populations numbers as well as anti-PD-L therapy to augment T cell function. 

However, so far, neither have shown success in improving outcomes for trauma patients 

(32). 

 While immunostimulatory therapies have been shown to successfully modulate 

individual components of the immune system, such as HLA-DR expression, their main 

limitation is their inability to subsequently counteract systemic immune dysregulation (3). 

Their lack of success in modulating the immune system highlights the complexity of the 

interactions between different immune mediators as well as the synergistic and redundant 

effects of those mediators. Because of this complexity, improved immunomodulatory 

therapeutics are needed that address more than just one component of the immune system. 

For example, research in cancer immunotherapy to treat immunosuppressive environments 

within tumors has investigated the effect of MDSC suppression to improve immune 

function (61,62). Targeting an entire cell population or using cell-based therapeutics may 

have a more significant impact on the immune system compared to targeting individual 

molecules, receptors, or cytokines. In addition, patient-specific treatment strategies may be 

required due to the large heterogeneity in patient responses.  

 Recent work to treat immune dysregulation following trauma has investigated 

utilizing MSCs as immunomodulatory agents to target immune cell function. MSCs were 
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shown in vitro to induce IFNg synthesis in natural killer (NK) cells from severely injured 

patients (51). Although this study was preliminary, using MSCs for immunomodulation is 

currently an area of heavy investigation for a wide variety of applications and may be 

translatable to treat immune dysregulation following trauma (63). 

2.2.3 Biomaterial-Mediated Strategies 

Biomaterial-mediated strategies to improve bone regeneration and healing have 

largely focused on improving osteogenic capabilities of biomaterials through their 

biological, chemical, and physical properties (64). However, due to the significant role of 

the immune system in mediating osteogenesis and healing, it has become of more interest 

to utilize bone biomaterials that also have immunomodulatory properties (65,66). Mostly, 

these biomaterials have focused on decreasing local inflammation and modulating the local 

immune environment to improve healing (67). While this has been shown to be beneficial 

to address local chronic inflammation, these systems do not address systemic immune 

dysregulation, which may limit their usefulness translationally in treating immune 

dysregulation following trauma. At the same time, local immune modulation along with 

systemic immune modulation may be beneficial in restoring immune homeostasis both 

systemically and locally to improve bone healing and patient outcomes. 

 There are many properties of biomaterials that can be altered to impact osteogenic 

and immunomodulatory factors including surface topology and chemistry, pore size and 

porosity, inclusion of bioactive molecules, or coupling with immunomodulatory drugs (67–

70). Hydrophobic surface chemistries tend to improve monocyte adhesion, while 

hydrophilic surfaces inhibit monocyte adhesion but also increase inflammatory cues 
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(71,72). Similar to hydrophilic surfaces, cationic surfaces also increase inflammatory cues, 

while anionic and neutral surfaces decrease inflammation (73). Microstructure and surface 

topography of the biomaterial can also alter responses. For example, nanoscale 

microstructures and topographies have been found to stimulate mineralization production 

in human MSCs in vitro without osteogenic factors (70). These surfaces can also alter the 

immune responses, impacting release of inflammatory mediators and angiogenic factors 

(68). Along with the nanoscale microstructure, pore size also impacts bone growth and 

inflammatory responses. Pore size should be optimized to allow ingrowth of bone tissue 

and to elicit the desired inflammatory responses. Larger pore sizes have been shown to 

increase M2 macrophage markers, typically thought of as anti-inflammatory macrophages, 

and to decrease M1 macrophage markers, typically thought of as inflammatory 

macrophages (74). Lastly, bioactive molecules tethered to bone biomaterials can induce 

differential inflammatory responses. Cobalt (Co) and silicon (Si) stimulate inflammation, 

whereas other ions like zinc (Zn), magnesium (Mg), and strontium (Sr) suppress 

inflammation (67). Biomaterial-mediated strategies to modulate the local immune 

environment may be useful in conjunction with systemic immunostimulatory therapies to 

more effectively counteract immune dysregulation and immunosuppression following 

trauma. 

2.3 Considerations for Development of Immunomodulatory Strategies 

Surgeons and clinicians are ill-equipped to deal with impairments in the immune 

system.  Standard practice following trauma is to monitor systemic levels of immune 

mediators and wait until they reach allowable levels to proceed with intervention strategies 

for the patient (75). Not only do surgeons and clinicians need improved 
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immunomodulatory therapeutics, but essential protocols are also needed that determine 

when immumodulatory treatment should be administered, how it should be administered 

(i.e. systemically versus locally), and to whom it should be administered. Therefore, 

treatment timing, patient characteristics, injury severity, and delivery method must be taken 

into consideration during the development and optimization of immunomodulatory 

therapeutics to ultimately understand how these factors affect the success of subsequent 

regenerative interventions (Figure 2.2). 

2.3.1 Treatment Timing 

Treatment timing is critical for the success of immunomodulatory therapies due to 

significant changes in both systemic and local immune environments over time following 

severe trauma (Figure 2.2). Current clinical practice delays treatment of the injury until the 

patient has been adequately stabilized, which depending on the severity of the injury, may 

be a permissive amount of time for the development of immune dysregulation. For 

example, the Masquelet technique is commonly used to treat bone and soft tissue injuries. 

Patients first undergo debridement and external stabilization followed by placement of a 

polymethyl methacrylate (PMMA) spacer within the defect site during the first damage 

control surgery. Subsequent interventions aiming to treat the underlying defect do not occur 

for another 6 to 8 weeks after the initial stabilization surgery, potentially allowing adequate 

time for the development of immune dysregulation (22). Strategies are needed to both 

identify patients with immune dysregulation and subsequently treat them.  

Clinically, there are differences in the regenerative success of early versus delayed 

treatment for trauma patients. A small clinical case specifically looking at craniofacial 
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traumas when treated immediately versus delayed (2 weeks post injury) showed 100% 

adequate healing in all patients treated immediately (20 out of 20 patients) and only 67% 

adequate healing in patients treated 2 weeks post-injury (4 out of 6 patients) (76). Another 

clinical study looking at early (1-22 days post injury) and delayed repair (23 days or more 

post injury) of fractures in 43 patients showed significantly increased rates of post-

operative complications in patients receiving delayed treatment (77). Other clinical trials 

have shown that acutely treated patients who receive early total care have shorter hospital 

stays and decreased numbers of infectious complications (13,24). Although early total care 

is the ideal treatment course, this may not be possible in all cases due to the stability of 

patient. Therefore, immunomodulatory therapies are needed to target this subset of patients 

who are unable to receive early total care due and therefore have a higher likelihood of 

developing complications and immune dysregulation. 

The differences in immediate versus delayed treatment are also supported in animal 

models of trauma. For example, a rat model of bone non-union received treatment 

immediately or after one week with bone morphogenetic protein 2 (BMP-2), a clinically 

relevant osteoinductive factor, in combination with stem cell therapy. Treatment results 

showed significantly better healing in the immediately treated versus delayed treatment 

group, where no animals had bridging of the bone defect in the delayed treatment group 

while 75% of the animals showed bridging in the immediate treatment group (78). Other 

animal models have also shown differences between delayed and immediate treatment. For 

example, a rat model of rotator cuff injury showed functional biomechanics and bone 

density were significantly reduced in the delayed treatment (3 weeks post-injury) compared 

to immediate treatment (79). Another example utilized a sheep model of bone fracture 
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combined with nerve injury to show that delayed treatment decreased functional outcomes 

of nerve repair (80). The delay in treatment time provides the opportunity for development 

of immune dysregulation that can then negatively impact healing and regenerative 

outcomes. However, more research is needed to better understand the relationship between 

the systemic immune environment and non-responders following delayed treatment. 

Overall, the timing of treatment must be considered when developing and testing 

immunomodulatory therapeutics due to the temporal changes in the immune environment 

following trauma. Currently, there are not established clinical strategies to address patients 

who have developed systemic immune dysregulation and immunosuppression, which 

hinders success of therapeutic interventions. Addressing and modulating the underlying 

immune dysregulation that develops over time following trauma may lead to improved 

healing and success of treatment in patients receiving delayed treatment.  

2.3.2 Patient Variability 

Patient-specific factors, such as age, gender, genetic predispositions, and co-

morbidities, can influence patient outcomes, and therefore must be considered in the 

development of immunomodulatory therapies (24). All of these factors may influence the 

resulting systemic and immune profiles, which may in turn alter the success of an 

immunomodulatory therapeutic (Figure 2.2). 

2.3.2.1 Age 

Age plays a critical role in patient outcomes, and this has been seen clinically and 

in animal models of trauma (81,82). Elderly patients have higher post-operative 
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complications and evidence has suggested this to be a direct consequence of ageing of the 

immune system. In one clinical trial, blood was collected from 20 young (<50) and 21 old 

patients with long bone fractures and analyzed for 6 key cytokines and growth factors. 

These profiles were then compared to age-matched healthy controls. Most significantly, 

young fracture patients showed significantly decreased levels of the inflammatory 

cytokines IL-6 and TNFa, but a significant increase in the growth factor GM-CSF. Old 

patients on the other hand showed significantly decreased IFNg and TRAIL, which is a 

receptor important for the induction of apoptosis. Looking at TUNEL staining to determine 

neutrophil activation showed a significant decrease in post-traumatic neutrophil activation 

in the young population (83). While only a few inflammatory outcomes were measured, it 

is evident that old and young patients have very different inflammatory responses to 

trauma. 

Along with clinical evidence, the effect of age on response to trauma has also been 

demonstrated in animal models. An animal model of hip fracture in aged rats resulted in 

increased susceptibility to infection with Pseudomonas aeruginosa. Similar to clinical 

outcomes, aged rats had significantly increased levels of IL-6 and TNFa and increased 

mortality following a bacterial challenge (84). Animal models of tibial fracture in sheep, 

calvarial defect in mice, and tibial defect in mice all demonstrated that immature or juvenile 

animals healed significantly better than mature or aged animals (85–87). 

The change in response to trauma based on age is due to underlying biological 

changes. Based on in vitro and in vivo experiments, older rats have significantly fewer 

hematopoietic and osteogenic colonies as well as increased bone resorption and osteoclast 

number (88,89). Further, there are changes in both mitochondrial gene expression as well 
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as nuclear gene expression. Some of these changes include reduction in genes involved in 

mitochondrial energy pathways, cell proliferation and adhesion, calcification, 

angiogenesis, and lipid metabolism (90–95). Along with changes in gene expression, 

immunoaging has been implicated in altering the response of the elderly to trauma. As 

people age, the ability of their stem cells to differentiate and regenerate declines, including 

differentiation of immune cells from hematopoietic stem cells (HSCs). Most interestingly, 

the subset of HSCs that are very potent for lymphocyte differentiation are lost in the aging 

process (96). Out of the immune cells that do differentiate successfully, many of them 

exhibit functional alterations. For example, in one study, younger mice had macrophages 

with lower resting levels of oxidative stress compared to older mice (97). In an in vivo test, 

inhibiting macrophage migration to the site of injury delays healing in younger animals, 

whereas in older animals, preventing macrophage recruitment to the fracture site actually 

stimulates repair (98). Lastly, as people get older, the average number of co-morbidities 

increases, which also likely plays a role in decreasing healing in elderly populations (99). 

2.3.2.2 Gender 

Along with age, gender also plays a role in bone healing, largely due to the female 

sex steroid hormones (100). Evidence has shown that estrogen impacts innate immunity, 

adaptive immunity, and hematopoiesis. More specifically, estrogen decreases the 

production of pro-inflammatory cytokines, including IL-6 and TNF, as well as alters the 

expression of pattern recognition receptors (PRRs) on innate immune cells (100,101). 

Further, dendritic cells (DCs) express the estrogen receptor, and therefore their function 

and numbers are altered in females versus males due to the presence of estrogen (102). On 

the adaptive immunity side, estrogen alters B cell activity and antibody production. The 
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role of estrogen in the immune response is supported by the reversal of these effects in 

post-menopausal females who no longer produce elevated levels of female sex steroids 

(103). 

 Clinically, these differences result in females being less susceptible to infections 

and sepsis, and it also significantly decrease the rates of multiple organ failure syndrome 

(MOFS) in females compared to age-matched males (100,103). In males, androgens are 

immunosuppressive, which also contributes to the higher rates of complications and the 

20% higher risk of death following trauma compared to females (104,105). Results from 

animal models also support differences between the male and female responses to injury. 

In a mouse model of burn injury, decreased splenocyte proliferation was observed at 1 day 

post-injury for males but not until 7 to 10 days post injury for females (106) . Despite the 

decreased complication rates in females, males still exhibit better healing rates and 

biomechanical outcomes (107–109). It has been suggested that differences in mesenchymal 

stromal cell (MSCs) and muscle derived stem cells, such as the mobility and quality of the 

MSCs, between males and females alter bone formation and healing (108,110,111). 

2.3.2.3 Genetic Predispositions and Co-Morbidities 

Clinically, co-morbidities and pre-existing conditions are significant risk factors for 

trauma related mortality and increased complications following trauma (99,112–114). The 

type of co-morbidity also impacts the risk. Some co-morbidities have higher risks than 

others, while some increase risk for mortality but others can increase risk for complications 

(112). Co-morbidities include smoking, diabetes, arthritis, cancer, renal disease, 

osteoporosis, etc. (99,114). A study investigating the effect of smoking on healing showed 
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alterations in specific bone-related markers (115). While co-morbidities each complicate 

patient outcomes differently, they all consistently cause increased immunosuppression, 

which is important to consider when developing an immunomodulatory therapeutic. 

 Potentially more challenging to deal with compared to obvious co-morbidities are 

genetic predispositions that result in patient genome expression changes (116). These vary 

from patient to patient, making treatment more challenging because these predispositions 

may not be known a priori like co-morbidities. Systems biology approaches may help 

improve understanding of these patient-specific differences. 

2.3.3 Injury Severity 

The severity of a single trauma or the presence of multiple traumas can drastically 

change the immune response and cause worsening immunosuppression in patients with 

immune dysregulation. This has been seen both clinically and in pre-clinical animal models 

and leads to decreased functional outcomes and increased complications. The extent of 

immune dysregulation based on the severity of the injury must be considered in the design 

of immunomodulatory therapeutics and in determining what will be most optimal for 

treatment.  

 Clinically, polytrauma results in worsening outcomes for patients compared to 

single trauma. A clinical trial examining upper extremity trauma in combination with 

traumatic brain injury (TBI) showed significantly reduced functional outcomes leading to 

long term vocational restrictions in patients with combined extremity trauma and TBI 

compared to just extremity trauma alone (14). Further, another set of clinical trials 

comparing multiple trauma patients to single and minor trauma patients documented 
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hospital stays twice as long with twice as much resource utilization (117). While injury 

severity correlates with poor outcomes clinically, it also correlates with increased 

immunosuppression. For example, in a clinical study examining 12 patients with varying 

injury severity scores, the levels of the inflammatory C3 complement protein were found 

to be decreased in the sera of patients with higher injury severity scores compared to lower 

injury severity scores (118).  

 Animal models of trauma also reflect worsening outcomes following more severe 

injury. For example, rat tibial defect models with a volumetric muscle loss (VML) have 

shown poorer outcomes, significant functional deficits, increased inflammation, and longer 

lasting innate and adaptive immune responses compared to tibial defects without VML or 

sham animals (119,120).  Rat femur defects in combination with muscle trauma also 

similarly show worsening immunosuppression and functional outcomes (121,122). 

Another rat model combining a femoral segmental defect in conjunction with nerve trauma 

showed significant functional deficits compared to bone only defect or nerve only defect, 

as assessed by gait analysis (123).  In a rat model of femur fracture versus polytrauma, 

MDSCs were upregulated and underwent more extensive expansion in the polytrauma 

group, demonstrating the relationship between increased injury severity and increasing 

immunosuppression (124). Increased immunosuppression is important to take into 

consideration because it contributes to higher risks for complications and decreased 

regenerative outcomes in more severely injured patients. 

2.3.4 Systemic versus Local Delivery 
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The site of delivery for any therapeutic can be critical for treatment success and 

therefore must be taken into consideration when designing immunomodulatory 

therapeutics. While systemic delivery is non-invasive and therefore easier to translate to 

the clinic, the downside is that the therapeutic must hone to the target of interest without 

causing unwanted systemic or off-target responses. While local delivery allows the 

therapeutic to be delivered precisely to the site of interest, this method can require more 

invasive delivery strategies that could make local delivery more challenging and harder to 

translate clinically. 

 In the case of systemic immune dysregulation and immunosuppression following 

severe trauma, the immune system is suppressed systemically, but chronically inflamed at 

the site of injury. While anti-inflammatory therapeutics may be beneficial when delivered 

locally to the site of chronic inflammation, systemic delivery of an anti-inflammatory may 

be detrimental, or even deadly, due to systemic immunosuppression, such as was seen 

during the CRASH trial. The CRASH trial which utilized a corticosteroid treatment, a 

systemic immunosuppressive therapeutic, actually increased mortality rates in head trauma 

patients (49). The surprising results from this trial highlight the importance of 

understanding local and systemic environments and considering how immunomodulatory 

therapeutics will impact those environments upon delivery to elicit a desired response.  

 The differences between the systemic and local immune environments following 

severe trauma have been documented clinically, including in patients with chest trauma, 

bone fractures, and surgical trauma (125–129). In a clinical trial with 16 chest trauma 

patients, pro-inflammatory cytokines IL-1b and IL-8 were significantly elevated locally (in 

the bronchoalveolar lavage fluid), but not in the plasma, compared with healthy volunteers 



 35 

(125). Similarly, in a clinical trial following gastrointestinal surgical trauma, higher levels 

of inflammatory cytokines (TNF, IL-1, IL-6) were again found locally, but not 

systemically, except for IL-6 which was higher systemically (126). In an animal study 

using a porcine model of polytrauma (tibia fracture, lung contusion, liver laceration, and 

pressure-controlled hemorrhage), local and systemic levels of pro-inflammatory factors 

(IL-6, IL-8, HMGB1, HSP70) were all elevated; however, elevation of local levels was 

prolonged compared to systemic levels (128). These studies suggest temporal and spatial 

differences in the immune response both systemically and locally.  

 

Figure 2.2. Considerations for Immunomodulatory Therapeutics.  

Both patient variables and treatment variables can impact the outcomes and success of 

immunomodulatory therapeutics to restore immune homeostasis and improve regeneration 

of the injury. Patient variables include patient-specific factors and injury severity that will 

impact the severity of the resulting immune dysregulation, which may be unique from 

patient to patient. Because of the spatiotemporal changes in the immune system following 
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injury, treatment variables that include the site of delivery and the timing of delivery will 

also impact the success of the therapeutic. 

Aside from changes in inflammatory mediators, there are also cellular differences 

systemically versus locally. A clinical trial of patients with abdominal surgical trauma 

noted decreased HLA-DR expression on circulating monocytes, but increased HLA-DR 

expression on monocytes collected from the abdominal fluids (129). Evidence of systemic 

immunosuppression coupled with local inflammation was further supported in another 

clinical trial investigating the systemic and local immune status of 56 patients following 

bone fracture with soft tissue trauma (127).  Systemic and local environments are important 

when considering immunomodulatory strategies because the immune environment may 

alter the success of the treatment strategy.  

2.4 Animal Models for Immunosuppression following Musculoskeletal Trauma  

Pre-clinical animal models are essential for translating scientific discoveries to the 

clinic, and they can be used to either test therapeutics or to improve understanding of 

underlying mechanisms and biology for disease and injury. Unfortunately, although there 

are many trauma models, few of them, if any, have clearly established or characterized the 

presence of systemic immune dysregulation that is a major contributor to increased 

complications throughout the regeneration and rehabilitation process. Further, many of 

these animal models test therapeutics immediately after injury, which does not represent 

the clinical standard for treating musculoskeletal trauma where injuries are typically first 

stabilized and then later, bone grafts or other intervention strategies are used (22). Other 

factors affecting immune dysregulation besides timing include the presence of 

complicating factors, such as infection, and the extent of injury, where more severe injuries 
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worsen immune dysregulation. Therefore, an appropriate animal model to recapitulate 

immunosuppression following musculoskeletal trauma will likely require delayed 

treatment, increased injury severity, such as a composite critical sized bone defect 

combined with a volumetric muscle loss injury, or the presence of another complicating 

factor, such as an infection. Increased evidence of the impacts of clinical post-traumatic 

immune dysregulation and immunosuppression on regenerative outcomes has emphasized 

the need for musculoskeletal trauma research in an immune dysregulated environment. A 

well-characterized and standardized animal model for studying systemic immune 

dysregulation and immunosuppression following musculoskeletal trauma will be essential 

for attaining reproducible, robust, and clinically relevant results for trauma patients with 

immune dysregulation.  

2.4.1 Selecting a Model 

The goal in selecting an animal model for immunosuppression following 

musculoskeletal trauma is to balance clinical relevance and translational capability with a 

simplistic, but robust and challenging model. Considerations during selection include 

which species should be used, the severity of the injury (single trauma versus composite 

and multiple traumas), the timing of treatment (immediate versus delayed), and whether or 

not complicating factors, such as infection, should be included. While these components 

have been shown to clinically worsen immune dysregulation and immunosuppression, 

better characterization of these animal models will be useful in determining the extent and 

progression of immune dysregulation. Ultimately, a successful animal model will mimic 

clinical presentations and demonstrate clear immune dysregulation and 

immunosuppression along with poor healing and response to intervention strategies.  
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2.4.2 Current Animal Models of Musculoskeletal Trauma 

There are a large number of animal models for trauma, reflecting not only on the 

prevalence of trauma seen clinically but also on the wide variety of types of traumatic 

injuries. Trauma models have been widely reviewed in areas of hemorrhage/shock, burn, 

sepsis, traumatic brain injuries, chest trauma, bone defects, soft tissue trauma, and 

extremity trauma (130–135). Combinatorial trauma models combining some of the above 

are also prevalent and are utilized to more accurately represent and study clinical scenarios 

of multiple trauma (135).  

 Rabbit and rodent models are the most commonly used species for animal models 

of musculoskeletal trauma, but dogs, sheep, goats, pigs, and nonhuman primates, in 

particular rhesus monkeys, have also been used (136,137). Rabbits have been favored in 

musculoskeletal trauma models because compared to larger animals, they are smaller, 

cheaper, and easier to maintain and house. They also have more rapid skeletal changes and 

bone turnover, making them useful for studying bone defects (138–140). While rabbits, 

dogs, sheep, goats, pigs, and nonhuman primates have more similar bone characteristics to 

humans, rodents are also very popular due to their low cost and ease of housing and 

handling (137).  

 Many trauma models focus on large bone defects in order to better study delayed 

or non-unions, two of the most clinically prevalent bone trauma complications. Segmental 

defects in the femur or tibia, typically critically sized, are most commonly used. A critical-

sized defect will not heal spontaneously over the lifetime of the animal, thus providing a 

more challenging and rigorous environment to test bone-regenerating biomaterials and 
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other therapeutics. While critical-sized defects should progress to non-unions in animal 

models, the animal skeletal maturity and defect size must still be considered. In a tibial 

defect model in sheep, supposed critical-sized defects of 3 cm or 4.5 cm in skeletally 

immature animals showed bone formation (30-80%) in 50% and 25% of the animals, 

respectively. In the skeletally mature group with the 4.5 cm defect, no animals showed 

spontaneous bone formation (85).  

 Both rat and mouse models are commonly used for musculoskeletal trauma. One 

advantage of using mouse models is their widespread use in immunology research, which 

makes characterizing and studying the immune system in these models significantly easier 

due to reagent availability. However, mouse models also provide more challenges than rat 

models for musculoskeletal trauma research because of their much smaller size, which 

makes fracture fixation techniques more challenging and thus less reproducible. Bilateral 

femur fracture is a well-established mouse model that is commonly used for extremity 

trauma; however, fixation challenges hinder long term investigation. Inability to conduct 

long term investigations can be detrimental for looking at long term immune environments 

following trauma (141). Researchers have attempted to mitigate these challenges by 

developing a mouse pseudofracture model where an injured muscle is exposed to crushed 

bone fragments (141). The method of fixation typically used in mouse models has also 

provided added complexity. While plate fixation is more clinically relevant, external 

fixation or intramedullary pinning has typically been used in mice (142,143). This has led 

multiple researchers to develop mouse models that utilize plate fixation for femoral defects 

ranging from 2-3.5 mm to decrease morbidity and increase reproducibility of these models 

(144–146).  
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Despite these advances, the mouse model still lacks key components to be used 

successfully as a model for immunosuppression following trauma. Their small size creates 

a challenge for accurate local delivery of therapeutics, and their low blood volume prevents 

safe, repetitive blood draws, thus hindering longitudinal assessment of circulating immune 

biomarkers and cells (147). Further, there has been contention that the genomic responses 

to sepsis and trauma in particular poorly mimic the response in humans (148). While some 

have disputed this claim (149), most of the literature has reached a consensus that there are 

significant differences between the human and mouse inflammatory responses to trauma 

(150). This has been further emphasized and supported by a lack of clinical translation 

where therapeutics that have shown success in mouse models subsequently fail in the clinic 

(132). Because of these complications, rat rodent models may provide more robust and 

reproducible data as a model of immunosuppression following trauma. However, the 

immune responses to trauma in rat models are less well characterized to date, motivating 

the need for improved immune characterization to better support the use of rats for models 

of immunosuppression following trauma. Currently, rat trauma models commonly use 

critical-sized segmental defects in the femur or tibia; however, models with critical-sized 

calvarial or caudal vertebrae defects have also been used successfully (151,152). 

2.4.3 Composite Trauma Models 

Pre-clinical models of multi-tissue trauma exhibit increased immune dysregulation 

compared to bone trauma only, which is consistent with observations of immune 

dysregulation with higher levels of injury severity. Composite injuries that include a 

muscle defect along with a bone defect are one way to increase injury severity and thus 

increase immune dysregulation. In a recently developed rat model of composite trauma, a 
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critically-sized femoral defect is used in conjunction with a volumetric muscle loss (VML) 

of the adjacent quadriceps muscle (153). In this same model, it was shown that the use of 

a clinically-relevant BMP-2 mediated treatment strategy did not heal the composite model, 

whereas it did successfully heal the bone only defect (121). Similarly, a rat tibial composite 

injury model that contained a 5mm segmental defect combined with a VML of the adjacent 

muscle, showed significant functional deficits compared to sham treated animals and bone 

defect only animals (120). These animal models demonstrate that composite trauma models 

provide a much more challenging healing environment, which is hypothesized to increase 

the potential for non-responders and inadequate healing due to immune dysregulation. 

 Another option for creating muscle defects besides volumetric muscle loss is to use 

muscle crush injuries. For example, a mouse model and a rat model utilize muscle crush 

injuries in the gastrocnemius muscle and the left soleus muscle, respectively (154,155). 

However, muscle crush injuries may not be as effective at disrupting healing as resecting 

large muscle segments, such as with VML models. A rat tibial fracture stabilized with a 

steel pin was performed in conjunction with a muscle crush injury or a VML of the adjacent 

muscle. Biomechanical functional assessments and bone healing indicate significant 

differences in the VML group compared to fracture alone, but not in the muscle crush group 

(122). Therefore, to increase injury severity and potentially induce immunosuppression 

using composite bone and muscle injury models, a VML injury versus a muscle crush 

injury may be the most effective option. Aside from rodent models, some large animal 

models have also been used for composite trauma; including a dog model of a complex 

bone, tendon, and muscle injury (156). However, despite more similar characteristics to 
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human responses, large animals are used less frequently due to cost, size, and housing and 

handling challenges. 

2.4.4 Delayed Treatment Models 

Another potential method to induce immune dysregulation based on clinical 

evidence is to delay treatment of defects and injuries to allow enough time for systemic 

immune dysregulation and immunosuppression to develop. Delayed treatment models may 

be more clinically relevant because patients typically undergo initial defect stabilization 

followed by treatment that can be weeks later (22). The current animal trauma models 

investigating delayed treatment have waited 1-3 weeks before treating the defects; 

however, these animal models have not been immunologically characterized so their 

immune status at the time of treatment is uncertain. The uncertainty in the immune status 

in these animal models likely explains the varied results of different delayed treatment 

models. For example, a rat femoral segmental defect of 8 mm was treated immediately or 

at 7 days post-injury with adipose and bone-marrow derived stem cells in combination with 

bone-morphogenetic protein 2 (BMP-2), an osteoinductive factor that has been used 

clinically to treat bone defects. In this study, the delayed treatment group showed no 

bridging of defects, whereas the immediate treatment group showed bridging in 75% of the 

animals (78). On the other hand, another study looking at immediate and delayed 

transplantation (7 days post injury) of mesenchymal stromal cells (MSCs) in a rat model 

with muscle crush trauma to the left soleus muscle showed similar functional muscle 

regeneration between the immediate and delayed treatment groups (157). Further, another 

group delivering endothelial progenitor cells (EPCs) to a 5mm critically-sized femoral 

defect in a rat model at 3 weeks post-injury showed no significant differences in bone 
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healing between acute and delayed treatment (158). These varied results suggest that 

understanding the progression of immunosuppression over time is critical as well as better 

understanding how different injury severities impact this progression. 

2.4.5 Infection Models 

The presence of a complicating factor, such as infection, may also be another way 

to enhance immune dysregulation and immunosuppression in animal models. Some models 

have combined infection with a traumatic insult to better study mechanisms to counteract 

infection following trauma, but these models may also be useful for studying the 

development and progression towards immune dysregulation. There are many different 

infection models used that vary in the animal species (i.e. rabbit, rat, pig, or sheep), the 

location of the injury (i.e. tibia, femur, or radius), the type of inoculation (i.e. local injection 

or systemic injection), and the type of bacteria used (159). Rats are commonly utilized in 

infection trauma models because of their lower cost and ease of handling. However, rabbits 

are also used because they are the most prone to developing robust infection after 

inoculation. Pigs are also sometimes used because of their larger size and ability to 

accommodate human-sized implants. Staphylococcus aureus and Pseudomonas 

aeruginosa are the most commonly used bacterial species in infection models (159). S 

aureus in particular is commonly used because of the need to address the development of 

partially or totally antibiotic resistant strains (160).  

Infections can be combined with different types of musculoskeletal trauma 

including crush injury, bone fracture, and muscle injuries. Crush injuries or soft tissue 

trauma combined with infection are often used to represent battlefield trauma and blast 
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injuries in military personnel that have a high incidence of infection (1,161). A model in 

rats combines a femur fracture with a muscle crush injury followed by stabilization and 

then inoculation with S. aureus (162). Another model in rabbits targets the flexor carpi 

ulnaris muscle and combines that with a S. aureus infection (163). Similar models exist in 

large animals, including a sheep model of a S. aureus infected tibia fracture with 

intramedullary nailing (164) and a porcine model of soft tissue blast injury (165). A rat 

model solely looking at infected bone defects combined a 6 mm rat femoral defect with 

infection by soaking collagen in S. aureus and then placing that into the bone defect site 

(166). All of these animal models that combine bone and muscle trauma with infection 

provide a more challenging and rigorous model for bone regeneration and clearance of 

pathogens by the immune system. In addition, animal models combining infection with 

trauma are particularly relevant because wound infection is the leading clinical 

complication following musculoskeletal trauma (4). Further, models that combine trauma 

and infection may be an efficient way to induce systemic immune dysregulation and 

immunosuppression. 

2.5 Future Directions 

Severe musculoskeletal trauma is prevalent in both military and civilian patients, but 

current strategies are inadequate in regenerating lost or damaged tissues. Significant 

numbers of severe trauma survivors enter into a state of systemic immune dysregulation 

and are resistant to recovery treatments, resulting in decreased healing and regenerative 

capacity, thus highlighting a need for improved therapeutic strategies. Therefore, it is 

critical to better understand (a) how severe trauma leads to systemic immune dysregulation, 

(b) how this affects regenerative outcomes in appropriate models, and (c) how to develop 
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improved, targeted systemic immunomodulatory therapies with the goal of restoring 

immune homeostasis and ultimately improving healing and regenerative outcomes in these 

patients.  

The immune response to trauma is complex, with spatial and temporal changes in 

cellular and molecular mediators of inflammation. A better understanding of these changes 

and the factors that can influence them will be essential in the development of effective 

immunomodulatory therapeutics for systemic immune dysregulation and 

immunosuppression following trauma. Important considerations should include: (a) how 

injury severity and patient-specific factors alter the immune response over time, both 

systemically and locally, (b) the timing of treatment (acute or delayed, as well as concurrent 

or prior to regenerative interventions), (c) the target cell(s) or the target 

molecules/pathways, and (d) the vehicle and route of delivery for the most effective and 

safe interventions.  

The ultimate goal is to restore immune homeostasis and improve healing and 

regenerative outcomes for patients. However, in order to develop successful 

immunomodulatory therapeutics that would improve outcomes of regenerative 

interventions, robust pre-clinical models are needed. This requires generating and 

characterizing animal models of immune dysregulation that mimic clinical scenarios. 

Further, better methods are needed to identify at risk patients and patients who could 

potentially benefit from immunomodulatory therapies. This will require gathering large 

sets of human data from current trauma conditions for predictive modeling to help 

clinicians decide which patients are likely to respond poorly to conventional treatment. 

Systems biology approaches may be essential to identifying signatures of immune 
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dysregulation or specific biomarkers of interest. The development of well-characterized 

pre-clinical models that correlate to clinical presentations of immune dysregulation will 

enable experiments involving a priori or concurrent immune modulation with regenerative 

interventions. Understanding how immunomodulatory therapeutics and other interventions 

interact systemically to improve healing will be important for translation and ultimately 

improving patient outcomes. The complex interactions of the musculoskeletal system and 

the immune system and the importance of systemic and local immune function for healing 

highlight the necessity for further research into the role of systemic immune dysregulation 

and immunosuppression in severe trauma patients. 
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CHAPTER 3. CHARACTERIZATION OF SYSTEMIC IMMUNE 

DYSREGULATION IN A PRE-CLINICAL TRAUMA MODEL OF 

BONE NON-UNION2  

3.1 Introduction 

Musculoskeletal trauma involving extremities is quite common, occurring in up to 

71% of battlefield (1) and 59% of civilian injuries (2). Despite advances in treatment, 

failure of bone healing continues to be a significant clinical concern. A large population 

study found a 4.9% overall risk of nonunion for fractures, and reported even higher 

nonunion rates depending on anatomical location and patient comorbidities (114). Recent 

studies have also identified a dysregulated immune response, including chronic 

immunosuppression and immune paralysis, as an important cause of morbidity following 

severe trauma (6,8,167). It has been hypothesized that trauma-induced immune 

dysregulation occurs in multiple stages. The first stage encompasses a systemic 

inflammatory response syndrome (SIRS), characterized by acute hyper-inflammation with 

overproduction of pro-inflammatory cytokines (IL-1, IL-6, TNFα), countered by a 

compensatory anti-inflammatory response syndrome (CARS) with increased expression of 

anti-inflammatory cytokines (IL-1RA, IL-10, TGFβ)(168). CARS follows almost 

immediately after SIRS is initiated, as prolonged exposure to the high levels of 

inflammatory factors and reactive oxygen species generated during SIRS is damaging to 

 
2 Adapted from A. Cheng and C.E. Vantucci, et al. Early systemic immune biomarkers predict bone 

regeneration after trauma, Proceedings of the National Academy of Sciences, 2021. 118(9): e2017889118. 

Reprinted with permission. This work was completed equally in collaboration with Albert Cheng (co-first 

authors). 
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the surrounding tissues and can lead to multiple organ failure if left unchecked (3,169). In 

most cases of uncomplicated healing, the SIRS and CARS responses resolve, and systemic 

immune homeostasis is restored within a couple weeks. Failure to achieve this balance can 

lead to a storm of elevated pro- and anti-inflammatory signals that persists for several 

weeks (27), and can eventually result in a destructive catabolic phase. This phase is 

characterized by the onset of systemic immune dysregulation and immune suppression 

(SIDIS) (21). Patients exhibiting symptoms of SIDIS are more prone to opportunistic 

infections, sepsis, organ dysfunction, and often require multiple surgical interventions and 

hospitalizations, which incur greater long-term healthcare costs for the patient (5,169). 

Some of the primary cellular mediators of long-term immune dysregulation observed 

in SIDIS are the immune suppressor cell types, including T regulatory cells and myeloid-

derived suppressor cells (MDSCs) (5,6,8). These cells suppress immune function by 

secreting anti- inflammatory factors such as IL-1RA, IL-10, and TGFβ, which can 

subsequently inhibit activation of other immune cells, such as in T cell anergy, or even 

reduce immune populations over time by promoting premature apoptosis of these cells 

(5,42). MDSCs in particular are immature myeloid lineage cells, distinct from other 

myeloid immune cells such as macrophages, granulocytes, and dendritic cells (170). 

Additionally, MDSCs are heterogeneous in nature and most commonly identified in rats as 

expressing both neutrophil (His48) and monocyte (CD11b) markers (171,172). These cells 

can directly suppress T cell function through depletion of the amino acid L-arginine 

(36,173), which is a critical mediator of T cell metabolism and activity (174), as well as 

through promotion of nitric-oxide-mediated T cell apoptosis (171). MDSCs are also 

involved in TGFβ1-mediated suppression of natural killer cells and can enhance T 
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regulatory cell survival (45,175). In human patients, circulating MDSCs have been 

observed to persist at high levels up to 28 days in severely septic patients, and were linked 

to adverse outcomes and prolonged ICU stays (42). However, the influence of MDSCs 

following traumatic musculoskeletal injuries, particularly in cases of poor healing such as 

bone fracture nonunion, remains unclear. 

Herein, we utilized a previously established femoral bone defect model of chronic 

nonunion in rats (176) to investigate systemic immune dysregulation and how it relates to 

functional bone regeneration. In this model, treatment with BMP-2 is delivered 8 weeks 

after initial creation of the bone defect (delayed treatment), which is the time needed to 

establish nonunion, as defined by radiographic mineralized capping of bone ends. This 

delayed treatment group mirrors the clinical standard of care given that nonunions are not 

diagnosed and reintervened on until several months after the initial injury (177). Acute 

treatment (i.e. treatment delivered immediately following defect creation) was also 

investigated and represented an example of a relatively uncomplicated bone healing 

scenario. We hypothesized that delayed treatment would result in poor bone healing 

compared to acute treatment and furthermore, that this impairment could be linked to 

systemic immune dysregulation involving an increase in immunosuppressive cell types and 

cytokines and a simultaneous decrease in immune effector cells and cytokines. Systemic 

immune characterization was performed on blood samples collected longitudinally over 

multiple weeks (Figure 3.1) to investigate immune profile changes during healing. Blood 

collected at each time point was analyzed for immune cell populations by flow cytometry 

as well as for serum cytokines and chemokines through a multiplexed array. These results 

were evaluated concurrently with bone healing, which was quantified by in vivo micro-
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computed tomography (μCT) and ex vivo biomechanical testing of the regenerated femurs. 

Finally, univariate and multivariate analyses were performed to develop computational 

predictive models of bone healing based on the blood immune cell and cytokine data. 

 
Figure 3.1 Overview of experimental design showing timeline of experimental assays for 

delayed and acute treatment groups. 

3.2 Materials and Methods 

3.2.1 Experimental Design 

The objective of this study was to investigate whether the early systemic immune 

response following traumatic injury in a recently established animal model of nonunion 

(176) could be predictive of long-term bone regeneration. We set up the in vivo study as 

described below and collected blood samples at multiple time points to perform ex vivo 

cell and proteomic analyses. Concurrently, non-invasive imaging techniques (radiographs/ 

micro-computed tomography) were used to evaluate bone formation over time. At the final 

time point, terminal mechanical testing was performed to functionally assess the 

regenerated bones. Sample numbers for each experiment were determined using power 

analyses based on inputs from previous studies and are noted in the figure legends. All 
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animals and treatment groups were randomly assigned, and investigators were blinded for 

all in vivo and ex vivo analyses. 

3.2.2 Alginate BMP-2 Preparation 

RGD-functionalized alginate (FMC BioPolymer) was reconstituted in MEM alpha 

(Thermo Fisher Scientific) to create a 2% w/v solution, as described previously (178). 

Recombinant human bone morphogenetic protein 2 (BMP-2, Pfizer Inc.) was reconstituted 

in a solution of 0.1% rat serum albumin (Sigma Aldrich) in 4 mM hydrochloric acid and 

mixed with the alginate solution to yield 2 μg BMP-2 per 150 μl of final solution. This 

alginate/BMP-2 solution was gelled with the addition of calcium sulfate (Sigma Aldrich) 

at a 1:25 volume ratio. Hydrogels were prepared under sterile conditions inside a laminar 

flow hood and stored overnight at 4°C before use in surgery the next day. 

3.2.3 Animal Model 

For these studies, 13-week-old female SASCO Sprague Dawley rats (Charles River 

Laboratories, Inc.) were used. Rats were pair housed in individually ventilated caging 

(Tecniplast) with a tunnel and gnawing blocks (Bio-Serv) for enrichment. Bedding was a 

mixture of corn cob and processed paper. Purina Mills International #5001 was fed ad 

libitum. Filtered tap water treated with ultraviolet light was provided ad libitum in bottles. 

Sentinel results from Charles River Laboratories International Rat Prevalent PRIA testing 

were negative for all pathogens in the housing room. All animals were allowed to acclimate 

for at least 2 weeks before any procedures were performed. Following each procedure, a 

divider was temporarily placed in the cage for better monitoring of post-operative recovery. 

Animals were randomly allocated to treatment groups. 
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3.2.4 Surgical Procedures 

All surgical procedures were approved by the Georgia Institute of Technology 

Institutional Animal Care and Use Committee. Anesthesia was induced and maintained 

using isoflurane (Henry Schein Animal Health) inhalation. Prior to each procedure, all 

animals were given a subcutaneous injection of sustained-release buprenorphine 

(ZooPharm) for analgesia. Briefly, an anterolateral skin incision was made in the thigh 

followed by blunt dissection to separate the overlaying muscles to reach the femur. Limited 

extension of this muscle window allowed for placement of a radiolucent polysulfone 

fixation plate for internal stabilization. Critically-sized 8 mm defects were created in the 

mid-diaphysis of the femur using an oscillating saw. For the acutely-treated animals, a 6 

mm diameter poly-caprolactone (PCL, Sigma Aldrich) nanofiber mesh was carefully 

placed around the newly exposed bone ends and alginate loaded with BMP-2 was delivered 

via syringe injection through the mesh perforations. Subsequently the muscle and skin were 

closed using 4-0 vicryl suture and wound clips, respectively. In contrast, for the animals 

receiving delayed treatment, the bone defects were initially left empty (no treatment), and 

the muscle and skin were closed. At 8 weeks, a second procedure was performed on these 

animals where the original incision was re-opened to expose the fixation plate and femur. 

An oscillating saw was used to remove any mineralized end capping of the defects and any 

soft tissue ingrowth within the defect space was cleared to allow for placement of the PCL 

nanofiber mesh. Finally, alginate/BMP-2 was delivered, and the muscle and skin were 

closed as before. 

3.2.5 Radiograpy and Micro-Computed Tomography 
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To qualitatively assess longitudinal bone regeneration, 2D in vivo digital 

radiographs were acquired with an MX-20 digital machine (Faxitron X-ray Corp) at 2, 4, 

8, and 12 weeks post-treatment. Longitudinal bone formation was quantitatively evaluated 

using 3D micro-computed tomography (μCT) at 4, 8, and 12 weeks post-treatment. In vivo 

scans of the harvested femora were performed before mechanical testing using the 

vivaCT40 (Scanco Medical) at a 38 μm voxel size, 55 kVp voltage, and a 145 μA current. 

A threshold corresponding to 50% of native cortical bone density was applied to segment 

bone mineral and identify newly regenerated bone, as established previously. The volume 

of interest (VOI) consisted of the central 6.46 mm (170 slices) of the 8 mm defect. 

3.2.6 Biomechanical Testing 

Torsional testing to failure was performed as previously described (178). Femurs 

were excised at week 20 (12 weeks post-treatment), wrapped in PBS-soaked gauze, and 

stored at -20°C until testing could be performed. On the day of testing, samples were 

thawed, the surrounding soft tissues were excised, and the femora were first µCT-scanned, 

as described above. Subsequently, the fixation plate was removed so that the native bone 

ends could be potted in Wood’s metal (Alfa Aesar). The potted femurs were tested to failure 

in torsion at a rotation rate of 3° per second using the EnduraTEC ELF3200 axial/torsion 

testing system (Bose). Failure strength was determined by locating the peak torque within 

the first 60° of rotation. Torsional stiffness was calculated by finding the slope of the linear 

region before failure in the torque-rotation plot. 

3.2.7 Tissue Collection and Processing 
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Blood was collected longitudinally via the rat tail vein at 0 (baseline), 1, 2, 4, 8, 9, 

10, 12, 16, and 20 weeks into two fractions: one for whole blood and the other for serum 

in the appropriate microvette collection tubes (Kent Scientific). For serum isolation, tubes 

were allowed to clot at room temperature for 30 minutes before storage at 4°C overnight. 

The following day, all serum tubes were centrifuged at 10,000g for 5 min and the yellow 

(straw) serum was collected and stored at -20°C. 

The spleen, bone marrow from the left tibia, and muscle adjacent to the defect were 

all harvested at the endpoint (week 20). Red blood cells were lysed in all samples using 1X 

RBC Lysis Buffer (eBioscience) according to the manufacturer’s instructions. Following 

lysis, cells were fixed using Cytofix fixation buffer (BD), resuspended in FACS buffer 

containing 2% fetal bovine serum (FBS) in 1X PBS, and stored at 4˚C until staining for 

flow cytometry. 

3.2.8 Luminex Multiplex Array and Flow Cytometry 

Serum isolates collected at all time points were analyzed for cytokines via Milliplex 

MAP Rat Cytokine/Chemokine Magentic kit (Millipore Sigma). The assays were read 

using a MAGPIX Luminex instrument (Luminex), and the median fluorescent intensity 

values read by the machine (with background subtracted) were recorded.  

Processed whole blood samples were stained for flow cytometry analysis. Prior to 

staining, cells with Fc receptors were blocked with purified mouse anti-rat CD32 (BD) for 

10 minutes at 4˚C to prevent non-specific binding. Cells were then stained for various 

immune cell populations, including T cells (CD3+), T helper cells (CD3+CD4+), cytotoxic 

T cells (CD3+CD8+), T regulatory cells (CD3+CD4+FoxP3+), myeloid-derived suppressor 
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cells (His48+CD11b+), B cells (B220+), and monocytes (CD68+, Bio-Rad) with specific 

anti-rat antibodies (eBioscience, unless otherwise noted). Sample data was collected using 

a BD Accuri C6 flow cytometer and analyzed using FlowJo software. Gates were 

positioned based on fluorescent minus one (FMO) controls with less than 1% noise 

allowed. 

3.2.9 Linear Multivariate Analyses 

Cytokine and immune cell data for each time point were compiled. Partial least 

squares regressions (PLSR) were conducted in MATLAB (Mathworks) using the partial 

least squares algorithm by Cleiton Nunes (available on the Mathworks File Exchange). The 

data were z-scored (mean subtracted and normalized to standard deviation for each 

cytokine) before being passed into the algorithm. This multivariate method requires scale-

free data so that the analysis would not be biased towards variables with extremely high 

values. An orthogonal rotation in the LV1-LV2 plane was used to define the axis that best 

matched the continuum of healing responses (Week 20 bone volume). A Monte Carlo sub-

sampling using 1,000 iterations was used to characterize standard deviation on the 

individual signals involved in LV1 of the PLSR model. For each iteration, 85% (17/20) of 

the samples used to construct the total PLSR model were randomly sampled, and a new 

PLSR model was constructed. To correct for sign reversals, each sub-sampled LV1 was 

multiplied by the sign of the scalar product of the new LV1 and the corresponding LV1 

from the total model. The same orthogonal rotation used for the total model was applied to 

the LV1s from each iteration, and the mean and standard deviation were computed for each 

signal across all iterations. 
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3.2.10 Non-Linear Multivariate Analyses 

Nonlinear regression was performed using the Evolved Analytics DataModeler 

software to further investigate cytokine and immune cell correlations with bone volume. 

Nonlinear algebraic models from 20 independent evolutions were generated using 

DataModeler’s SymbolicRegression function, which utilizes evolutionary symbolic 

algorithms. These models were then plotted as a function of fit (1-R2) and complexity. 

Next, 191 models with complexity less than 80 and a 1-R2 value less than 0.175 were 

selected as the “fittest” models, which represent the models with the optimal balance of fit 

(R2) and complexity observed at the knee of the Pareto front. These selected models were 

then analyzed using the VariablePresence and VariableCombinations functions to identify 

the dominant variables and variable combinations. Finally, the models involving the top 

variable combination were identified and aggregated into a model ensemble using the 

VariablePresence and CreateModelEnsemble functions, respectively. The resulting model 

ensemble is composed of all the generated models for the chosen variable combination, 

and defines a predictive model that best fits the imported dataset. This model ensemble was 

further evaluated using the ResponsePlotExplorer function to visualize the response of 

bone volume as a function of each individual variable within the ensemble. 

3.2.11 Single-cell RNA-sequencing (scRNAseq) 

For cell isolation, whole blood was collected via the rat tail vein from trauma rats, 

as previously described (179), and myeloid-derived suppressor cells (MDSCs) were sorted 

via magnetic-activated cell sorting (Miltenyi Biotec) using His48 according to 
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manufacturer’s instructions. FACS analysis following cell sorting confirmed greater than 

85% CD11b+His48+ MDSCs.  

Next, the cells were spun down and washed immediately after diluting the samples 

in 10mL PBS+0.1% BSA. The samples were then processed through a cell strainer to filter 

out any debris and cell clumps. The cells were counted for each sample using Cellometer 

(Nexcelom) and Nucleocounter (Cemometec) automated cell counter to check the targeted 

cell number and viability. The volume was optimized to achieve the target 5000 barcoded 

cells. scRNAseq was performed using 10X Genomics Single Cell 3′ Solution, version 3.1, 

according to the manufacturer’s instructions (protocol rev C). Libraries were sequenced on 

Nextseq500 (Illumina).  

The data was de-multiplexed, aligned, and counted using Cell Ranger version 3.1.0 

(10X Genomics). Samples were analyzed using Seurat (https://satijalab.org/seurat/) using 

CCA with Louvain clustering and visualized by tSNE projections. Quality control metrics 

were used to select cells with mitochondrial gene percentage less than 10% and filter cells 

that have unique feature counts over 2,500 or less than 200. These include the selection 

and filtration of cells based on QC metrics, data normalization and scaling, and the 

detection of highly variable features. 

3.2.12 T Cell Immunosuppression Assay  

Whole blood was collected via the rat tail vein from 4 trauma rats and 3 healthy 

rats as previously described (179). 1X RBC lysis buffer (eBioscience) was used to remove 

red blood cells. Cells were rinsed twice with 1X PBS and then MDSCs were sorted out of 

the trauma rat cells via magnetic-activated cell sorting (Miltenyi Biotec) using His48 
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according to manufacturer’s instructions. The MDSC fraction and the remaining PBMC 

fraction were saved. The PBMC fraction from the trauma rats (Trauma - MDSCs) and the 

PBMCs from the healthy rats (Naïve) were plated in tissue culture plates treated with 

5ug/mL of immobilized anti-rat CD3 and 0.5ug/mL of soluble CD28 (BioLegend). A third 

and fourth group were also plated which contained the MDSC and PBMC fractions from 

the trauma rats in a 1:1 ratio (Trauma with MDSCs) or MDSCs from the trauma rats and 

PBMCs from the healthy rats in a 1:1 ratio (Naïve + Trauma MDSCs). Cells were incubated 

for 16 hours and then 10uM of BrdU was added to each well. After 24 hours, cells were 

collected and stained for CD3, CD3, CD8, and BrdU. Surface antigens were stained as 

previously described prior to BrdU staining. After surface antigen staining, cells were 

permeabilized with BD Cytoperm Permeabilization Buffer Plus (BD) according to 

manufacturer’s instructions. Cells were then treated with 300ug/mL of DNAse for 1 hour 

at 37C and then washed in 1X BD Perm/Wash Buffer (BD). Next, cells were stained with 

anti-BrdU APC (BioLegend) and analyzed via flow cytometry. 

3.2.13 Statistical Analyses 

All data are reported as mean ± standard error of the mean. Significance was 

determined by t-test or analysis of variance (ANOVA) as appropriate, with multiple 

comparisons made by Tukey’s post-hoc test. Significance was determined by a p-value < 

0.05. All statistical calculations were performed using GraphPad Prism 7 software. Sample 

sizes were determined by performing a power analysis in G*Power software based on bone 

volume and maximum torque results obtained from previous studies. These power 

calculations, along with historical data using this segmental bone defect rat model, suggest 

a sample size of 7-8 is sufficient to give statistical differences between groups. 
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3.3 Results 

3.3.1 Functional Regeneration is Impaired Following Delayed Treatment of Bone 

Defects 

Bone regeneration and mechanics were significantly decreased with delayed 

treatment. Longitudinal radiographs showed progression of bone healing following 

delayed and acute treatment with BMP-2 (Figure 3.2A). While both groups exhibited 

increased bone formation over time, the defects that received delayed treatment had 

qualitatively less bone than the acutely-treated defects, particularly in the center of the 

newly regenerated defect. This observation was supported by the μCT reconstructions of 

the new bone at 20 weeks (Figure 3.2B), which demonstrated more void space within the 

bone defect in the delayed treatment group. Quantification of new bone formation by μCT 

revealed that the acutely-treated defects had significantly higher bone volumes at both 

Weeks 14 and 20 (Figure 3.2C). No differences were observed in local bone mineral 

density (Figure 3.2D). Furthermore, biomechanical testing demonstrated that delayed 

treatment resulted in regenerated bones with lower mechanical strength and stiffness 

(Figure 3.2E and F) compared to acute treatment. Additionally, acute treatment resulted in 

complete restoration of intact bone stiffness, whereas defects receiving delayed treatment 

recovered on average only 32% of the intact bone stiffness.  In terms of bone strength, 

acutely treated defects were over twice as strong as delayed treated defects, demonstrating 

a significant detrimental effect of delayed treatment on functional regeneration. 
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Figure 3.2. Functional regeneration is impaired following delayed treatment of bone 

defects. 

(A) Representative radiographs (median healing sample for each treatment group) 

demonstrating bone formation at weeks 12, 16, and 20 (corresponding to 4, 8, and 12 weeks 

post-treatment). (B) Week 20 μCT reconstructions of the same representative sample and 

the associated cross-sectional view. (C) Total bone volume and (D) bone mineral density 

for the newly formed bone, as quantified by in vivo micro-computed tomography (μCT). 

(E) Mechanical strength and (F) stiffness of the regenerated femurs were determined by ex 
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vivo torsional testing to failure at Week 20. Mean ± SEM, n = 8-12/group. **p<0.01, 

***p<0.001 as indicated, ###p<0.001 vs all other groups. 

3.3.2 Circulating and Local Immune Cells Correlate with Bone Regeneration 

Immune cell characterization from blood was performed at multiple time points (

 

Figure 3.3A to G). No significant differences were observed between acute and 

delayed treatment for all cell types evaluated. However, multivariate linear regression 

analysis revealed several significant correlations with respect to Week 20 bone volumes 

(Figure 3.4A to E). A table of the linear regression statistics can be found in Table 3.1. 

Immunosuppressive MDSCs and monocytes in blood were negatively correlated with bone 

healing at multiple timepoints post-treatment (Figure 3.4A and B). Of note, blood MDSC 

levels were significantly negatively correlated as early as Week 9, or 1 week post-

treatment. In contrast, the immune effector T cells, including the T helper cell subset, and 

B cells in blood were positively correlated with bone healing (Figure 3.4C to E). 

Interestingly, blood B cells were significantly correlated at Weeks 1 and 4 following 

trauma, several weeks before the delayed BMP-2 treatment was administered at Week 8. 
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Independent analyses of local tissues harvested at Week 20 demonstrated consistent 

correlations to the blood immune response profiles; MDSCs in the bone marrow were 

negatively correlated with healing, while B cells in the muscle tissue adjacent to the defect 

were positively correlated (Figure 3.5). 

 
Figure 3.3 Longitudinal characterization of circulating immune cells. 

(A to G) No significant differences between delayed and acute groups were observed in 

circulating immune cell populations from Week 8 (baseline immediately before treatment) 

through Week 20 (12 weeks post-treatment). Mean ± SEM, n = 8-12/group. Figure 3.3 
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Figure 3.4. Circulating immune cells correlate with bone regeneration. 

(A to E) Select cell populations from peripheral blood demonstrated a significant 

correlation to Week 20 bone volumes. MDSCs and monocytes were negatively correlated 

with bone healing (A and B) while T cells, T helper cells, and B cells were positively 

correlated (C to E). The positive B cell correlations observed at Weeks 1 and 4 are notable 

given they occur several weeks before BMP-2 treatment is administered at Week 8. n = 12-

20/time point, slope of linear regression significantly non-zero for all data shown p<0.05. 

Table 3.1 Linear regression table describing the significant correlations shown in Figure 

3.4. 
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Figure 3.5. Significant immune cell correlations from harvested tissues at Week 20. 

MDSCs in bone marrow from the ipsilateral tibia were negatively correlated with healing 

(A) while B cells in the muscle adjacent to the injured femur were positively correlated 

with healing (B). 

3.3.3 Multivariate Analysis Identifies Immune Cells and Cytokines Associated with 

Healing 

Using the blood immune cell and cytokine data for all time points pooled together 

(Weeks 0 through 20), partial least squares regression (PLSR) was performed to identify 

the most influential factors during the entire course of the study. This analysis revealed an 

axis, called latent variable 1 (LV1), that successfully describes the gradient of observed 

healing responses as defined by bone volume (Figure 3.6A). The LV1 profile shows factors 

that are elevated (positive bars) and diminished (negative bars) with respect to bone healing 

(Figure 3.6B). In agreement with the conventional linear regression results, MDSCs and 

monocytes were most negatively correlated with bone healing, while B cells were most 

positively correlated. Furthermore, IL-6 and IL-13 were the top cytokine correlates with 

successful healing. 
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Figure 3.6. Partial least squares regression (PLSR) of cell and cytokine data for all time 

points identifies immune profile associated with healing.  

(A) The regression analysis established latent variable 1 (LV1) that describes samples 

along the continuum of healing responses. (B) LV1 defines the profile of immune cells and 

cytokines correlated with healing and shows that MDSCs, monocytes, cytotoxic T cells, 

and IP-10 were negatively correlated with healing while B cells, IL-6, IL-13, and IL-1α 

were positively correlated with healing. 

3.3.4 Myeloid-Derived Suppressor Cells are an Early Indicator of Poor Healing 

Pooled analyses of all time points provided broad insight into factors that are most 

influential during the entire timespan of healing; however, early markers post-treatment 

are most useful for clinical prediction of treatment success and bone healing outcomes, so 

we next performed univariate and multivariate analyses of the immune cells and cytokines 

at Week 9, just 1 week post-treatment. Across the Week 9 samples, we observed a spectrum 

of different immune cell and cytokine responses, as visualized in the heatmap (Figure 

3.7A).  
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Figure 3.7. PLSR of Week 9 samples identifies early factors that are positively correlated 

and inversely correlated with healing.  

(A) Heatmap of z-scored Week 9 immune cell and cytokine levels, sorted by Week 20 bone 

volumes. (B) PLSR analysis established a new latent variable 1 (LV1) that describes 

samples along the continuum of healing responses. (C) This LV1 defines the profile of 

Week 9 immune cells and cytokines correlated with healing and shows that MDSCs, 

monocytes, IP-10, and IL-1β were most negatively correlated with healing while B cells, 

T helper cells, and IL-13 were most positively correlated with healing. 

The univariate analyses revealed that only the cytokines IP-10, IL-1β, and IL-10 exhibited 

significant correlations with bone volume, with all being negative correlations (Figure 3.8). 

The multivariate PLSR was able to segregate the Week 9 samples by bone volume using a 

new LV1 (Figure 3.7B). This LV1 profile shows the Week 9 factors that are positively or 

negatively correlated with long-term bone healing (Figure 3.7C), several of which overlap 
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with those identified by the pooled time points PLSR. In support of the previous results, 

MDSCs and monocytes were most negatively correlated with bone healing while B cells, 

T helper cells, and all T cells were most positively correlated. Furthermore, cytokines IP-

10, IL-1β, and IL-10 were negatively correlated with healing while IL-13 and IL-6 were 

positively correlated with healing. 

 

Figure 3.8. Significant serum cytokine correlations for Week 9. 

3.3.5 Nonlinear Multivariate Regression Further Supports MDSCs and IL-10 as Early 

Negative Predictors of Bone Healing 

Lastly, nonlinear regression was independently performed using Evolved Analytics 

DataModeler software to further evaluate the Week 9 immune cells and cytokines. This 

approach has an advantage over linear regression methods by making fewer a priori 

assumptions about model form. Over 1800 unique models were generated using this 

computational approach, and of these only 242 were selected as the fittest models (Figure 

3.9A). The variable distribution of the selected models was subsequently analyzed (Figure 
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3.9B), which revealed MDSCs and IL-10 were present in over 90% of these models. 

Furthermore, models involving the top variable combination of MDSCs, IL-10, and 

RANTES were chosen and aggregated into a predictive model ensemble. This model 

ensemble represents the collection of models that best maximize diversity of the error 

residuals for the Week 9 data, and further analysis of the ensemble variable response plots 

(Figure 3.9C) showed that MDSCs and IL-10 were negatively correlated with bone volume 

while RANTES was positively correlated with bone volume. Interestingly, the MDSC 

response plot demonstrated a distinct nonlinear behavior with respect to bone volume, 

whereas IL-10 and RANTES both exhibited a more linear response. Finally, the model 

ensemble bone volume predictions were compared to the observed bone volumes for all 

samples (Figure 3.9D) and demonstrated high predictive power based on just the 3 variable 

inputs of MDSC, IL-10, and RANTES (R2 = 0.9255). 
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Figure 3.9. Nonlinear multivariate analyses using Evolved Analytics DataModeler 

software supports MDSC and IL-10 as early negative predictors of bone healing. 

Over 1800 unique models were generated using evolutionary symbolic regression 

algorithms, and (A) the top 242 models were selected at the “knee” of the Pareto front, 

which represent the highest accuracy models with the lowest degree of complexity. (B) 

Variable presence chart shows MDSC, IL-10, and RANTES were the top 3 most common 

variables in the selected models. (C) Response profile plots of the model ensemble for the 

top variable combination. The gray lines represent individual models while the blue line 

represents the predictive model ensemble (aggregate of the top 9 individual models). The 

yellow envelopes demonstrate the variance in the ensemble as a function of each variable. 

(D) Model ensemble prediction plot demonstrates high predictive power of the model 

ensemble for the observed data. This can be seen visually by how closely the data points 

lie to the green line (a representation of 100% model ensemble prediction accuracy). The 

error bars around each data point illustrate the spread of the ensemble predictions. 
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3.4 Discussion 

Systemic immune dysregulation has recently emerged as an important clinical 

consideration following severe trauma, even in the absence of sepsis or multiple organ 

failure. Efforts towards identifying predictive biomarkers and better diagnostics for 

disorders like SIDIS are still in the nascent stages (5). Furthermore, the influence of 

systemic immune dysregulation on bone repair has yet to be directly investigated, 

particularly in poor healing outcomes such as nonunion. Herein, we sought to address these 

substantial clinical and scientific gaps. 

To the best of our knowledge, this work represents the first of its kind to demonstrate 

long-term immune dysregulation in a preclinical model of chronic nonunion – a serious 

orthopedic complication that remains challenging to treat. In support of our hypothesis, we 

observed that acute treatment with BMP-2 resulted in improved healing compared to 

equivalent delayed treatment after nonunion has already been established. We did not 

observe outright differences in the individual immune cell populations or cytokine levels 

at any time point between the acute and delayed treatment groups. However, differences 

may have been hard to discern by simple comparative analyses due to the redundant and 

pleiotropic effects of these factors. Instead, correlative analyses utilizing univariate and 

multivariate methods are perhaps more appropriate and insightful. Univariate analyses of 

immune cells in blood at multiple time points revealed a significant negative correlation 

between MDSCs and long-term bone regeneration, as early as Weeks 9 and 10 (1 and 2 

weeks post-treatment, respectively). In contrast, B cells, T cells, and T helper cells were 

positively correlated with bone repair. These results suggest that impaired bone healing in 

this model involves a systemic rise in MDSCs that coincides with a reduction in effector B 
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and T cell populations, which is consistent with previously reported profiles of chronic 

systemic immune dysregulation associated with infection and cancer (170,173,180).  

Linear multivariate regression of all time points implicated IL-6 and IL-13 as the 

cytokines most positively correlated with bone formation, whereas IP-10 was the cytokine 

most negatively correlated with bone formation. These findings are consistent with 

previous reports that IL-6 stimulates angiogenesis and promotes callus mineralization 

(181,182), while IL-13 inhibits bone resorption and enhances the ALP activity of 

osteoblasts (183,184). In addition, IP-10 (also called CXCL10) has been associated with 

bone destruction by inducing osteoclast differentiation (185) and inhibiting angiogenesis 

(186). Interestingly, it has been shown that IP-10 is expressed by MDSCs in a murine 

cancer model (187) and furthermore, that plasma levels of IP-10 are correlated with MDSC 

frequency in a nonhuman primate model of viral infection (188), which corroborates our 

findings that both IP-10 and MDSCs were highly negatively correlated with bone healing. 

Taken together with the immune cell data, these observations support our initial hypothesis 

that poor bone healing is associated with systemic immune dysregulation. 

Next, we performed more in-depth analyses for the Week 9 immune cell and cytokine 

data as an effort to identify early markers that could potentially be predictive of the long-

term bone healing outcomes. Conventional univariate regression as well as both linear and 

nonlinear multivariate analyses all demonstrated that MDSCs and IL-10 were unmistakable 

negative correlates of bone formation at this early time point. Using stochastic subsets of 

the Week 9 data to generate nonlinear evolutionary models, we found that MDSCs and IL-

10 were indeed the most influential biomarkers and could successfully be leveraged in a 

model ensemble to predict functional bone regeneration for the entire dataset. It is well 
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established that MDSCs are one of the major producers of immunosuppressive IL-10 (189–

191), and that both factors are critical for the induction of T regulatory cells (175). Recent 

work has also shown that IL-10 has a reciprocal effect on MDSCs by promoting MDSC 

expansion during late-stage sepsis, which leads to enhanced and more detrimental 

immunosuppression (192). Our results suggest that elevated MDSC and IL-10 levels soon 

after trauma may be indicative of an aberrant early immunosuppressive response that can 

cascade into more severe long-term immune suppression and derail the normal bone 

healing response.  

Overall, these results identified MDSCs and B cells as the most negative and positive 

immune cell correlates with respect to bone healing, respectively. Work from other groups 

have shown that B cells massively infiltrate the fracture callus soon after injury and 

differentiate into plasma cells that secrete large quantities of factors including 

osteoprotegerin, which inhibits osteoclastogenesis and promotes fracture healing (193). 

Furthermore, B cells are critical for the production of high quality bone as the absence of 

mature B and T cells alters the matrix composition and results in stiffer, more brittle bones 

(35). In addition, there is evidence that MDSCs can directly suppress B cell differentiation, 

proliferation, and cytokine secretion (194–196). Therefore, the findings from our study 

serve as further evidence that B cells play an important role in bone repair and that the 

dynamic between MDSCs and B cells may be indicative of an overall pro- or anti-

regenerative response. 

Regarding further characterization of MDSCs, we did confirm the presence of both 

granulocytic and monocytic populations by performing single-cell RNA-sequencing 

(scRNAseq) (Figure 3.10A to C). scRNAseq also demonstrated that isolated MDSCs 
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(CD11b+His48+ cells) expressed functional markers including the genes encoding iNOS, 

Arginase, and IL-1β (Figure 3.10D). Additional in vitro functional assessment of T cell 

suppression was performed by harvesting peripheral blood mononuclear cells (PBMCs) 

from naïve and trauma rats and culturing with or without CD11b+His48+ MDSCs isolated 

from the trauma rats. In this experiment, we found that T cell proliferation following CD3 

and CD28 stimulation, including proliferation of CD4+ and CD8+ subsets, significantly 

decreased when MDSCs were added to the culture for both naïve and trauma PBMCs 

(Figure 3.11). These results demonstrate that MDSCs generated following traumatic injury 

remain functionally active and can directly suppress T cell proliferation. 

 

Figure 3.10. Single Cell RNA Sequencing of Rat CD11b+His48+ MDSCs.  

(A) Flow cytometry dot plot showing cell population used for scRNAseq and the 

percentage of CD11b+His48+ cells. tSNE projection plots showing density of (B) 

granulocyte markers, (C) monocytic markers, and (D) MDSC markers.  
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Figure 3.11. MDSC Depletion Restores T cell Function.  

BrdU incorporation as a percentage of the CD3+, CD4+, and CD8+ cell populations after 

culture with or without MDSCs and compared to naïve control group. One-way ANOVA 

with p<0.0005(***) and p<0.0001(****), n=3-4 animals. 

It is important to acknowledge that correlation does not imply causation, and 

mechanistic experiments are still needed to validate the factors identified here as the 

predominant drivers of systemic immune dysregulation. Nonetheless, these results 

motivate future work to investigate how modulation of these cell populations and/or 

cytokines would influence bone healing. Other groups have begun exploring 

immunomodulatory strategies for enhancing bone repair by targeting macrophages (197) 

and T cells (198,199) through the delivery of factors locally. However, there do not appear 

to be many examples in literature that target B cells or MDSCs, particularly at the systemic 

level.  

A potential limitation of this work is that the alterations observed in immune cell 

populations over time may have been affected by normal changes due to animal aging 

rather than just the response to trauma and subsequent treatment. In fact, 

immunosenescence with aging has been well-documented (200,201). One of the hallmarks 

is an overall reduction in T and B lymphocytes as hematopoietic progenitors gradually 

favor a shift towards myeloid lineage cells, particularly pro-inflammatory monocytes and 

macrophages (202,203). However, many of these studies focus on age-related immune 
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changes from childhood to geriatric age. In this study, all rats were 13 weeks-old at the 

start and 33 weeks-old at the terminal time point, which falls well within early adulthood 

for rats, which typically live around 2.5-3 years in captivity (204,205). Consequently, we 

would expect age-related immune changes over the time course of this study to be minimal.  

Despite these limitations, the results shown here provide significant insight into long-

term immune profile changes following treatment of nonunion and demonstrate a link 

between systemic immune health and bone healing. Furthermore, this work establishes a 

viable framework for assessing multiple variable inputs (cells and cytokines measured from 

blood) to identify the most influential factors that may be predictive of a complex 

biological process such as bone repair. Additional work is needed to validate the predictive 

power of these computational models, and reproducibility in experiments with human 

clinical samples remains to be determined. Of note, recent clinical studies have taken a 

similar approach by analyzing serum/plasma from trauma patients and finding that levels 

of certain cytokines were associated with greater immune dysregulation and multiple organ 

dysfunction (206,207). In that same vein, the results from this study motivate further 

investigation into systemic immune profiles as a potentially powerful tool for early 

prediction of trauma healing outcomes. 

3.5 Conclusions 

In conclusion, this study explored the role of systemic immune dysregulation on 

healing in a rat model of chronic nonunion. Our results showed that delayed treatment of 

an established nonunion resulted in impaired bone healing compared to acute treatment. 

Although average levels of circulating immune cells and cytokines were not different 
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between acute and delayed treatment groups overall, univariate and multivariate regression 

modeling revealed significant correlations between early cell and cytokine biomarkers and 

functional bone regeneration. Elevated circulating levels of MDSCs, IP-10, and IL-10 were 

all inversely correlated with healing whereas B cells, T helper cells, IL-6, and IL-13 were 

positively correlated. Some of these correlations, MDSCs and IL-10, were significant as 

early as 1 week post-treatment as determined through univariate and multivariate analyses. 

Taken together, these results suggest that MDSCs and long-term immune dysregulation 

play a key role in impaired healing after nonunion and could potentially serve as novel 

therapeutic targets to enhance bone repair. 
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CHAPTER 4. DEVELOPMENT OF SYSTEMIC IMMUNE 

DYSREGULATION IN A RAT TRAUMA MODEL OF 

BIOMATERIAL-ASSOCIATED INFECTION3 

4.1 Introduction 

Orthopedic implant-associated infections, such as those following joint replacement 

or trauma surgery, represent a significant clinical challenge, costing up to an additional 

$150,000 per patient in the United States (208). For most orthopedic patients, implant-

associated infections occur at a rate of about 1-5%; however, for certain higher-risk groups, 

including patients with open fractures or those requiring revision surgery of failed 

prosthetic joints, infection rates are drastically increased, affecting around 20% of patients 

(209–212). Orthopedic infections are the most common complication with procedures 

involving orthopedic implants and hardware (213). In addition, these infections are 

challenging to treat and can result in impaired bone healing and hardware or implant 

failure, requiring subsequent interventions, extended rehabilitation times, long-term 

antibiotics, and overall increased total health and societal costs (214).  

Orthopedic hardware and biomaterial implants can provide necessary fracture 

stability, support tissue regeneration, and replace damaged or diseased joints; however, 

these materials also provide an ideal environment for bacteria to colonize and grow. 

Staphylococcus aureus is the most frequent orthopedic-implant associated organism, found 

 
3 Adapted from C.E. Vantucci and H. Ahn et al., Development of systemic immune dysregulation in a rat 

trauma model of biomaterial-associated infection, Biomaterials, 2021. 264: 120405. Reproduced with 

permission from Elsevier. 
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in 34% of orthopedic infections (215).  S. aureus can adhere to biomaterial implant surfaces 

within hours and form a complex structure surrounded by self-generated extracellular 

polymeric substance matrix, called a biofilm, which is comprised of proteins, 

polysaccharides, lipids, and nucleic acids (216). These biofilms have an extensive 

secretome, releasing proteins that include hemolysins, leukocidins, nucleases, and 

endotoxins which lyse or inactivate innate and adaptive immune cells, alter immune cell 

signaling pathways and cytokine expression, and prevent complement activation, all 

ultimately inhibiting and depressing host immunity (217). The specialized 

microenvironment created by the biofilm also results in decreased metabolism and growth 

rate, altered nutrient requirements, and mutability, all contributing to extreme antibiotic 

resistance where biofilms can survive antibiotic exposures up to 1000 times greater than 

planktonic S. aureus (217). Additionally, biofilm impairment of host immunity and 

resistance to antimicrobial factors can enable S. aureus invasion and colonization of the 

canalicular network within the bone, making the infection even more challenging to treat 

as bacterial cells become inaccessible deep within these networks (217,218). Successful 

survival of the bacteria in the host and the subsequent release of bacterial factors in 

combination with host immune responses can result in eventual bone lysis with decreased 

osteoblast viability and increased bone resorption (219,220).   

The ability of biomaterial-associated infections to form biofilms that can evade the 

immune response and that can colonize within the canalicular networks may result in a 

local, indolent and chronic infection, meaning that the infection is slow-growing and does 

not pose an immediate threat to the patient or initially result in outward systemic symptoms, 

such as a fever or pain and swelling of the joint (221). However, although the patient is not 
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in any immediate danger, these types of chronic indolent infections can persist for months 

or even years without symptoms and are often only discovered after catastrophic joint or 

hardware failure, non-union of the bone in the case of traumatic injuries, or even bacteremia 

and sepsis (222). Current treatment for chronic orthopedic infections requires surgical 

removal and debridement of the biofilm and infected tissue, removal of the implant or 

hardware, and eventual replacement and re-implantation of a new implant or prosthesis 

(223). Additionally, patients are put on an intense antibiotic regimen that can last weeks or 

even months in an attempt to eliminate any residual colonies or bacteria that may have 

detached from the biofilm during surgery and debridement (220). However, despite these 

aggressive measures, the rate of joint re-infections is still around 10%, with some studies 

observing re-infection rates above 50% (220). Because of this, current research is focused 

on addressing orthopedic infections through various methods including polymeric carriers 

for targeted delivery of antibiotics or antimicrobial peptides, implant materials with anti-

infection and antimicrobial properties, and local immune modulation (209,224).  

Strategies aiming to modulate the local immune environment to treat orthopedic 

implant-associated infections are thought to have some parallels to local immune 

modulation strategies of the immunosuppressive tumor environment. In particular, an 

ineffective T cell response and an increase in immunosuppressive cell types. such as 

myeloid-derived suppressor cells (MDSCs) and T regulatory cells (Tregs), are hallmarks 

of the immune-compromised local environment of implant-related bone infections, similar 

to the tumor microenvironment (225,226). Immune therapies targeting various immune 

cells, including T cells and MDSCs, have shown promise in cancer immunotherapy for 

reducing tumor burden and increasing patient survival, and have the potential to be 
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repurposed for other diseases involving immunosuppression, such as chronic infections 

(220). However, despite extensive work understanding the local infection immune 

microenvironment and the mechanisms of immune evasion by S. aureus, very little focus 

has been placed on understanding the systemic immune response and its role in host 

immunity, infection clearance, and bone regeneration in the case of traumatic injury.  

Recent biomaterials work has highlighted the relationship between the systemic and local 

immune environments and the importance of systemic immunity. In particular, systemic 

immune homeostasis is shown to be altered by local biomaterial scaffolds for tissue 

regeneration (11), and more interestingly, systemic immunity is required for successful 

anti-tumor immune therapy, suggesting that local immune modulation alone without 

systemic modulation may not be sufficient for successful intervention (12). Based on the 

links between bone, orthopedic infections, and the immune system, as well as the 

relationship between the local and systemic immune environments, the systemic immune 

environment may be crucial for successful immune modulation to treat chronic infections.  

Host immunity is essential for bacterial clearance and appropriate and regulated 

healing; however, the role of the systemic immune response in particular is not well 

understood and has not been a major focus for addressing orthopedic implant-associated 

infections thus far. Therefore, in this study, the objective was to characterize the systemic 

immune response to an orthopedic biomaterial-associated infection following severe 

trauma. We hypothesized that a local, indolent infection combined with trauma would not 

only lead to local changes in the immune environment, but also to systemic immune 

dysregulation and immunosuppression. A better understanding of the systemic immune 

response to an orthopedic biomaterial-associated infection could provide biomarkers for 
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early identification of chronic infection patients prior to catastrophic events such as 

hardware failure, bone non-union, and sepsis and could identify potential 

immunomodulatory targets, optimizing therapeutic interventions and improving outcomes 

for these patients. 

4.2 Materials and Methods 

4.2.1 Micro-organism Preparation 

A bio-luminescent strain of Staphylococcus aureus (Xen29, PerkinElmer, 

Waltham, MA) was cultured in Luria Bertani (LB) medium containing 200 μg/ml 

kanamycin at 37ºC, under aerobic conditions while agitated at 200 rpm for ~2-3 hours. 

4.2.2 Surgical Procedures 

All animal care and experimental procedures were approved by the Veterans 

Affairs Institutional Animal Care and Use Committee (IACUC) and carried out according 

to the guidelines. Unilateral 2.5mm femoral segmental defects were created in 21-week old 

female Sprague-Dawley rats (Charles River Labs) in a similar manner to previous 

segmental defects (227). Briefly, an anterolateral incision was made along the length of the 

femur and the vastus lateralis was split with blunt dissection. A modular fixation plate was 

affixed to the femur using miniature screws (JI Morris Co., Southbridge, MA, USA). The 

2.5mm segmental defect was then created in the diaphysis using a Gigli wire saw 

(RISystem, Davos, Switzerland). A collagen sponge with bacteria inoculum, S. aureus at 

107 CFU (infection, n=6 due to one rat euthanized on Day 2) or without bacteria inoculum 

(control, n=7) was placed in the defect (Figure 4.2A). The fascia was then sutured closed 
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with absorbable 4-0 sutures, and the skin was closed with wound clips. Buprenorphine SR 

(0.03 mg/kg; 1 ml/kg) was used as an analgesic and applied via subcutaneous injection. 

Antibiotics were not administered based on current clinical standard of care that exclude 

long-term antibiotic treatment for closed fractures (228). Body temperature and weight 

were recorded prior to surgery and monitored longitudinally after surgery at days 1, 3, 7, 

14, 28, and 56. 

4.2.3 Microbiological Analysis 

Bacterial metabolic activity was monitored in vivo using serial bioluminescent (BL) 

scanning (In-Vivo Xtreme, Bruker Corp., Billerica, MA, USA) at days 3, 7, 14, and 56. X-

rays were taken together with BL scanning as reference images. Bacterial contamination 

was also confirmed at 8 weeks post-surgery via wound swab culture. Presence of Xen29 

can be distinguished from background levels around ~1.80e10 CFU in vitro in optimal 

growth conditions (LB media, 37C). (Figure 4.1). 

 

Figure 4.1. Limits of detection of in vitro bioluminescent signal.  
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Luminescent images of serial dilutions of Xen29 starting at 1.8x109 CFU (A) and 

increasing by one half order of magnitude to 1.8x1012 CFU (B-G) with scalebar of 

luminescent intensity (H). Presence of Xen29 can be distinguished from background 

luminescent at around ~1.8x1010 CFU (C). Mean intensities of the serial dilutions from A-

G (n=3) are shown (I). 

4.2.4 Immune Characterization 

4.2.4.1 Circulating Cellular Analysis 

Whole blood was collected via the rat tail vein longitudinally at days 0 (baseline), 

1, 3, 7, 14, 28, and 56 for flow cytometry analysis. Red blood cells were lysed using 1X 

RBC lysis buffer (eBioscience) according to the manufacturer’s instructions. Cells were 

then fixed using Cytofix fixation buffer (BD) and resuspended in buffer containing 2% 

fetal bovine serum (FBS) in 1X PBS and stored at 4˚C until stained. Prior to staining, cells 

were blocked with purified anti-rat CD32 (BD) to prevent nonspecific binding. Cells were 

then stained for various immune cell populations, including T cells (CD3+) and T cell 

subsets (CD4+, CD8+, and FoxP3+), B cells (B220+), and MDSCs (His48+CD11b+) with 

specific anti-rat antibodies (eBioscience). Sample data were collected using a BD Accuri 

C6 flow cytometer and analyzed with FlowJo. Gates were positioned with less than 1% 

noise allowed based on fluorescent minus one (FMO) controls. 

4.2.4.2 Tissue Cellular Analysis 

At the week 8 endpoint, tissues were harvested for immune cell population analyses 

including: local soft tissue adjacent to the defect site, the spleen, and bone marrow from 

both the contralateral leg and the tibia from the injured leg. Cells were stained for various 

immune cell populations, including B cells (B220+), MDSCs (His48+CD11b+), tissue 

macrophages (His36+), and hematopoietic stem cells (HSCs, CD45+CD90-) in the bone 
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marrow only with specific anti-rat antibodies (eBioscience). Staining and analysis 

procedures were the same as for the circulating cellular analyses.  

4.2.4.3 Cytokine and Chemokine Analysis 

Serum was isolated from whole blood at the same timepoints as the circulating 

cellular analysis by allowing the blood to clot overnight at 4˚C. Samples were then 

centrifuged at 1500g for 10 min and the supernatant was collected and stored at -80˚C until 

analysis. Multiplexed chemokine and cytokine analysis was performed using Milliplex 

MAP Rat Cytokine/Chemokine Magnetic kit (Millipore Sigma) and analyzed using a 

MAGPIX Luminex instrument (Luminex). Median fluorescent intensity values with the 

background subtracted were used for multivariate analyses.  

4.2.5 Micro-Computed Tomography 

Bone formation from the injured site was quantitatively assessed using micro-

computed tomography (uCT) scans (Micro-CT40, Scanco Medical, Bruttisellen, 

Switzerland) at 8 weeks. Samples were scanned with a 20 µm voxel size at a voltage of 55 

kVp and a current of 145 µA. The bone volume was quantified only from the defect region, 

and new bone formation was evaluated by application of a global threshold corresponding 

to 50% of the cortical bone density (386 mg hydroxyapatite/cm3). 

4.2.6 Histological Analysis 

After euthanasia at 8 weeks post-surgery, upper hindlimb explants were harvested 

and fixed with 10% neutral buffered formalin (10% NBF) for 3 days and then stored in 

70% ethanol until processing. To observe bone structure, decalcified bone samples were 
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embedded in paraffin and cut using a microtome (Leica Microsystems, Wetzlar, Germany) 

to an average thickness of 10 µm.  Deparaffinized slides were then stained with 

Hematoxylin &Eosin (H&E) staining to demonstrate new bone formation. Images were 

obtained with an Axio Observer Z1 microscope (Carl Zeiss, Oberkochen, Germany) and 

captured using the AxioVision software (Carl Zeiss, Oberkochen, Germany).  

4.2.7 Statistical Analysis 

Statistical significance for quantitative results was assessed using appropriate 

parametric or non-parametric tests. For data that met the assumptions, an unpaired 

Student’s t-test, one-way analysis of variance (ANOVA), or two-way ANOVA with 

repeated measures were used. Multiple comparisons were made using Sidak’s multiple 

comparisons test, and significance was determined by p values less than 0.05. For data that 

did not meet the assumptions for parametric tests, the Mann-Whitney test was used. 

Additionally, restricted maximum likelihood estimation (REML), a method for mixed 

effects modeling, was used for repeated measures analysis of the circulating immune cell 

data. This test is recommended for multiple comparisons of repeated measures data when 

some values are missing. Numeric values are presented as the mean ± SEM. All statistical 

analysis was performed using GraphPad Prism 8.0 software (GraphPad, La Jolla, CA, 

USA).  

Luminex data was further analyzed by partial least square discriminate analysis 

(PLSDA) in MATLAB (Mathworks) using the partial least squares algorithm by Cleiton 

Nunes (Mathworks File Exchange) following z-scoring to normalize the data. PLSDA 

analysis reduces the dimensionality of the input variables into a set of latent variables (LVs) 
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that maximally separate discrete groups (i.e. infection versus control). Latent variables are 

composed of profiles of the input variables that represent their relative contributions to the 

latent variables, and thus the separation between the groups. Monte Carlo sub-sampling 

with 1,000 iterations was done to determine the standard deviation for each of the 

individual signals in the LV loading plot. For each iteration, all but one of the samples were 

randomly sampled and a new PLSDA model was determined. Sign reversals were corrected 

by multiplying each sub-sampled LV by the sign of the scalar product of the new LV and 

the corresponding LV from the total model. The mean and standard deviation were then 

computed for each signal across all iterations. Lastly, heat maps of the z-scored data for all 

cytokine values were generated. 

4.3 Results 

4.3.1 Establishment of a Local Infection Associated with a Biomaterial Implant 

4.3.1.1 Temperature and Weight 

Body temperature and weight change were measured longitudinally after surgery. 

Neither body temperature nor weight were significantly different between the infection 

animals and the non-infected, control animals at any time point or overall (Figure 4.2B). 

Throughout the 56-day time period, infection animals showed normal weight gain and did 

not have elevated body temperatures compared to the control animals, indicating that the 

infection remained local and did not spread systemically.  
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Figure 4.2. Establishment of a local infection associated with a biomaterial implant.  

A) Each animal will receive a 2.5mm segmental bone defect supported by an internal 

fixation plate. An untreated, media-soaked collagen sponge (control) or a collagen sponge 

inoculated with S. aureus (infection) will be placed into the defect site prior to closure of 

the surgical site. B) Temperature (left) and weight (right) of the non-infected, control 

animals and the infection animals. No significant differences between groups overall or at 

any time point for temperature and weight were observed according to repeated measures 

2-way ANOVA. C) Serial bioluminescent and radiograph images taken at Days 1, 3, 7, 14, 

and 56. Bioluminescent signal appeared in infection animals at Day 3 post-surgery and was 

present up to Day 7. D) Bacterial culture following wound swab of control and infection 

animals at the Day 56 endpoint. Bacterial growth is present in the infection group, but not 

in the control group. E) Representative images of the thighs of euthanized control and 

infection animals. The white arrow points to gray necrotic soft tissue and purulence around 

the hardware. 

4.3.1.2 Bioluminescent Scans and Endpoint Evaluation of Infection 

Bioluminescent scans indicating metabolic activity of the bacteria were assessed 

following inoculation (Figure 4.2C). Bioluminescent signal was present in infection 

animals as early as Day 3 post-surgery and up until Day 7; however, it should be noted that 
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bioluminescence is indicative of metabolic activity of the cells, not necessarily cell 

presence. No signal was observed in the control animals at any time point. Despite the 

absence of bioluminescent signal beyond Day 7 in vivo, wound swab culture conducted at 

the Day 56 endpoint confirmed the presence of bacteria in the infection animals (Figure 

4.2D, Figure 4.3). Additionally, in another animal cohort, wound swab cultures at both 8 

and 10 weeks exhibited bioluminescent signal, demonstrating long-term persistence of the 

infection (Figure 4.4). No bacterial growth was observed in culture following wound swab 

of the non-infected, control animals (Figure 4.2D, Figure 4.3). Further, inspection of the 

thighs of euthanized infection animals showed gray, necrotic soft tissue and purulence 

around the implant hardware, which was not present in the control animals (Figure 4.2E). 

 

Figure 4.3. Bacterial growth only observed in infection group defects.  

Images showing bacterial growth from muscle swabs applied to the surgery site after 

overnight incubation at 37C. Swabs from the control group show bacterial growth in 0/7 

of the animals. Swabs from the infection group show bacterial growth in 6/6 of the animals. 
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Figure 4.4. Bioluminescence of wound swab cultures.  

Bacterial growth from muscle swabs of infection rats euthanized at 8 weeks (A,B) and 10 

weeks (C,D). Plate pictures show the total number of bacterial colonies (A,C) and 

luminescence scans show the associated Xen29-dependent luminescence (B,D). 

4.3.2 Local Infection Alters Local and Systemic Immune Profiles 

4.3.2.1 Systemic Immune Cell Populations 

Circulating immune cell populations of both immune effector cells and 

immunosuppressive cells were evaluated using flow cytometry and revealed differences in 

the systemic immune response in the infection versus control animals (Figure 4.5). Immune 

effector cells evaluated included both T and B cells (Figure 4.5A), as well as the helper T 

cell and cytotoxic T cell subsets (Figure 4.5B). Immunosuppressive cells evaluated (Figure 

4.5B,C) included MDSCs and Tregs, an immunoregulatory T cell subset. At Day 1 post-

injury, there was a significant decrease in circulating T cells, helper T cells, and cytotoxic 

T cells in both the infection and control groups compared to the baseline. Over time, T cell 
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populations, including helper T cell and cytotoxic T cell subsets, gradually increased in 

both groups until Day 28. However, while the T cell populations in the control group 

increased back to baseline levels, the T cell populations in the infection group remained 

significantly lower overall compared to baseline and the control group.  

 

Figure 4.5. Local infection alters systemic immune cell populations.  

Longitudinal analysis of immune cells circulating in the blood including A) lymphocytes 

(T cells and B cells), B) T cell subsets that include helper T cells, cytotoxic T cells, and T 

regulatory cells, and C) immunosuppressive MDSCs. These cell types are divided into 

immune effector cells (T cells, B cells, helper T cells, and cytotoxic T cells) and 

immunosuppressive cells (MDSCs and T regulatory cells). Overall differences between 

groups are indicated with a line and the p value or by a ** (p<0.01) or * (p<0.05). 

Significant differences (p<0.05) from the baseline in the control group and the infection 

group at specific timepoints are indicated with a “c” and an “i,” respectively. P values were 

determined by fitting a mixed-effects model (REML) with Sidak’s multiple comparisons 

test, an analysis similar to repeated measures 2-way ANOVA that can handle missing data 

points.  

 

For B cells, there was a similar decrease in cell numbers in the control group, 

whereas there was an increase in B cells in the infection group, which peaked at Day 7. 
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Following Day 7, B cells in the infection group continue to decline, whereas B cells in the 

control group remained relatively constant. For the immunosuppressive cell types, at Day 

1 post-injury, there was a significant systemic increase in MDSCs in both the infection and 

control groups compared to baseline with the highest peak level of MDSCs in the infection 

group. MDSCs in both groups gradually decreased until Day 28; however, MDSCs in the 

infection group were overall elevated compared to the control group. Tregs showed no 

significant differences between the groups. Overall, there were decreases in T cells, helper 

T cells, and cytotoxic T cells (p=0.06) and increases in immunosuppressive MDSCs in the 

infection group compared to the control group. 

4.3.2.2 Tissue Immune Cell Populations 

At the Day 56 endpoint, tissue was collected from the spleen, the soft tissue 

adjacent to the defect, and the bone marrow in the injured and contralateral legs. Similar to 

systemic cellular analysis, immunosuppressive MDSCs were elevated in infection animals 

compared to control animals in both local soft tissue and the bone marrow, but not in the 

spleen (Figure 4.6). Macrophages, another immune effector cell type, were found to be 

decreased in the infection group in the local soft tissue (adjacent to the bone defect), the 

spleen, and the bone marrow compared to the control group. Additionally, B cells in the 

local soft tissue and the spleen were found to be lower in the infection group compared to 

the control group, consistent with Day 56 circulating B cell levels which were also lower 

in the infection group. Analysis of hematopoietic stem cells in the bone marrow revealed a 

slight decrease in the infection animals compared to the control animals but were not 

significantly different (Figure 4.6C,D). Despite a decrease in circulating T cells in infection 



 92 

animals compared to the control animals, there were no significant differences in T cell 

populations in any of the tissues.  

 

Figure 4.6. Local infection alters tissue immune cell populations.  

Endpoint cellular analyses (Day 56) of tissues including the local soft tissue adjacent to the 

defect, the spleen, the bone marrow from the contralateral leg, and the bone marrow from 

the tibia of the injured leg. Differences between groups are indicated by a p value or by * 

(p<0.05) or ** (p<0.01). P values obtained using Student’s t test or non-parametric Mann-

Whitney test when variances are significantly different between groups. 

4.3.2.3 Cytokine and Chemokine Profiles 

Serum was analyzed for changes in systemic cytokine and chemokine levels over 

time. The cytokine and chemokine data were z-scored (mean subtracted and normalized to 

standard deviation for each cytokine) and plotted on a heat map (Figure 4.7A). The control 

group revealed coordinated up-regulation of specific cytokines at Day 1, Day 7, and Day 

14, which appeared to resolve by Day 28. Qualitatively, the coordinated regulation of 
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cytokine and chemokine levels was not observed in the infection group. Quantitatively, 

there were no significant differences in baseline levels between the groups for any of the 

cytokines. At Day 1, epidermal growth factor (EGF), macrophage chemoattractant protein-

1 (MCP-1), and LIX were significantly upregulated in the control group compared to the 

infection group (Figure 4.7B). All of these factors are involved in cell migration and 

recruitment, cell survival, and differentiation. Additionally, IL-2, a cytokine important for 

T cell function, was upregulated in the infection group compared to the control group at 

Day 1 (Figure 4.7B). No other cytokines were significantly different between groups at 

Day 1. On Day 3, RANTES, a chemokine important for leukocyte recruitment, was 

significantly upregulated in the control group compared to the infection group, and IL-10, 

a general immunosuppressive cytokine, was significantly elevated in the infection group 

compared to the control group (Figure 4.7C). No other cytokines were significantly 

different between groups at Day 3. By Day 7 and 14, a large number of both pro- and anti-

inflammatory cytokines were all significantly upregulated in the control group compared 

to the infection group (Figure 4.8 and Figure 4.9). The inflammation in the control group 

resolved between Day 14 and Day 28, with cytokine and chemokine levels returning to 

baseline levels. At Day 28, there were no significant differences between groups for any of 

the cytokines; however, by Day 56, several cytokines including IL-4, IL-12p70, IL-17A, 

and TNFa were all upregulated in the infection group compared to the control group 

(Figure 4.10).   
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Figure 4.7. Local infection alters cytokine and chemokine profiles.  

A) Heat map of z-scored cytokine levels (each column represents a different cytokine) in 

the control group (n=7, one n per row) and the infection group (n=6, one n per row) prior 

to surgery (Baseline) and at Days 1, 3, 7, 14, 28, and 56 post-surgery. Cytokine levels at 

the two earliest time points that exhibited significant differences between groups are shown 

for B) Day 1 and C) Day 3. Significance was determined using Student’s t-test or with 

Mann-Whitney test for non-parametric data with p<0.05 (*) and p<0.01 (**). 
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Figure 4.8. Cytokine evaluation at Day 7. 

Cytokine levels in the control group and infection group at Day 7. Significance was 

determined using Student’s t-test or with Mann-Whitney test for non-parametric data with 

p<0.05 (*) and p<0.01 (**). 
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Figure 4.9. Cytokine evaluation at Day 14. 

Cytokine levels in the control group and infection group at Day 14. Significance was 

determined using Student’s t-test or with Mann-Whitney test for non-parametric data with 

p<0.05 (*), p<0.01 (**), p<0.005 (***), and p<0.001 (***). 
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Figure 4.10. Cytokine evaluation at Day 56. 

Cytokine levels in the control group and infection group at Day 56. Significance was 

determined using Student’s t-test or with Mann-Whitney test for non-parametric data with 

p<0.05 (*) and p<0.01 (**). 
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4.3.2.4 Overall Systemic Immune Characterization 

To investigate the overall contributors that distinguished the infection group from 

the non-infected, control group, partial least squares discriminant analysis (PLSDA) was 

conducted on data aggregated from all timepoints post-injury, including cellular and 

chemokine data (Figure 4.11A). This analysis revealed a significant separation of the two 

groups according to latent variable 1 (LV1) (Figure 4.11B). The LV1 loading plot shows 

the major contributors to positive LV1 values (control group) and negative LV1 values 

(infection group) (Figure 4.11C). The main contributors to the control group were T cells 

and the T cell effector subsets, including helper T cells and cytotoxic T cells. Contributing 

most to the infection group were the immunosuppressive MDSCs, B cells, and the cytokine 

IL-10, which has typically been considered immunosuppressive in the context of trauma 

and sepsis (229,230). Plotting the same datapoints from the PLSDA plot in Figure 4.11A 

with only the infection group data points (Figure 4.11D) or only the control group data 

points (Figure 4.11E) highlights that there is a separation based on response time regardless 

of infection. The early response (Day 1 and Day 3), the intermediate response (Day 7 and 

Day 14), and the late response (Day 28 and Day 56) of the cells and cytokines all cluster 

separately on the PLSDA plot for the infection group and the control group. The infection 

group clusters are significantly separated only on the LV1 axis (Figure 4.12A,B), where 

the top factors correlated with separation are cells, including T cells, MDSCs, and B cells, 

but not cytokines (Figure 4.12E). On the other hand, the control group clusters are 

significantly separated based on both the LV1 and LV2 axes (Figure 4.12C,D). The 

intermediate response (Day 7 and Day 14) for the control group shows significant 

separation from the early and late responses along the LV2 axis, where the top factors 
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correlated with separation are cytokines (Figure 4.12F), consistent with the large 

upregulation of cytokines observed in the heat map for the control group at Days 7 and 14. 

The late response (Day 28 and Day 56) for the control group shows significant separation 

from the early and intermediate responses along the LV1 axis, where the top factors 

correlated with separation are again cells, but not cytokines. These data highlight whether 

cells or cytokines are the major drivers of the systemic immune response at different 

timepoints in the control and infection groups. 

 

Figure 4.11. Overall systemic immune characterization.  

A) PLSDA plot shows all cytokine levels and cell population values post-surgery for the 

control group (blue squares) and the infection group (red circles) plotted on latent variable 

1 (LV1) and latent variable 2 (LV2) axes. B) Plotting only LV1 scores shows a significant 

difference (p<0.001 (****) according to Student’s t-test) between the control and infection 

groups based on LV1 values. C) The LV1 loading plot shows the top factors that most 

contributed to positive LV1 scores (right) and the top factors that most contributed to 

negative LV1 scores (left). Plotting the same datapoints from (A) with only infection data 
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points (D) or only control data points (E) highlights that there is a separation based on 

response time regardless of infection, including the early response (Day 1 and Day 3), the 

intermediate response (Day 7 and Day 14), and the late response (Day 28 and Day 56). 

 

Figure 4.12. Infection and control responses over time. 

The early (Day 1 and Day 3), intermediate (Day 7 and Day 14), and late (Day 28 and Day 

56) immune responses for the infection group show significant separation on the LV1 axis 

based on LV1 scores (A), but show no significant sepration on the LV2 axis based on LV2 

scores (B). The early, intermediate, and late immune responses for the control group show 

groups with significant separation on both the LV1 and LV2 axes based on the LV1 scores 

(C) and the LV2 scores (D). The LV1 loading plot (E) and the LV2 loading plot (F) show 

which cytokines and cell types are highly correlated with both high and low LV1 and LV2 

scores, respectively. Significance was determined using a one-way ANOVA with Tukey’s 

multiple comparisons test where p<0.05 (*), p<0.005 (***), and p<0.001 (****). 

4.3.3 Bone Regeneration and Histological Analysis 

At the Day 56 endpoint, bone explants were harvested for micro-computed 

tomography (uCT) and histological evaluation. There were no significant differences in 
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new bone formation between the control and infection animals, although the control group 

did have higher peak bone formation (Figure 4.13A). Further, histological analysis 

revealed an abnormal ectopic periosteal response in the bone from the infection animals, 

with aberrant and scattered periosteal bone formation (Figure 4.13B). Bone in the non-

infected, control group showed new bone formation at the defect region according to 

hematoxylin and eosin staining.  

 

Figure 4.13. Bone regeneration and histological analysis.  

A) Representative endpoint (Day 56) uCT reconstructions (left). Quantification of uCT 

scans showed no significant differences between the control and infection groups via 

Mann-Whitney test (p=0.2343). B) Representative Hematoxylin &Eosin (H&E) stains of 

the defect depicting bone formation (pink) and cell presence (nuclei stained purple) within 

the defect region. 
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4.4 Discussion 

Despite advancements in surgical procedures and antimicrobial regimens, orthopedic 

biomaterial-associated infections remain a challenging clinical problem; failure rates 

remain high and there has been little to no improvement in infection-related patient 

outcomes over the past several decades (231).  Complicating the matter for fracture-

associated infections, there is currently no consensus on diagnostic criteria and therefore 

very few protocols for diagnosis and treatment (232). Characterization of the systemic 

immune response to an orthopedic biomaterial-associated infection could allow for better 

identification of biomarkers to identify at-risk patients and for immunotherapeutic targets 

that could improve local therapeutic interventions and overall outcomes for these patients. 

In this manuscript we utilized a rat trauma model with a biomaterial-associated infection 

to analyze the long-term immune response to a local, indolent orthopedic infection. While 

this model does not investigate the complexities of bacteria-scaffold interactions, this 

model still mimics clinical aspects of a chronic implant-associated bone infection, 

including no systemic symptoms (weight loss, fever, etc.) and eventual detection of the 

infection by hardware failure and/or nonunion of the defect. Pilot studies exhibited 

hardware failure at higher CFU; however, the dose was reduced for this study to prevent 

hardware failure during the time course of the experiment. One limitation of this study is 

the lack of longitudinal local immune analysis and evaluation of specific antibody 

responses against S. aureus. However, both of these aspects of the immune response to 

infection have been extensively studied (220,231), whereas this study focuses on the under-

investigated systemic immune response to a local infection.  
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In the presence of orthopedic infection in a rat trauma model, depressed systemic 

immunity was observed compared to trauma without infection. This change was most 

notable with increased immunosuppressive MDSCs and decreased T cells, including the 

helper T cell and cytotoxic T cell subsets. MDSCs are a heterogeneous and immature 

myeloid-derived cell population characterized by their immunosuppressive function, and 

they expand during conditions of acute and chronic inflammation, including trauma, sepsis, 

infection, and cancer (7,43,47,233). MDSCs utilize various mechanistic pathways to 

suppress the activity of immune effector cells, including the production of 

immunosuppressive cytokines such as IL-10 and TGF-b, release of reactive oxygen and 

reactive nitrogen species (ROS/RNS), and stimulation of immunosuppressive Tregs. 

Additionally, MDSCs can suppress T cell function through arginase-1 activity that depletes 

L-arginine, an essential amino acid required for T-cell receptor (TCR) signaling (44,234). 

Prevention of T cell activation inhibits one of the major adaptive immune response 

mechanisms to pathogen-associated molecular patterns (PAMPs) and danger-associated 

molecular patterns (DAMPs), which are molecular motifs associated with infection and 

damaged or stressed tissue (220). Additionally, in the context of infection and cancer, 

MDSCs are known for suppressing cytotoxic T cell and Natural Killer (NK) cell function, 

preventing immune responses to bacteria and tumors (233,235). The resulting 

immunosuppression allows bacteria to evade recognition and clearance by the immune 

system, contributing to bacterial persistence and chronicity of local, indolent infections 

(220).  

In this study, B cells in the blood of the infection group initially increased to levels 

higher than the non-infected, control group, peaking around Day 7. Following Day 7, B 
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cell levels in the infection group notably decline, whereas B cell levels in the control group 

remain relatively constant and are not significantly different from baseline levels from Day 

3 onward. S. aureus is known to modulate the B cell response by triggering B cell-mediated 

immune tolerance through the virulence factor Staphylococcal Protein A (SpA)(236). SpA 

stimulates B cell expansion and subsequently activation-induced B cell death due to the 

absence of co-stimulation (237). Additionally, SpA is known to manipulate B cell affinity 

maturation, inhibit long-lived plasma cells, and induce immune tolerogenic IL-10 

producing B cells, thus limiting the host response, preventing memory formation, and 

increasing the risk for chronic and recurring infection (238,239). This mechanism is 

consistent with our observation of the cellular immune data showing a continual decline in 

B cells in the infection group after a peak at Day 7 and with the cytokine data showing a 

significant increase in IL-10 in the infection group compared to the control group.  

While there were overall differences in systemic cellular immunity between the 

infection and control groups and between each group and their baseline levels, there were 

few significant differences between groups at individual timepoints. The lack of individual 

differences in cell populations may in part be due to the complexity of the interactions 

between the different mediators. Additionally, as a limitation of this study, we did not 

conduct functional analyses of the various immune cell populations or investigate 

heterogeneity within subsets of cell types, which may highlight further and more significant 

differences in these populations.  

Cellular analyses of local tissues showed similar results as the systemic analysis with 

upregulation of immunosuppressive MDSCs in the local soft tissue surrounding the defect, 

as well as in the bone marrow, compared to the control group. Conversely, macrophages 
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were elevated in the non-infected, control group in the bone marrow and the spleen as well 

as dramatically in the local soft tissue when compared to the infection group. This is 

consistent with S. aureus biofilm formation which is known to alter the local environment 

in order to impair immune effector cell function, such as macrophages, while enhancing 

the expansion of immunosuppressive MDSCs (220). Therefore, in the presence of 

infection, the immunosuppressive immune environment can prevent infiltration of 

macrophages, whereas, the lack of infection in the control group can permit extensive 

macrophage infiltration into the defect site. Due to an emphasis on the systemic immune 

response, one limitation of this study was a lack of characterization of macrophage 

phenotype infiltrating into the defect region. Future work to better understand the 

interactions between both the local and systemic environments could be essential for 

identifying appropriate immunomodulatory targets to enhance bacterial clearance and 

improve tissue regeneration. 

Overall analysis of circulating cytokine levels revealed a regulated and coordinated 

immune response with resolution of inflammation sometime between Day 14 and Day 28 

in the non-infected, control group. In contrast, the infection group lacked a similar 

coordinated response at any timepoint or with any set of cytokines compared to the control 

group. Looking at significant cytokine differences between groups prior to Day 7, there 

was early upregulation of cytokines involved in cell recruitment, proliferation, and survival 

in the control group compared to the infection group, including EGF, MCP-1 (also known 

as CCL2), and LIX (also known as CXCL5) at Day 1, and RANTES (also known as CCL5) 

at Day 3. Under inflammatory conditions, EGF is a potent inducer of angiogenesis and 

bone growth,  significantly upregulating secretion of vascular endothelial growth factor 
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(VEGF) and bone morphogenetic protein-2 (BMP-2), an osteoinductive growth factor 

(240). MCP-1 has also been shown to be a key cytokine involved in both inflammation and 

bone remodeling, in part by promoting neutrophil migration, macrophage infiltration, and 

angiogenesis (241). Similarly, LIX and RANTES are known for their chemotactic and pro-

inflammatory properties that have both been associated with the necessary early 

inflammatory phase during the fracture repair process (242,243). In the infection group 

however, immunosuppressive IL-10 was upregulated as early as Day 3 compared to the 

control animals, which may have subsequently inhibited a coordinated and regulated 

inflammatory response. This increase in IL-10 is supported by a sharp increase in MDSCs, 

which are known to release IL-10, as early as Day 1 in the infection group. At Days 7 and 

14, multiple inflammatory cytokines were upregulated in the control group compared to 

the infection group, which all resolved back to baseline levels by Day 28. The 

inflammatory response after fracture repair is a highly coordinated process that is required 

for successful repair and regeneration of severe injuries in order to recruit appropriate cells 

and clear necrotic tissue (10). However, a similar inflammatory response was not seen in 

the infection group. Many of the cytokines that were elevated in a coordinated, temporal 

process in the control animals remained at low levels in the infection animals, particularly 

in the first two weeks. At Day 56, several cytokines, including IL-4, IL12p70, IL-17A, and 

TNFa, were upregulated in the infection group compared to the control group, highlighting 

that the dysregulated cytokine response continues long-term in the infection group.  

In addition to looking individually at cell populations and cytokine levels, we also 

conducted multivariate analyses that can account for interaction effects to allow us to better 

understand the role of systemic factors in response to an orthopedic biomaterial-associated 
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infection. The PLSDA loading plot showed mainly cell types, not cytokines, as the top 

factors associated with each group. The non-infected, control group was most positively 

associated with T cells (CD3 T cells), including the helper T cell (CD4 T cells) and 

cytotoxic T cell (CD8 T cells) subsets. Functioning immune effector cells are necessary for 

a coordinated and regulated immune response to trauma. In particular, an absence of T cells 

following fracture has been shown to result in disrupted bone mineralization and decreased 

bone regeneration. This effect has been associated with the role of T cells in normal 

collagen deposition during the early stages of callus formation (35). In addition, systemic 

dysregulation of helper T cells has been associated with increased risk for multiple organ 

failure and death in trauma and burn patients (244), again highlighting the importance of T 

cells and their subsets for appropriate healing. In contrast, the top factors most associated 

with the infection group included MDSCs, B cells, and IL-10. Immunosuppressive 

MDSCs, which are known to release the cytokine IL-10 and expand following bacterial 

infection, can be a sign of a dysregulated immune response (233). In addition, S. aureus is 

also known to modulate the B cell response by enhancing the population of immune 

tolerogenic IL-10 producing B cells (236,238).  

Interestingly, the systemic immune dysregulation and immunosuppression 

evidenced in the infection group has been reported before in other diseases and conditions, 

including sepsis and severe musculoskeletal trauma (21). In both trauma and sepsis, there 

is a massive early innate immune response, resulting in over-production of pro-

inflammatory mediators (e.g. Type I Interferons, IL-1, IL-6, IL-8, TNFa) and systemic 

activation of innate immune cells (10,245). Concurrently, the body’s defense mechanisms 

trigger a compensatory anti-inflammatory response through systemic up-regulation of 
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immunosuppressive mediators (e.g. IL-10, TGF-b) and cells, such as MDSCs and Tregs 

(6,7,28,32,246). A balance between the two responses leads to restoration of systemic 

immune homeostasis typically within the first week or two and is associated with 

successful healing and regeneration, similar to what we see in the control group in our rat 

infection model. However, when the anti-inflammatory response overwhelms the initial 

inflammatory response, systemic immune dysregulation develops, marked by increases in 

immunosuppressive mediators, decreases in immune effector cell numbers and function, 

and an overall decrease in host immunity (28,247). In all of the cases discussed – implant-

associated orthopedic infection, sepsis, and severe musculoskeletal trauma – widespread 

systemic immunosuppression results after overactivation of the immune system either from 

bacterial infection or from damaged host tissue. Therefore, in any situation resulting in 

similar immune overactivation, systemic immune dysregulation could arise and may 

impact patient outcomes. 

Creation of a local, indolent infection with S. aureus-soaked collagen sponges 

implanted in the defect site was confirmed by normal weight gain and temperature, 

bacterial presence after endpoint wound swab culture, and longitudinal bioluminescent 

imaging, although bioluminescent signaling dropped below the threshold of detection past 

Day 7. Following biofilm formation, S. aureus is known to undergo significant metabolic 

changes, including down-regulation of transcription, translation, and aerobic processes, 

resulting in an overall decrease in metabolic activity of the active infection. For example, 

physiologically dormant “persister” cells are protected by the biofilm matrix and thought 

to grow at significantly slower rates than metabolically active planktonic cultures (248–

250). Reductions in bioluminescent signal despite no significant decrease in bacterial load 
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has also been observed in several other related mouse osteomyelitis models (251–253). 

Therefore, the absence of bioluminescent signal past Day 7 is not indicative of infection 

clearance but likely indicative of biofilm formation and decreased metabolic activity, 

resulting in bioluminescent signal that falls below the limits of detection of our 

instrumentation (Figure 4.1).  

In addition to the unexpected lack of bioluminescent signal past Day 7 in the 

infection group, we also observed no significant differences in bone regeneration volumes 

between groups, despite the sub-critical size of the bone defect. The non-infected, control 

group bone defects contained a collagen sponge, which is clinically approved for use in 

patients in conjunction with BMP-2, an osteoinductive growth factor. While this study did 

not utilize BMP-2, collagen based-materials are attractive options for bone substitutes 

because collagen is the main organic polymer in bone matrix. Additionally, collagen 

scaffolds have had success in tissue engineering and wound healing applications to 

facilitate cell growth and differentiation, promote intrinsic vascularization, and provide an 

infrastructure for osteogenesis and chondrogenesis by supporting cell invasion (254). 

There are multiple collagen-based composite bone substitutes used clinically for bone 

applications, including Cerasorb Ortho Foam, a collagen-tricalcium phosphate composite, 

and OssiMend, a collagen-carbonate apatite composite (255). Despite the widespread use 

of collagen-based materials for bone tissue engineering, the effects of collagen sponge 

alone on bone healing without exogeneous factors, such as BMP-2, still remain largely 

unknown. However, in a recent study, in vivo testing of collagen sponge unexpectedly 

showed a negative impact on bone healing, with significantly decreased bone formation in 

a mouse osteotomy model compared to an empty defect (256). These results are consistent 
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with the lack of healing observed in our study for the non-infected, control group; however, 

further mechanistic studies are needed to understand the potential inhibitory effects of 

empty collagen sponge in sub critical-size bone defects. 

The systemic immune characterization from this study identified multiple differences 

in immune factors as early as 3 days post-surgery that could be used to identify patients 

exhibiting systemic immune dysregulation following implant-associated orthopedic 

infection. Currently, chronic infections are often not diagnosed until weeks or months later 

following a catastrophic event such as hardware failure, bone non-union, or sepsis. The 

immune markers evaluated in this study could be used for early identification of patients 

exhibiting systemic immune dysregulation, which could then allow clinicians to investigate 

and treat patients for potential infections significantly earlier, improving outcomes and 

reducing healthcare costs. In addition to using early systemic immune markers to diagnose 

at-risk patients, this study also identified the significant driving factor of immune 

dysregulation to be the immunosuppressive MDSC population, offering a promising 

immunomodulatory target that could synergistically improve current treatment strategies, 

similar to cancer immunotherapy. However, further studies are still needed to better 

understand the role of systemic immune dysregulation and systemic immunomodulation 

on the local environment, including bacterial clearance and bone regeneration.  

4.5 Conclusions 

To our knowledge, this is one of the first studies investigating the systemic immune 

response and immune dysregulation resulting from trauma-associated orthopedic 

biomaterial infections. The presence of a local, indolent S. aureus bacterial infection 
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resulted in widespread systemic effects, including an uncoordinated and dysregulated 

systemic immune response with systemic increases in immunosuppressive MDSCs and 

decreases in immune effector cells, including T cells. This systemic immune dysregulation 

and immunosuppression in combination with the local S. aureus infection could contribute 

significantly to the clinical challenges associated with infected trauma, in particular, 

chronic and recurring infections and poor bone regeneration. An improved understanding 

of the systemic immune response and its relationship with the local environment, including 

bacterial clearance and bone healing, could provide promising early diagnostic markers 

and systemic immunomodulatory targets to improve the ability to fight orthopedic 

biomaterial-associated infections and improve patient outcomes.  
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CHAPTER 5. BMP-2 DELIVERY STRATEGY MODULATES 

LOCAL BONE REGENERATION AND SYSTEMIC IMMUNE 

RESPONSES TO COMPLEX EXTREMITY TRAUMA4 

5.1 Introduction 

Five to ten percent of the more than twelve million fractures a year experience 

complications with healing, most commonly nonunions and infections (4,98,257). 

Nonunions can be considered as any fracture that persists without any healing progression 

for at least 3 months. In rodent models, this can be accomplished by creation of a critical 

size segmental bone defect which will always lead to non-union (258). For composite 

injuries, which contain volumetric tissue defects in both the bone and the adjacent soft 

tissue and muscle, the risk for nonunion is twice as high (4,259). Revision surgery to 

address nonunions is typically successful in upwards of 90% of patients; however, chronic 

nonunions that result after one or more failed interventions still pose a significant clinical 

challenge. Chronic nonunions are defined as a fracture that has failed to heal for more than 

12 months, and they can result in multiple revision surgeries, prolonged hospital stays, 

increased treatment costs, and even limb loss, with one prospective study reporting around 

2% of patients undergoing amputations following nonunion of a severe lower limb 

extremity trauma (3,5). Despite advancements in surgical procedures and regenerative 

 
4Reproduced from C.E. Vantucci and L. Krishnan et al., BMP-2 delivery strategy modulates local bone 

regeneration and systemic immune responses to complex extremity trauma, Biomaterials Science, 2021. 9: 

p. 1668-1682 with permission from the Royal Society of Chemistry. 
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strategies, there is still an urgent need for improved treatment strategies for chronic 

nonunions (261).   

Currently, the exact underlying biological and physiological mechanisms leading to 

the development of nonunion are poorly understood, and further, how these biological 

changes impact treatment outcomes for patients is also poorly understood (262). It is 

generally accepted that there are various risk factors, such as age, gender, smoking, and 

medical comorbidities, that can increase the likelihood of nonunion and decrease treatment 

success; however, recent work has also identified other factors that can impact treatment 

outcomes for trauma patients, including systemic immune function (263). Long-term poor 

clinical outcomes, such as chronic nonunions, have been associated with systemic immune 

dysregulation and immunosuppression, marked by functional decreases in immune effector 

cells and cytokines and increases in immunosuppressive cells and cytokines (21). Systemic 

immune dysregulation is hypothesized to occur when the immune system overcompensates 

for high levels of inflammation, and this has been observed clinically and in pre-clinical 

models following severe injury, sepsis, and orthopedic infection (32,167,264). 

Additionally, observation of systemic immune dysregulation in a pre-clinical model of 

chronic nonunion revealed correlations between impaired bone healing and systemic 

cytokine expression (265). The immune system is essential for appropriate and regulated 

healing, and the field of osteoimmunology has highlighted the complex relationship 

between bone and the immune system (266). It is unknown if improper functioning of the 

systemic immune system contributes to nonunion progression or results from nonunion 

progression; however, treatment strategies that are not only osteogenic but also capable of 
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overcoming systemic immune dysregulation could be essential to improving patient 

outcomes following treatment of chronic nonunions. 

One treatment approach for complex bone injuries employs bone morphogenetic 

protein 2 (BMP-2) delivered on an absorbable collagen sponge (267–269). BMP-2 is a 

potent osteoinductive growth factor with FDA approval for use in select applications like 

spinal fusions and some tibial fractures; however, pre-clinical and clinical studies over the 

past 10 years have shown significant promise for BMP-2 treatment in long bone fractures 

(270,271). In addition, BMP-2 has exhibited a positive immunomodulatory effect through 

macrophage stimulation and upregulation of cytokines important for MSC recruitment and 

angiogenesis, resulting in enhanced osteogenesis of bone marrow stromal cells (272). 

Despite clinical use of collagen sponges for BMP-2 delivery, they have been shown to 

retain only 10% or less of the BMP-2 at the implant site 1 to 2 weeks after delivery, 

minimizing treatment efficacy and increasing risk for adverse side effects such as 

inflammation, heterotopic ossification (HO), and irregular bone organization (273–278). 

Delivery vehicles with improved spatiotemporal release profiles may be essential for 

decreasing unwanted side effects and improving efficacy by maintaining BMP-2 locally 

and preventing systemic spread of BMP-2. In addition, by maintaining BMP-2 locally, 

these improved delivery vehicles could also allow for safe and controlled delivery of higher 

BMP-2 doses, which may be beneficial since bone healing has previously exhibited a dose 

response to BMP-2 (265,273,279). For example, in a rat chronic nonunion bone defect 

model, treatment with 2.5ug BMP-2 resulted in only a 50% bridging rate of the defect, 

whereas 5ug BMP-2 resulted in a 75% bridging rate (265). Similarly, in a rat composite 

bone-muscle defect model, acute treatment with 10ug BMP-2 showed increased bone 
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regeneration compared to a 2.5ug BMP-2 dose (279). Additionally, both studies showed 

enhanced mechanical properties, including strength and stiffness, at the higher BMP-2 

doses. Interestingly, these dosages in the rat correspond to human dosages around 5-10 

times below the typical clinical dosage of 0.1-0.5mg/kg. Higher dosages of BMP-2 need 

to be evaluated to better correspond to clinical practices. In addition, the ability to 

spatiotemporally deliver even higher doses of BMP-2 may be essential for minimizing side 

effects and for sustaining endogenous repair mechanisms that could improve outcomes, 

especially in more challenging bone defect scenarios, such as chronic nonunions.  

Many alternatives to collagen sponges have been investigated in pre-clinical models 

to improve BMP-2 retention and prevent rapid release, including polylactic-co-glycolic 

acid (PLGA) and alginate (178,280,281), and these, along with other strategies, have been 

extensively reviewed (282–284). One particularly promising approach to appropriately 

deliver high doses of BMP-2 utilizes heparin, a naturally occurring biomolecule, that can 

retain large amounts of bioactive BMP-2 through reversible, non-covalent electrostatic 

interactions (285,286). Our laboratory has previously fabricated heparin methacrylamide 

microparticles (HMPs) loaded with BMP-2 that can easily be incorporated within an 

alginate hydrogel which is then spatially constrained to the injury site by a 

polycaprolactone nanofiber mesh (279). This HMP delivery system enhances the 

spatiotemporal release profile of moderately high doses of BMP-2, increases long-term 

retention of BMP-2 at the defect site, and decreases heterotopic bone formation in a pre-

clinical bone defect model when treated immediately after injury (287–289), all 

highlighting the potential of this strategy for successful and controlled delivery of high 

doses of BMP-2. The ability to safely deliver higher doses of BMP-2 through the HMP 
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system may allow BMP-2 to act as both an osteoinductive and immunomodulatory agent 

to overcome additional immunological challenges associated with chronic nonunions, 

ultimately enhancing bone regeneration. At the same time, excessive doses of BMP-2 could 

harmful, so appropriate dosing for the type and severity of trauma is essential. 

In this study, a moderately high dose of BMP-2 (30ug or 0.12mg/kg) delivered from 

clinical standard collagen sponge is compared to the same dose of BMP-2 delivered from 

our previously established HMP delivery system in two clinically-relevant chronic 

nonunion models: a bone defect chronic nonunion model and a more severe composite 

injury chronic nonunion model with concomitant volumetric muscle loss. While this 

strategy showed promise in an acutely treated segmental defect model, this is the first time 

that this delivery strategy has been investigated in more complex and challenging chronic 

nonunion models exhibiting systemic immune dysregulation, which has previously been 

associated with poor patient outcomes. Specifically, two main hypotheses are investigated: 

first, that the high dose BMP-2 delivered through the HMP system will promote spatially 

controlled functional bone regeneration in chronic nonunion models, even under 

challenging conditions exemplified by the composite bone-muscle injury model; and 

second, that spatially controlled BMP-2 release from the HMP system will support 

immunomodulatory functions of BMP-2 that result in positive modulation of the systemic 

immune response. A better understanding of the regenerative response to therapeutic 

strategies and the immunological changes and biological mechanisms associated with 

nonunion progression are both critical to improving patient outcomes and reducing the 

morbidity associated with challenging bone nonunions.  

5.2 Materials and Methods 
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5.2.1 Delivery Vehicle Preparation 

5.2.1.1 Heparin Microparticle Fabrication 

Heparin microparticles were fabricated as previously described (287,288). Briefly, 

EDC/Sulfo-NHS chemistry was used to substitute methacrylamide groups on heparin. 

Heparin methacrylamide was then dissolved in phosphate-buffered saline (PBS) and mixed 

with equimolar amounts of the free radical initiators, ammonium persulfate (Sigma 

Aldrich) and tetramethylethylenediamine (TEMED, Sigma Aldrich).  A water-in-oil 

emulsion was then formed by adding the heparin solution dropwise into 60mL of corn oil 

and 1mL of polysorbate 20 (Promega) and then homogenized on ice for 5 min at 3000rpm 

(Polytron PT3100 Homogenizer, Kinematica). Free radical polymerization and thermal 

cross-linking of the methacrylamide groups was carried out by immersing the emulsion in 

a 55˚C water bath under constant stirring and nitrogen purging for 30 minutes. The HMPs 

were collected following centrifugation for 10 minutes at 3000rpm and subsequently 

washed in acetone, deionized water several times, and 70% ethanol for sterilization. HMPs 

were lyophilized and stored at 4˚C until ready for incorporation into the alginate constructs. 

HMPs were characterized following fabrication and confirmed to retain their functionality 

with evaluation of growth factor binding and release kinetics(287). 

5.2.1.2 Alginate and Nanofiber Mesh Construct Fabrication 

Alginate hydrogels were fabricated as previously described (178). Briefly, a 3% 

alginate solution was made by slowly dissolving irradiated, RGD-functionalized alginate 

(FMC Biopolymer) into sterile alpha-MEM (Corning). The solution was then mixed with 

0.1% rat serum albumin (RSA) in 4mM HCl containing 30ug of BMP-2 and 0.1mg of 
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HMPs to make a 2% alginate solution. The final alginate solution containing BMP-2 and 

HMPs was then cross-linked in an excess of calcium sulfate (8.4mg/mL; Sigma Aldrich) 

by thorough mixing and stored in 4˚C. Polycaprolactone (PCL) nanofiber meshes were 

fabricated as previously described (178). Briefly, a 12% (w/v) PCL solution is formed by 

dissolving PCL overnight in a 90:10 solution of 1,1,1,3,3,3-Hexafluoro-2-propanol, 99+% 

(HFP; Sigma Aldrich) and N,N-Dimethylformamide, anhydrous, 99.8% (DMF; Sigma 

Aldrich). The PCL solution is then electrospun onto aluminum foil until an approximate 

thickness of 500um. Rectangular perforated meshes (12mm by 19mm with 0.7mm 

diameter holes) were then cut from the electrospun PCL nanofiber meshes and rolled to 

have an inner diameter of 4.5mm and a length of 12mm. The meshes were glued with UV 

cure adhesive (DYMAX), sterilized in 70% ethanol, and then stored in alpha-MEM at 4˚C 

until use. For in vivo studies, the PCL nanofiber mesh tube was placed within the defect 

site and subsequently 150uL of the alginate hydrogel was syringe injected with a blunt-tip 

needle into the center of the mesh so each defect received 0.1mg HMPs and 30ug BMP-2. 

5.2.2 Surgical Procedures 

All animal procedures were performed in accordance with the Guidelines for Care 

and Use of Laboratory Animals of the Georgia Institute of Technology and approved by 

the Animal Ethics Committee of the Georgia Institute of Technology. Thirteen-week old 

female Sprague Dawley rats (Charles River Laboratories) received a unilateral segmental 

defect in the left femora, as previously described (290). Briefly, a polysulfone internal 

fixation plate provided stabilization while an oscillating saw was used to remove 8mm 

from the mid-diaphysis of the femur. The polysulfone plate sits outside the defect region 

on metal risers that are about 2-3mm thick. In the composite defect animals, an additional 
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8mm diameter, full-thickness defect was created in the overlying quadriceps, as previously 

described (121). All defects were left untreated until 8 weeks post-surgery. At 8 weeks, 

animals underwent an additional procedure where the defect site was cleared, and treatment 

was administered (Figure 5.1A). Animals received a clinically-equivalent dose of 30ug 

BMP-2 (0.12kg/mg) loaded in a collagen sponge, n=10 or in the HMP delivery system 

(HMPs in alginate gel + PCL nanofiber mesh), n=11 (Figure 5.1B). Additionally, all 

composite defect animals received 30ug BMP-2 delivered in the HMP system, n=6, and 

the muscle defects were left untreated.  In order to minimize animal number used, there 

was no collagen sponge treated composite defect group since previous work in our lab has 

consistently shown that composite defects heal worse compared to bone only defects with 

the same treatment (121). Therefore, comparisons between the HMP treated composite 

defect group and the collagen sponge treated bone defect only group exhibit treatment 

outcomes despite the additional challenge of a muscle defect. Following surgical 

procedures, animals were given ad libitum access to food and water and showed no signs 

of pain or distress. Animals were euthanized by carbon dioxide inhalation at twenty weeks 

from the first surgical procedure. 

5.2.3 Bone Regeneration 

5.2.3.1 Radiography and Micro-Computed Tomography 

Longitudinal bone regeneration was qualitatively assessed with radiographs taken 

at 4, 8, and 12 weeks post-treatment (12, 16, and 20 weeks post-injury) (Faxitron MX-20 

Digital, Faxitron X-ray Corp.). At the same time points, micro-computed tomography 

(Viva-CT 40, Scanco Medical) was used for quantitative assessment of newly regenerated 
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bone, determined using a threshold corresponding to  50% of the density of native cortical 

bone. Along the long axis of the femur, the central 166 slices (~6.5mm of the 8mm defect) 

were evaluated with a 38um voxel size, 55kVp voltage, and 145uA current. To differentiate 

between bone formed within the defect (defect bone volume) and bone formed outside of 

the defect (heterotopic bone volume), 2 volumes of interest (VOI) were evaluated, as 

previously described (268). The first VOI encompassed a large diameter to characterize all 

bone formation within the thigh, while the second VOI encompassed only a 6mm-diameter 

to characterize bone formation within and immediately bordering the PCL nanofiber mesh. 

Heterotopic bone volume was determined by subtracting the bone volume of the second 

VOI (defect bone volume) from the bone volume of the first VOI (total bone volume) 

(Figure 5.4A). Trabecular thickness, trabecular number, and connectivity were determined 

using a Scanco evaluation script according to previously set guidelines for assessing bone 

microstructure in rodents (291). Polar moment of inertia (pMOI) was also determined using 

a Scanco evaluation script that measures and calculates the bone distribution along the 

central longitudinal axis for each individual slice. These values are then averaged to 

determine a global pMOI value for each sample (268,292). 

5.2.3.2 Biomechanical Testing 

Following euthanasia at the week 20 endpoint, femora were harvested for 

biomechanical testing. The soft tissue was cleared, and the fixation plates were carefully 

removed. Each femur end was then potted in Wood’s metal (Alfa Aesar) and tested to 

failure in torsion at a rotation rate of 3˚ per second (ELF 3200, TA ElectroForce), as 

previously described (290). Torque-rotation curves were used to calculate failure strength 
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(maximum torque) and torsional stiffness for each sample. Contralateral femora were used 

to determine biomechanics of intact bone.  

5.2.3.3 Histological Analysis 

After mechanical testing, one representative sample from each group was selected 

for histology. The samples were fixed in 10% neutral buffered formalin (NBF) for 24 hours 

and then decalcified in a formic citrate solution (Newcomer Supply, Inc). The bone tissue 

was embedded in paraffin and sectioned at a thickness of 5 um and then stained with 

hematoxylin & eosin (H&E) and safranin-O/fast green (Histotox Labs; Boulder, CO).  

5.2.4 Immune Characterization 

Approximately 500uL of blood was collected longitudinally via the rat tail vein at 

weeks 0 (baseline), 2, 8 (prior to treatment), 10, and 20. Half of the blood collected was 

allowed to clot overnight at 4˚C. The next day, the samples were centrifuged down at 1500g 

for 10 minutes and the serum was collected and stored at -20˚C for cytokine and chemokine 

analysis. The other half of the blood collected was stored in heparin coated tubes to prevent 

clotting. Following red blood cell lysis (1X RBC Lysis Buffer, eBioscience,), cells were 

fixed (BD Cytofix, BD), resuspended in FACS buffer (2% fetal bovine serum in 1X PBS), 

and then stored at 4˚C until staining for cellular analysis via flow cytometry.  

5.2.4.1 Cellular Analysis 

Flow cytometry was used to evaluate circulating immune cell populations. Prior to 

staining, cells were blocked with anti-rat CD32 (BD) for 10 minutes at 4˚C to prevent non-

specific binding. Samples were then stained for the following immune effector cell 
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populations: T cells (CD3+), helper T cells (CD3+CD4+FoxP3-), cytotoxic T cells 

(CD3+CD8+), and B cells (B220+). Samples were also stained for the following 

immunosuppressive cell populations: myeloid-derived suppressor cells (MDSCs, 

His48+CD11b+) and T regulatory cells (Tregs, CD3+CD4+FoxP3+). All antibodies were 

purchased from eBioscience. Data were collected using a BD Accuri C6 flow cytometer, 

and FlowJo was used for data analysis. All gates were set based on fluorescent minus one 

(FMO) and unstained controls with less than 1% noise allowed. 

5.2.4.2 Cytokine and Chemokine Analysis 

Serum cytokines and chemokines were evaluated via a multiplexed immunoassay 

(Milliplex MAP Rat Cytokine/Chemokine Magnetic Kit, Millipore Sigma), and data were 

collected using a MAGPIX Luminex reader (Luminex). Median fluorescent intensity 

values with the background subtracted were used for multivariate analyses.  

5.2.5 Statistical Analysis and Partial Least Squares Discriminant Analysis 

Cytokine, chemokine, and cellular data were compiled at each time point for 

multivariate analysis using partial least squares discriminant analysis (PLS-DA). PLS-DA 

analysis reduces the dimensionality of the input variables into a set of latent variables (LVs) 

that maximally separate discrete groups (i.e. collagen sponge treatment group vs. HMP 

treatment groups). Latent variables are composed of profiles of the input variables that 

represent their relative contributions to the latent variables, and thus the separation between 

the groups. PLS-DA was conducted in MATLAB (Mathworks) using Cleiton Nunes’ 

partial least squares algorithm (Mathworks File Exchange) following z-scoring to 

normalize the data. All data are represented as the mean ± standard deviation, and analyses 
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were conducted using GraphPad Prism 7. Parametric and non-parametric statistical tests 

were used as indicated based on if assumptions were met or not. 

5.3 Results 

5.3.1 Clinically-Relevant Bone Nonunion Models 

Two previously established and challenging animal models of chronic nonunion 

were used in this study: one consisting of a segmental bone defect (Bone Only) and the 

other consisting of a segmental bone defect with concomitant volumetric muscle loss 

(Composite), representing a more challenging case of nonunion. In both models, treatment 

was delayed until 8 weeks after creation of the defect at which point capping of the bone 

ends was seen, indicating little or no further mineralization and establishment of nonunion. 

Following treatment with 30ug BMP-2 delivered in either the HMP construct or the clinical 

standard collagen sponge (Figure 5.1B), animals underwent longitudinal evaluation of 

bone regeneration and the systemic immune response for an additional 12 weeks (week 20 

after the initial defect surgery; Figure 5.1C).  At Week 0 prior to treatment (8 weeks post-

injury), circulating immune cell populations were evaluated and compared to baseline 

levels that had been assessed immediately prior to injury. T cells were significantly 

decreased compared to baseline levels, whereas immunosuppressive MDSCs and 

macrophages were significantly elevated in both the Bone Only and Composite injury 

groups (Figure 5.2). Although there was no significant difference in B cell populations, B 

cells did show a decreased peak in cell counts compared to baseline (Figure 5.2).  
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Figure 5.1. Clinically-relevant bone nonunion models.  

A) Each animal received an 8mm femoral segmental defect, stabilized by a polysulfone 

internal fixation plate. The white, dotted rectangle indicates the location of the defect and 

the white arrow indicates the fixation plate. Additionally, one group of animals will also 

receive an 8mm volumetric muscle loss in the adjacent quadricep muscle (not shown). Ex 

vivo imaging shows the fixation plate stabilizing the femur and the nanofiber mesh 

construct within the defect site, which is used for the HMP hybrid delivery system. Ex vivo 

images are reproduced with permission from Krishnan et al (269). B) The defects will be 

treated with 30ug BMP-2 delivered in HMPs within an alginate/nanofiber mesh construct 

or 30ug BMP-2 delivered on an adsorbable collagen sponge. C) The timeline of the study 

indicates the timepoints for defect creation, BMP-2 treatment, blood collections, uCT 

scans, radiographic images (Faxitron), histology, and mechanical testing.   

 

Figure 5.2. Circulating Immune Cell Populations.  
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Circulating immune cell populations at baseline prior to defect creation, and at Week 0 

prior to BMP-2 treatment (8 weeks post-defect creation) for the bone only defect group 

and the composite defect group. Significance was determined using one-way ANOVA with 

p<0.01 (**), p<0.005 (***), and p<0.001 (****). 

5.3.2 Radiography and Micro-Computed Tomography 

Radiographs demonstrated qualitative bridging in all samples regardless of group; 

however, they also revealed larger variability in healing responses in the collagen sponge 

group compared to the HMP treated groups (Figure 5.3A). In order to minimize animal 

number used, a collagen sponge treated composite defect group was not included since 

previous work in our lab has consistently shown that composite defects heal worse 

compared to bone only defects with the same treatment (121). Therefore, comparisons 

between the HMP treated composite defect group and the collagen sponge treated bone 

defect only group exhibit treatment outcomes despite the additional challenge of a muscle 

defect. Representative samples with low and high amounts of heterotopic ossification (HO) 

in each group showed that the collagen sponge group had increased HO compared to the 

HMP groups. Additionally, the collagen sponge group also had a lower valley of HO 

compared to the HMP groups, although this appears to be due to decreased overall bone 

volume. In contrast, samples in the HMP groups with the highest and lowest levels of HO 

appeared much more consistent and similar with robust defect bone formation and minimal 

heterotopic bone formation, although the more challenging composite nonunion model 

appeared to have slightly more HO than the bone only nonunion model. The radiographs 

are supported by uCT reconstructions, again showing increased variability and higher peak 

HO in the collagen sponge group compared to the HMP groups (Figure 5.3B).   



 126 

 

Figure 5.3. Endpoint radiographs and uCT reconstructions of regenerating bone defects.  

A) Week 12 endpoint (20 weeks post-injury) representative radiograph images of both low 

heterotopic ossification (HO) and high HO for each group are shown. B) uCT 

reconstructions with both the 3D reconstruction and the cross section with the bone density 

overlay are shown.   

Quantitation of uCT reconstructions additionally supports radiographic 

observations. The HMP delivery strategy resulted in significantly increased new total bone 

volume at both 4 and 8 weeks post-treatment in both nonunion models (Figure 5.4B). 

Looking more specifically at bone formed within the defect site, there were clear 

differences between the BMP-2 delivery strategies. Similar to total bone volume, the HMP 

groups had significantly increased defect bone volume at both 4- and 8-weeks post-

treatment (Figure 5.4C). Although there were no significant differences in heterotopic bone 
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volume, at 12 weeks post-treatment, the HMP groups exhibited decreased variability of 

HO at week 8 (Brown-Forsythe test, p=0.07) and at week 12 (Brown-Forsythe test, p=0.09) 

and a lower level of peak HO at week 12 compared to the collagen sponge group (Figure 

5.4D). The percentage of heterotopic bone observed in each group also shows lower peak 

HO in the HMP groups compared to the collagen group. Further, at week 12, 40% of the 

collagen group exhibited higher HO compared to any sample in either of the HMP groups, 

and 70% of the collagen group exhibited higher HO than the average HO in both of the 

HMP groups (Figure 5.4E).  Because irregular bone formation can be an adverse side effect 

of BMP-2 administration, we also investigated the trabecular number, trabecular thickness, 

and connectivity of the newly formed bone. Here, the HMP group for the bone only 

nonunion model had significantly increased trabecular number at all weeks post-treatment 

compared to the collagen sponge group (Figure 5.4F). Both HMP groups exhibited 

significantly increased trabecular thickness and connectivity at weeks 8 and 12 post-

treatment compared to the collagen sponge group (Figure 5.4G,H). There were no 

significant differences in the polar moment of inertia between groups (Figure 5.4I). 
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Figure 5.4. Longitudinal evaluation of bone regeneration and morphological bone 

characteristics.  

A) A representative image of one slice taken from uCT imaging shows the defect bone 

volume region and the heterotopic bone volume region. In addition, the shadow of the 

fixation plate can be seen, and the PCL mesh can be seen just inside the defect bone volume 

region. Total bone volume includes both defect bone volume and heterotopic bone volume. 

Longitudinal quantification of total bone volume (B), defect bone volume (C), absolute 

heterotopic bone volume (D), and percent of heterotopic bone (E) reveals differences in 

bone regeneration over time between the collagen and HMP groups. Morphological bone 

characteristics, including trabecular number (F), trabecular thickness (G), and connectivity 

(H), were also evaluated and reveal differences in bone structure over time between the 

collagen and HMP groups. There were no differences in the polar moment of inertia 

between groups (I). Significance was determined using two-way ANOVA with Sidak’s 

multiple comparisons test where p<0.05 (*),  p<0.01 (**), p<0.005 (***), and p<0.001 

(****). 
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5.3.3 Biomechanical Testing and Histological Analysis 

Endpoint evaluations of bone regeneration included both biomechanical testing and 

histological analysis. There were no significant differences between groups in the torque 

to failure; however, all groups exhibited lower failure strengths compared to intact bone 

(Figure 5.5A). Further, there were no differences in torsional stiffness between groups, and 

all were slightly higher than the stiffness of intact bone (Figure 5.5B). Prior finite element 

modeling at sub-failure rotation demonstrates that the largest strains are present in the 

outermost connected regions and there is minimal strain along the central access (268). 

Therefore, the central bone actually contributes relatively little to the mechanical properties 

measured by torsion testing. 

 

Figure 5.5. Biomechanical testing and histological analysis.  
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Mechanical testing of A) failure strength and B) torsional stiffness shows no difference 

between groups. The dotted black line indicates the average failure strength and torsional 

stiffness of the contralateral intact femurs, respectively. C) Staining with Hematoxylin & 

Eosin and Safranin-O/Fast Green at the 12 week endpoint (20 weeks post-injury) shows 

mineralized tissue in the HMP groups and non-mineralized, marrow-like tissue in the 

collagen group. Residual alginate can also be seen in the HMP groups and examples are 

marked with an “a”. Scale – 150um. 

Qualitative histological analysis of bone regeneration (Figure 5.5C) supports both 

the radiographs and the quantitative uCT data. Hematoxylin & Eosin and Safranin-O/Fast 

Green staining both reveal larger sections of mineralized tissue in the HMP groups. In the 

collagen sponge group, there are larger areas of non-mineralized, marrow-like tissue 

compared to the HMP groups; although, the composite nonunion HMP-treated group did 

have larger areas of marrow-like tissue compared to the bone only nonunion HMP-treated 

group.  Residual alginate can also be seen in the HMP groups, indicating that the tissue 

engineered construct remained within the defect site. More fatty infiltrate into the marrow 

cavity can be seen within the composite defect group compared to the segmental defect 

only groups. 

5.3.4 Systemic Immune Characterization 

Blood was collected at the baseline (prior to injury) and at various timepoints 

following injury and treatment in order to assess the systemic immune response. While 

there were changes in circulating immune cell populations over time, there were no 

differences in immune cell populations between treatment groups at any time point (Figure 

5.6). Additionally, there were no differences in cytokine levels across treatment groups at 

any time point (Figure 5.7).  
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Figure 5.6. Longitudinal evaluation of circulating immune cell populations.  

No significant differences between groups were observed at any time point for A) T cells 

and T cell subsets, including B) T regulatory cells (Tregs), C) cytotoxic T cells, and D) 

helper T cells. Additionally, no differences in cell populations levels were observed for E) 

myeloid-derived suppressor cells (MDSCS), F) macrophages, and G) B cells. 
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Figure 5.7. Longitudinal evaluation of circulating cytokine levels.  

Heat map of z-scored cytokine levels (each column represents a different cytokine) in the 

HMP-treated and collagen treated groups prior to injury (Baseline) and at 2 weeks post-

treatment, Week 0 (time of treatment, 8 weeks post-injury), Week 2 (10 weeks post-injury), 

and Week 12 (20 weeks post-injury). Purple and red vertical bars represent the HMP-

treated composite injury group (n = 5) and the HMP-treated bone only injury group (n = 

11), respectively.   

We hypothesized that the lack of differences for markers of the systemic immune 

response between the HMP-treated and collagen sponge groups could be due to the wide 

variability of responses in the collagen sponge group. Therefore, to better understand the 

relationship between the systemic immune response and healing, linear regression of 

immune cell populations at the Week 12 endpoint for all samples together was performed 

against defect bone volume (as a percent of the total bone volume). Defect bone volume 

was selected as a metric for good healing because it encompassed animals with high defect 

bone volume in addition to low heterotopic bone formation. Linear regression of week 12 
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MDSCs versus defect bone volume percent showed a significant negative correlation 

(Figure 5.8A, r2 = 0.24, p = 0.012), whereas linear regression of week 12 CD3+ T cells and 

week 12 effector T cells (CD3+CD4+ cells and CD3+CD8+ cells) versus defect bone 

volume percent both showed positive correlations (Figure 5.8B and Figure 5.8C). In an 

effort to better understand the best and worst responders, we compared the top and bottom 

quartiles of defect bone volume data and compared differences in immune cell populations. 

The top quartile of responders (best responders) consisted of 4 out of 7 from the HMP-

treated groups, and the bottom quartile of responders (worst responders) consisted of 6 out 

of 7 from the collage sponge group. Comparisons between the best and worst responders 

revealed more pronounced differences in immune cell populations with the top quartile of 

responders exhibiting lower numbers of MDSCs (p = 0.011, Figure 5.8D), higher numbers 

of CD3+ cells (p = 0.13, Figure 5.8E), and higher numbers of effector T cells (p = 0.098, 

Figure 5.8F) compared with the bottom quartile of responders. 

  These analyses highlight that the complexities of the immune response, especially 

for average responders, which may mask differences between individual cells and 

cytokines. Hence, multivariate partial least squares discriminant analysis (PLS-DA) was 

performed to better determine further differences in the overall systemic immune response 

between groups. Immune cell and cytokine levels at all timepoints were compiled for PLS-

DA. Results show no separation of data between the HMP and collagen sponge groups 

based on the latent variable 1 (LV1) axis (Figure 5.9A). However, there is separation along 

the latent variable 2 (LV2) axis with the HMP groups having significantly lower LV2 

scores compared to the collagen sponge group (Figure 5.9B). The LV2 loading plot reveals 

the immune factors that most contribute to the higher and lower LV2 scores, showing 
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which cells and cytokines are most correlated with the collagen sponge treated group versus 

the HMP treated groups (Figure 5.9C). The top factors most associated with the HMP 

groups were T cells, including the helper (CD4+) and cytotoxic (CD8+) T cell subsets, and 

the hormone leptin. On the other hand, the top factors most associated with the collagen 

sponge group include the immunosuppressive MDSCs and Tregs as well as the chemotactic 

factors LIX and RANTES, also known as CXCL5 and CCL5, respectively. 

 

Figure 5.8. Linear regression analyses comparing systemic immune cell populations with 

defect bone volume percent.  

Linear regressions comparing defect bone volume as a percent of total bone volume versus 

week 12 (endpoint) circulating immune cell populations for A) MDSCs, B) CD3+ T cells, 

and C) effector T cells which includes both helper (CD3+CD4+) and cytotoxic 

(CD3+CD8+) T cells with r2 and p values as indicated. Removal of the middle 50% of the 
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data set according to defect bone volume percent left 25% of the lowest defect bone volume 

percent samples and 25% of the highest defect bone volume percent samples. The high 

defect bone volume percent samples and the low defect bone volume percent samples were 

then compared for their levels of D) MDSCs, E) CD3+ T cells, and F) effector T cells. 

Mann-Whitney or Student’s t-test were performed with p values as indicated or a * (p = 

0.011). 

 

Figure 5.9. Multivariate analysis of the systemic immune response.  

A) PLS-DA plot shows all cytokine levels and cell populations for the collagen treated 

group (blue circles), the HMP treated bone only nonunion model (red squares), and the 

HMP treated composite defect nonunion model (purple triangles) plotted on the latent 

variable 1 (LV1) axis and the latent variable 2 (LV2) axis. Cytokine levels and cell 

populations were pooled across all time points. Significance was determined using one-

way ANOVA with Tukey’s post hoc test where p<0.01(**) and p<0.005(***). B) Plotting 

only LV2 scores reveals a significant separation between the collagen group and the HMP 

groups. C) The LV2 loading plot shows the top factors most correlated with positive LV2 

scores on the right (collagen group) and the top factors most correlated with negative LV2 

scores on the left (HMP groups). There was no significant separation between the two HMP 

treated groups. 
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5.4 Discussion 

Despite advances in trauma care management, orthopedic surgeons still need better 

strategies to improve outcomes for patients with chronic nonunions, especially for more 

challenging cases with concomitant volumetric muscle loss. While there are many factors 

that influence nonunions and bone healing, one promising strategy has focused on the 

delivery of BMP-2 in an absorbable collagen sponge. However, if not contained to the 

injury site, BMP-2 has been shown to have adverse side effects, highlighting the need for 

improved delivery vehicles that can maintain BMP-2 bioavailability and minimize side 

effects. Previously, our lab evaluated an HMP hybrid delivery system in an acutely treated 

segmental defect model, which resulted in increased long-term retention of BMP-2 at the 

defect site and decreased heterotopic bone formation (287–289). The current study 

evaluates delivery of a moderately high dose (30ug) of BMP-2 from this same HMP 

delivery system in two more complex and challenging chronic nonunion models, and 

additionally, this study attempts to preliminarily evaluate the systemic immunological 

changes associated with each delivery system. 

Evaluation of circulating immune cell populations show changes in the immune 

response over time prior to treatment of the defect when compared to pre-injury baseline 

levels, with significant decreases in T cells and increases in immunosuppressive MDSCs 

and macrophages (Figure 5.2). These changes are characteristics of systemic immune 

dysregulation observed clinically in trauma patients and have been associated with 

increased susceptibility to infection and decreased treatment success (6,8,247,293). 

Following severe trauma, damaged tissue and high levels of inflammation lead to a 

systemic inflammatory response, marked by increases in pro-inflammatory mediators and 
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activation of innate immune cells (10,116,245).  To prevent against harmful levels of 

systemic inflammation, a compensatory anti-inflammatory immune response develops to 

counteract the initial inflammation and restore immune homeostasis, marked by increases 

in anti-inflammatory cytokines and increases in immunosuppressive cells, such as MDSCs 

and Tregs (288,289). However, in some patients, especially those with complications and 

more challenging injuries, the compensatory anti-inflammatory response overcompensates 

for the initial inflammation and immune homeostasis is not restored, resulting in systemic 

immune dysregulation and immunosuppression (5). Systemic immune dysregulation has 

been associated with decreased success of treatment; and therefore, effective treatment 

strategies may need to be able to overcome any adverse immunological changes that could 

hinder successful healing. Our chronic nonunion model exhibits characteristics of systemic 

immune dysregulation and could therefore allow for new regenerative strategies to be 

evaluated in a more clinically-relevant model by more accurately representing the immune 

environment at the time of treatment. This more recent interest in the systemic immune 

response differs from historical data that has typically associated local immune responses 

with interventional outcomes. However, systemic immune markers may offer more 

promise than local immune data because systemic immune markers can be used clinically 

to identify patients at-risk for poor healing. This information would be easy to obtain non-

invasively and longitudinally in a clinical setting through routine blood draws. In 

comparison, local immune data is not easy to obtain in a clinical setting. For these reasons, 

we chose to more heavily investigate the systemic immune response in this study.  Further 

work will aim to evaluate not just the population levels of circulating immune cells, but 

also their function. Additionally, while our model did not include a naïve group to confirm 



 138 

that the immunological changes observed are not simply due to aging, the 8-week delayed 

treatment time period is still well within what is considered a young adult rat (294). 

Typically, immunoaging and immunosenescence begin past adulthood, so there should not 

be significant immunological changes occurring in our model due to aging over the time 

course of this study (295,296). 

We observed differences in bone regeneration between the two delivery vehicles for 

high-doses of BMP-2, with the HMP delivery system resulting in more consistent and 

robust bone regeneration compared to the collagen sponge delivery vehicle, even despite 

the additional challenges historically associated with chronic nonunions and concomitant 

muscle injury. The most significant challenge BMP-2 usage faces clinically is the adverse 

side effects, including excessive inflammation, heterotopic ossification and irregular bone 

formation, which can lead to pain and less desirable patient outcomes (275–278). The HMP 

delivery system showed increased bone formation within the defect, lower peak heterotopic 

ossification, lower percentage of heterotopic bone, and more regular bone formation 

compared to the collagen sponge delivery group. Decreased side effects can be attributed 

to increased bioavailability and retention of the BMP-2 at the injury site. Bone formation 

can be attributed to the system’s ability to appropriately retain and slowly release BMP-2, 

even though the biomaterials themselves likely have minimal impact on bone formation. 

The nanofiber mesh and alginate hydrogel alone have been shown to result in minimal bone 

formation in previous studies (178,268). In addition, we have also previously investigated 

delivery of BMP-2 in the alginate/mesh system alone or on HMPs within the alginate/mesh 

system and have seen significant differences in bone formation, highlighting the specific 

role of HMPs on bone formation (297). BMP-2 alone would not be expected to enhance 
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bone formation because BMP-2 would diffuse out of the defect region rapidly, resulting in 

more heterotopic bone formation and negative systemic side effects. Although the 

biomaterial itself may have minimal direct impact on bone formation, it enables specific 

spatiotemporal delivery of BMP-2 that directly results in the bone formation patterns 

observed.  

Heparin is one of the key components to the hybrid delivery system and is a 

glycosaminoglycan (GAG). GAGs are molecules that make up components of the 

extracellular matrix (ECM) and are naturally involved in binding and sequestering growth 

factors in the cellular microenvironment (298,299). The strong negative charge allows for 

a high affinity and reversible electrostatic interaction with BMP-2 which increases 

retention within the alginate gel and at the injury site, stimulating progenitor cells and 

endogenous repair mechanisms (287,300,301). Although heparin is a known anti-coagulant 

and has been shown to inhibit angiogenesis (302), delivery of a potent angiogenic factor 

(BMP-2) likely outweighs any potential effects of heparin on angiogenesis, which is 

essential during the bone regeneration process. In vitro evaluation of BMP-2 release from 

HMPs showed sustained release over a 4 week period, with low burst release (<10% in the 

first 6 hours). The cumulative percentage of BMP-2 released over the 4 week period was 

independent of loading mass and was <20% of the loaded BMP-2, demonstrating the 

capability of the HMPs to retain BMP-2. The presence of the alginate tissue engineered 

construct can be observed in histological stain 12 weeks after treatment within the defect 

site, although it is unknown how much BMP-2 remains in the construct. The uncontrolled 

burst release of BMP-2 from the collagen sponge delivery system decreases bioavailability 

(274), leading to decreased bone formation within the defect and increased side effects, 
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including higher percentage of  heterotopic ossification, higher peak HO and irregular bone 

formation. Additionally, the inconsistent and uncontrolled release of BMP-2 from collagen 

sponge leads to similarly inconsistent bone healing results with wide variability in response 

to treatment, which is undesirable for clinical applications. Differences in bone formation 

can also be observed in the histology images with increased bone formation in the HMP 

groups. Interestingly, there is more lipid and fatty infiltration in the composite defect group, 

which has been observed previously in skeletal muscle trauma especially for larger 

volumetric defects (303). Bone marrow adipose tissue has previously been shown to 

decrease bone regeneration (304), which could be a contributing mechanistic factor to 

differences in bone regeneration in the composite group versus the bone only group.   

Despite clear differences between the two delivery groups from radiographs, uCT, and 

histology, there were no significant differences in the biomechanics of the newly formed 

bone between the two groups. However, the method of mechanical testing evaluates the 

strength and stiffness is biased towards the outermost regions of bone, not defect bone 

formation, meaning the higher percentages of heterotopic ossification observed in the 

collagen sponge delivery group likely inflated the observed mechanical properties. This 

lack of difference in mechanical properties aligns with the uCT polar moment of inertia 

data (Figure 5.4I) which shows no significant differences in the spatial extent of bone 

formation. However, despite the lack of biomechanical differences, the HMP delivery 

system still had improved spatial localization of bone regeneration compared to the 

collagen sponge for two challenging cases of nonunion with adverse systemic immune 

environments. 
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Along with optimizing spatiotemporal BMP-2 delivery with appropriate scaffolds, 

the immunological host response to severe injury presents additional challenges for 

successful treatment.  Although there were no differences between the groups for 

individual cell populations or cytokines by routine univariate comparisons between groups, 

this may be due to the complexities of the immune system and extensive interactions 

between immune mediators (305). The pleiotropic and redundant interactions between 

various cytokines and cells make it difficult to identify clear differences between immune 

responses without the help of multivariate analyses that can minimize effects of 

confounding factors and reduce noise. Following multivariate analyses, the cell 

populations most associated with the collagen sponge group include the 

immunosuppressive MDSC and Treg populations. Notably, these are the cell populations 

that most contribute to systemic immune dysregulation, with MDSCs increased prior to 

treatment. The continued association with these cell types suggests that the collagen sponge 

group may not have been successful at overcoming the additional challenge associated with 

immune dysregulation. On the other hand, the cell types most associated with the HMP 

groups include all CD3+ T cells, including the CD4+ helper and CD8+ cytotoxic T cell 

subsets. Increased numbers and function of immune effector cells are essential for 

restoration of immune homeostasis and re-establishment of a pro-healing and pro-

regenerative immune environment, suggesting that the HMP groups were more successful 

at addressing the systemic immune dysregulation present at the time of treatment based on 

multivariate discriminant analyses. The cytokines most associated with the collagen 

sponge group included LIX and RANTES, also known as CXCL5 and CCL5. LIX is 

released from inflammatory and endothelial cells and is known for its chemotactic and 
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activation properties, functioning during both acute and chronic inflammatory responses 

(306). Similarly, RANTES is also a chemotactic and pro-inflammatory cytokine with a 

wide variety of functions (307). Preliminary studies have also shown that RANTES may 

modulate the activity of MDSCs from the bone marrow and suppress cytotoxic T cell 

function (308). While chemotactic and pro-inflammatory cytokines may seem contrasting 

to elevated levels of immunosuppressive cells, heterotopic ossification and BMP-2 are 

known to result in increased inflammation (179,267). Chronic local inflammation may 

result in increased levels of pro-inflammatory cytokines while elevated levels of anti-

inflammatory cells maintain a systemic immunosuppressive environment that together 

adversely alter bone healing progression. This is further supported by work in the same 

bone nonunion model that shows elevated levels of inflammatory cytokines in non-healing 

rats versus healing rats (265).  

 In a related composite trauma model receiving acute treatment, a similar pattern was 

observed where serum levels of both pro- and anti- inflammatory cytokines were elevated 

in the groups that received 2.5ug BMP-2 and had lower endpoint bone volumes compared 

to the groups that received 10ug of BMP-2 and had higher endpoint bone volumes (Figure 

5.10). The 2.5ug dose group’s failure to completely heal may have prolonged the 

inflammatory stage of the wound healing process and the persistent local inflammation 

may then have resulted in altered systemic immune cytokine profiles. In contrast, rather 

than a high BMP dose inducing inflammation, the successful bridging and restoration of 
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function may have resolved the local inflammation and led to lower cytokine levels by the 

12-week endpoint.5 

 

Figure 5.10. Relative serum levels of pro- and anti-inflammatory cytokines by treatment 

group.5 

Pro-inflammatory cytokines on top and anti-inflammatory cytokines on bottom as 

measured by multiplexed analyte analysis. Groups received either 2.5ug or 10ug BMP-2 

with or without microvascular fragments (MVF). Post-hoc differences are due to BMP 

dose, p<0.5(*); 2-wy ANOVA; n=5/group. 

On the other hand, leptin was the cytokine most associated with the HMP groups. 

While leptin is largely known for its role in maintaining energy homeostasis, it has also 

been found to play a role in bone metabolism through a hypothalamic relay (309,310). 

Leptin-deficient mice exhibit decreased bone growth and bone formation rate as well as a 

decrease in osteoblasts (310). The association of leptin with the HMP groups could be a 

result of neuroendocrine function that is essential for the increased levels of bone formation 

observed. This is supported by work in the same bone nonunion model showing leptin to 

 
5 Adapted from M.A. Ruehle, L. Krishnan, C.E. Vantucci et al., Effects of BMP-2 dose and delivery of 

microvascular fragments on healing of bone defects with concomitant volumetric muscle loss, Journal of 

Orthopaedic Research, 2019. 37(3): p. 553-561. Reproduced with permission from Wiley. 
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be the cytokine most associated with healing rats versus non-healing rats (265).  Further 

studies investigating the role of the systemic immune response throughout the bone 

regeneration process are needed to more definitively understand the relationship between 

systemic immune mediators and local bone healing and to understand the role of immune 

dysregulation in nonunion progression.  

Composite tissue polytrauma injuries present additional challenges for orthopedic 

surgeons with high rates of complications, such as nonunions, and long-term disability. 

Strategies that successfully heal injuries to bone alone may not adequately compensate for 

the additional loss of endogenous stem and progenitor cells from damaged vascularized 

muscle tissue, resulting in deficient healing and tissue regeneration. For example, in a pre-

clinical composite bone-muscle defect model, five times the BMP-2 dosage (10ug) is 

required to achieve robust bone bridging compared to a bone only defect model (2ug) 

(265,279). Here, we found that despite addition of a volumetric muscle loss, 30ug BMP-2 

delivered in the HMP system resulted in similar levels of bone regeneration and mechanical 

strength between the composite defect and bone defect only chronic nonunion models. 

Based on this study, sustained delivery of moderately high doses of BMP-2 may be able to 

overcome more challenging bone healing scenarios, including chronic nonunions with 

concomitant muscle injury, and adverse immunological environments.  

5.5 Conclusions 

The results obtained in this study indicate that if appropriately delivered 

spatiotemporally, a high dose of BMP-2 may be able to overcome the additional challenges 

associated with chronic nonunions, including concomitant muscle injury and systemic 
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immune dysregulation. Evaluation of the HMP delivery system showed improved bone 

regeneration and decreased side effects compared to the collagen sponge in clinically-

relevant chronic nonunion models. Utilization of BMP-2 is an attractive option to address 

challenging musculoskeletal injuries because it has already received FDA approval and has 

shown success clinically. Further work will be essential to better understand biological 

mechanisms of nonunions, in particular how systemic and local immunological changes 

affect treatment outcomes. 
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CHAPTER 6. FABRICATION AND CHARACTERIZATION OF 

BIFUNCTIONAL JANUS NANOPARTICLES FOR SELECTIVE 

DEPLETION OF IMMUNONOSUPPRESSIVE MDSCS6 

6.1 Introduction 

A well-regulated and coordinated immune response on both the systemic and local 

level are essential to successful healing and disease clearance in a wide variety of 

indications. Chronic immunosuppressive environments prevent proper immune 

surveillance, appropriate healing of damaged tissue, clearance of infection, and targeting 

of malignant cells or tissues. In particular, immunosuppressive cells of myeloid origin, 

termed myeloid-derived suppressor cells (MDSCs), have been shown to be upregulated in 

tuberculosis and staphylococcal infections; systemically following severe trauma, burn, or 

sepsis; and during cancer within the immunosuppressive tumor microenvironment. These 

immunological challenges make treatment more difficult and frequently result in poor 

treatment response, extended hospital stays, increased treatment costs, and susceptibility 

to opportunistic infections (7,311–316).   

MDSCs have been a particular target of interest as they are a common culprit within 

immunosuppressive environments. In particular, MDSCs are a heterogeneous population 

of immature myeloid cells that expand rapidly during impaired hematopoiesis and 

 
6 Marked sections from this chapter are reprinted with permission from J. Liu, R. Toy*, C.E. Vantucci*, P. 

Pradhan*, et al. Bifunctional Janus Particles as Multivalent Synthetic Nanoparticle Antibodies (SNAbs) for 

Selective Depletion of Target Cells, Nano Letters, 2021. 21(1): p. 875-886. Copyright 2021 American 

Chemical Society. *indicates equal contributions. Marked sections indicate experiments conducted 

independently by C. Vantucci or in collaboration with J. Liu. Link to article 

https://nam12.safelinks.protection.outlook.com/?url=https%3A%2F%2Fpubs.acs.org%2Farticlesonrequest%2FAOR-KUQAWK24R2PYQBMDUPEJ&amp;data=04%7C01%7Ckrish.roy%40gatech.edu%7Cf73180981c4e4513
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emergency myelopoeisis, and they potently suppress T cells and other immune effector 

functions (27,43). In addition, they also have been shown to induce immunosuppressive 

regulatory T cell (Treg) development, creating a feedforward mechanism to rapidly 

increase immunosuppression (45). MDSCs utilize various mechanisms to suppress 

immune function, including the production of reactive oxygen and reactive nitrogen 

species (ROS/RNS) and secretion of immunosuppressive cytokines and molecules, such as 

IL-10, TGF-b, and arginase. These mediators are known for suppressing cytotoxic T cell 

and Natural Killer (NK) cell function, and arginase in particular is known to deplete L-

arginine, an essential amino acid required for T-cell receptor (TCR) signaling, which then 

hinders appropriate T cell activation (43,44). 

MDSC-targeted immunotherapies have been used previously, mostly in the context of 

cancer. Previous therapeutics include small molecule chemotherapeutics (doxorubicin, 5-

fluorouracil), inhibitors (cyclooxygenase-2 inhibitor, Silibinin), and broadly-targeted 

monoclonal antibodies (mAbs; anti-mouse Gr-1). Despite the promise of these 

therapeutics, they have been limited by high systemic toxicity, off-target effects, or have 

only shown success in mouse models (15,191,317–323). For mAbs specifically, there are 

still significant challenges that hinder their full and widespread use, including a complex 

and expensive production process requiring animals and cell culture, short retention time, 

high dosage requirements, and non-specific depletion of other immune cells due to a 

narrow range of available targets (16,17). Existing alternatives to mAbs, such as diabodies, 

minibodies, and peptibodies contain synthetic components to try and improve targeting 

specificity, but as a result of their smaller size, all have rapid clearance from the body (324). 
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Lastly, the lack of known exclusive surface antigens on MDSCs impedes the development 

of specific mAbs to overcome immune suppression. 

Here, we describe the fabrication and characterization of synthetic nanoparticle 

antibodies (SNAbs), which are bifunctional Janus gold nanoparticles that mimic the 

structure and function of antibodies to specifically target and deplete MDSCs. Gold 

nanoparticles are an attractive option as a biomaterial scaffold for a synthetic antibody 

because they are well-studied, easy to modify, relatively inert, and can be made small 

enough that their size is on the same order of magnitude as antibodies (325–327). These 

fully synthetic and multivalent SNAbs have the advantages of a cell-free, animal-free, 

purely chemical synthesis method in addition to tailorable properties, such as size, valency, 

and surface chemistry, allowing targeting of a wide variety of cell types. These advantages 

allow for optimization of particles and can potentially reduce costs and improve potency 

through better targeting specificity compared to mAbs, ultimately providing a novel 

method for immunomodulation across many diseases and conditions. 

6.2 Materials and Methods 

6.2.1 Preparation of MDSC-Targeting SNAbs6 

The process to generate SNAbs is divided into two parts: production of Janus 

streptavidin-coated Au nanoparticles (SA-AuNP-SH) and surface modification of the 

Janus Au nanoparticles with MDSC-targeting ligands (G3) and Fc-mimicking ligands 

(cp33). To generate Janus Au nanoparticles, aminomethyl ChemMatrix resins were 

functionalized with biotin groups by reacting with bifunctional, thiolytic cleavable 

crosslinkers, sulfo-NHS-S-S-biotin, in a 10 mL reaction vessel for 4 hours at 37°C with 
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gentle rotation. As a quality control step to verify the success of the functionalization, 

absorbance at 260 nm of the solution in liquid phase inside the reaction vessel, which 

reflects the reactivity of sulfo-NHS group, was measured and compared to that of the 

unreacted crosslinker solution. Subsequently, streptavidin-coated Au nanoparticles (SA-

AuNP-SA) (Streptavidin-coated Au nanospheres from Nanohybrid Inc., USA), 30nm in 

diameter, were added to the reaction vessels and bound onto the resin beads by reacting 

with the biotins overnight at 37°C with gentle rotation. Then, the addition of tris(2-

carboxyethyl)phosphine (TCEP) released the bound Au nanoparticles into the liquid phase 

again by reduction of the disulfide bonds in the crosslinkers after 24 hours at room 

temperature. To concentrate the collected Janus nanoparticles, solutions were centrifuged 

at 4500 g for 2 hours and the supernatant was discarded. To remove the remaining TCEP, 

the concentrated Janus nanoparticle solution were dialyzed against PBS in gamma-

irradiated, MWCO 10KDa slide-A-lyzer (ThermoFisher Scientific, USA) and then stored 

at 4°C until use.  

To modify the Janus nanoparticles, 200-fold (to the molar concentration of 

streptavidin) excess of the SMCC-terminated version of the desired ligands (cp33-SMCC 

were conjugated onto the thiol hemisphere of the nanoparticles through thiol-maleimide 

reaction at pH 7.4 in PBS with 0.001% Tween-20 with gentle rotating at room temperature 

overnight at 4°C. 50-fold excess of biotinylated G3 ligand (Genemed Synthesis Inc., San 

Antonio, TX, USA, see Supplementary Table 1) of the molar concentration of total 

streptavidin molecules on the nanoparticles were coated onto the streptavidin hemisphere 

through streptavidin-biotin interaction in PBS with 0.01% Tween-20 with gentle rotating 

at room temperature overnight at 4°C. Excess ligands were washed out by centrifugation 
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at 6500g for 15min. Modified nanoparticles were resuspended in PBS with 0.001% Tween-

20 and stored in 4°C until use. For in vitro and in vivo assays, tween-20 was removed from 

the nanoparticle formulation by centrifugal washes of nanoparticles with PBS. 

6.2.2 Verification of Asymmetric Surface Chemistry of the Janus Au Nanoparticles6 

To study the surface topology of the Janus nanoparticles (SA-AuNP-SH) or non-

Janus nanoparticles (SA-AuNP-SA), we tagged available biotin-binding pockets or thiol 

groups with 10-12 nm biotinylated quantum dots (QDs) containing cadmium (Cd) or 1.8nm 

maleimide-Au nanoprobes and then acquired transmission electron microscopy (TEM) 

images with Hitachi HT7700 TEM at 120 kV (for biotinylated QD-conjugated samples) 

and FEI Tecnai F30 TEM at 300 kV (for 1.8 nm maleimide-Au nanoprobe-conjugated 

samples). The asymmetric surface chemistry of the Janus Au nanoparticles with QDs 

before and after modification were further investigated using advanced TEM techniques 

such as scanning/transmission electron microscopy (S/TEM) bright-field imaging, high-

angle annular dark-field imaging (HAADF), X-ray energy dispersive spectroscopy (EDS) 

mapping with a ThermoFisher Scientific Talos F200X S/TEM at 200 kV. STEM-BF 

images are very similar to TEM images, which can reveal light elements of the streptavidin 

layer showing a weak dark layer surrounding Au nanoparticles. STEM-HAADF imaging 

has Z-contrast (approximately proportional to Z^2) function, showing the distribution of 

heavy elements such as Au, Cd, Se in the imaging field, while EDS mapping helps illustrate 

the distribution of both the light and heavy elements in x and y directions. For sample 

preparation, five times excess of QDs were incubated with Janus or non-Janus Au 

nanoparticles under vortex for 2 hours at room temperature. After incubation, nanoparticles 

were washed 3 times with DI water by centrifugation at 7500 g for 15 mins. Nanoparticles 
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were then resuspended in DI water and loaded onto the 400-mesh ultrathin carbon film on 

Lacey Carbon support film TEM grids for imaging. Similarly, five hundred times excess 

of maleimide Au nanoprobes were incubated with Janus nanoparticles and washed with DI 

water. The samples were then loaded onto the 200-mesh formvar carbon-coated copper 

grids for imaging. 

6.2.3 Quantification of Modification Level Using Fluorophores6 

Differing amounts of excess of sulfo-maleimide Cy5 or biotin Cy5, or SMCC cp33 

Cy5 or biotin G3 Cy5, were reacted with Janus nanoparticles (0.2 nM-0.4 nM) on vortex 

for 2 hours at room temperature. After reaction, nanoparticles were washed 3 times with 

DI water by centrifugation at 7500 g for 15 min. According to the previous report (328), 

the amount of fluorophores immobilized on each Janus nanoparticle was quantified with a 

slight modification. Briefly, the concentration of Janus nanoparticles was first quantified 

by measuring the absorbance at 522-525 nm. Janus nanoparticles were then incubated at 

room temperature with 50 mM potassium cyanide (KCN) solution until the reddish solution 

became transparent to confirm the complete dissolution of gold nanoparticles (30 min). 

The fluorescence intensity of the sample solution was measured with a SynergyHT Biotek 

plate-reader with a filter set of 590/20 (excitation), 645/40 (emission). A standard curve 

was obtained by measuring the fluorescence intensity of free Cy5 ranging from 0.5 to 20 

nM. The average number of fluorophores per Janus gold nanoparticle was calculated by 

dividing the concentration of the fluorophore by the concentration of the Janus 

nanoparticles. For the 30 minute incubation period, KCN was shown to induce ~20% 

quenching of the Cy5 signal, and this signal reduction was accounted for when quantifying 

peptide modification. 
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6.2.4 Generation of Rat Infection Trauma Model6 

Unilateral 2.5mm femoral segmental defects were created in 21-week old female 

Sprague-Dawley rats as previously described. Briefly, an anterolateral incision was made 

along the length of the femur and the vastus lateralis was split with blunt dissection. A 

modular fixation plate was affixed to the femur using miniature screws (JI Morris Co., 

Southbridge, MA, USA). The 2.5mm segmental defect was then created in the diaphysis 

using a Gigli wire saw (RISystem, Davos, Switzerland). A collagen sponge with bacteria 

inoculum (S. aureus at 107 CFU) was placed in the defect (Figure 6.1. Rat bone trauma 

model for MDSC isolation.Figure 6.1). The fascia was then sutured closed with absorbable 

4-0 sutures, and the skin was closed with wound clips. Buprenorphine SR (0.03 mg/kg; 1 

ml/kg) was used as an analgesic and applied via subcutaneous injection.  

 

Figure 6.1. Rat bone trauma model for MDSC isolation.  

Unilateral 2.5mm femoral segmental defects were created in 21-week old female Sprague-

Dawley rats. A collagen sponge with bacteria inoculum (S. aureus at 107 CFU) was placed 

in the defect to induce infection. 

6.2.5 Isolation of Rat MDSCs and Rat Macrophages 

For Rat MDSCS, PBMCs were isolated from the infected trauma rats following 

arterial blood collection, and myeloid-derived suppressor cells (MDSCs) were sorted via 
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magnetic-activated cell sorting (MACS) using biotin-conjugated mouse anti-rat His48 

antibody. FACS analysis confirmed that 88.7% of the cells in the post-sort MDSC 

enhanced fraction was His48+CD11b+ MDSCs (Figure 6.2). 

 

Figure 6.2. MDSC isolation from PBMCs of rat trauma model.  

MDSC were sorted via magnetic-activated cell sorting (MACS) using biotin mouse anti-

rat His48 antibody from blood of the rats. The purity of CD11b+His48+ cells was 88.7% in 

the post-sort MDSC enhanced fraction. 

 For rat macrophages, bone marrow-derived cells were isolated from the femur of 

naïve rats and cultured with 20ng/mL of recombinant rat M-CSF for 7 days. After 7 days, 

cells were collected from culture and immediately used for experiments.  

6.2.6 Photoacoustic Imaging of Peptide-Modified Particles Binding on Cells6 

The isolated MDSCs or macrophages from rat were conditioned to 4 °C to prevent 

endocytosis of particles. Cells were then incubated with nanoparticles at a ratio of 

5×1010/million cells or 2×1011/million cells in 1mL of PBS for 1 hr at 4 °C. After 
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incubation, cells were washed three times with PBS by centrifugation at 500 g for 5 mins 

and then fixed with BD fixation buffer. The cell-nanoparticle samples were resuspended 

into 20 μL per 0.5 million cells in PBS and kept at 4 °C until use. 

The tissue-mimicking gelatin phantom was prepared for US/PA imaging.  The 

phantom base layer was composed of 8% gelatin and 0.2% silica. The solution was heated 

to around 50 °C under stirring to dissolve the gelatin. Next, the solution was degassed to 

remove bubbles, poured into a container and solidified at 4 °C to form the base layer. Each 

cell-NP sample was mixed with an equal volume of 16% gelatin solution (heated and 

degassed) to prepare the cell inclusions.  Once the base layer was solidified, the cell 

solution was pipetted onto the surface to form the cell-containing dome-shaped inclusions.  

The phantom was refrigerated again at 4 °C fridge to set the dome inclusions. After roughly 

30 minutes, the phantom container was filled with ultrapure water.  

The inclusions were imaged using the Vevo LAZR (Fujifilm VisualSonics Inc, 

Toronto, Canada) combined ultrasound and photoacoustic (US/PA) imaging system.     

US/PA images were acquired at a frame rate of 5 Hz with an OPO, Q-switched Nd:YAG 

pumped laser (λ = 532 nm or 680 - 970 nm) with a 20 MHz US/PA linear array transducer 

(LZ250).  Three cross-sections of each sample were randomly acquired.  The data was 

exported and post-processed in MATLAB (Natick, MA).(329)  The average PA signal was 

calculated for the single wavelength datasets acquired at 532 nm wavelength. PA signals 

from the inclusions were normalized to the PA background signal, i.e. a region containing 

no cells, to adjust for uncontrollable system differences between imaging frames. PA 

signals from the inclusions were also normalized to the corresponding average ultrasound 

signal. Ultrasound normalization was used to adjust for small variations in cell 
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concentration. However, note that normalization had little impact on the imaging results, 

indicating similar imaging conditions and inclusion preparation were maintained, as 

expected.  

6.2.7 Rat MDSC-Macrophage Co-Culture Assay6 

Infection trauma-derived MDSCs and bone marrow-derived macrophages were co-

cultured at a 1:10 ratio and incubated for 24 hours with or without treatment of 

nanoparticles. Treatment groups included Janus nanoparticles functionalized with G3 and 

cp33 (G3-SNAbs or SNAbs), non-Janus SA-AuNP-SA (AuNP), and no treatment. 

Following treatment, cells were stained with FITC-anti-rat His48 and PE-anti-rat CD11b 

antibodies and analyzed for the percentage of MDSCs (His48+CD11b+ cells) remaining 

using a BD Accuri C6 flow cytometer. Data was analyzed using FlowJo based on 

fluorescent minus one (FMO) controls with <1% noise allowed. 

6.2.8 PBMC Killing of MDSCs Triggered by SNAbs6 

RBC-lysed PBMC suspensions were seeded into 96 well plates at 1×106 cells/well 

in 200 μL of RPMI 1640 complete medium. Equal amount (2-5×1011/mL) of SNAbs or 

buffer in 50 μL sterile PBS was added into the corresponding wells respectively. After 20 

hours of incubation at 37°C, cells were harvested, washed and stained with antibodies for 

MDSCs (CD11b+His48+), macrophages (CD11b+CD68+), T cells and subsets (CD3+, 

CD3+CD4+, CD3+CD8+), and B cells (B220+). FMO (fluorescence-minus-one) control 

samples were prepared with corresponding staining reagents. Samples were analyzed on a 

BD Accuri C6 flow cytometer.  
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6.2.9 Isolation of MDSCs from the Spleens of Tumor-Bearing Mice6  

Balb/c mice were inoculated with 0.5×106 4T1 breast cancer cells on day 0. Spleens 

were harvested after 16-18 days from the tumor-bearing animals, minced into thin pieces, 

and dissociated in collagenase (2 mg/mL) in OptiMEM for 30-60 mins at room 

temperature. Dissociated spleen tissue was passed through a 40 μm nylon cell strainer to 

obtain a single cell suspension. Red blood cells in the single cell suspension were lysed in 

1X RBC lysis buffer. After removing the lysed RBCs by centrifugation, the splenocytes 

were resuspended in RPMI 1640 complete medium and directly used for scRNAseq 

experiments.  

6.2.10 Single Cell RNA Sequencing (scRNAseq) of In Vitro MDSC Depletion Assay 

Rat MDSCs and rat macrophages were isolated following the same procedures for 

the rat MDSC-macrophage co-culture assay. Mouse MDSCs were isolated from the spleens 

of tumor-bearing mice according to the procedures above. Mouse macrophages were 

isolated from bone marrow by culturing bone-marrow derived cells with 20ng/mL of 

recombinant murine M-CSF for 7 days. Rat MDSCs and macrophages were then co-

cultured at a 1:10 ratio and incubated for 24 hours with or without treatment of SNAbs. 

Mouse MDSCs and macrophages were similarly co-cultured at a 1:10 ratio and incubated 

for 24 hours with or without treatment of SNAbs. Following 24 hours, cells from both the 

mouse and rat assays were collected and enhanced for MDSCs with MACS sorting with 

anti-Gr-1 for mice and anti-His48 for rats. The four samples collected included cells 

enhanced for rat MDSCs with and without 24 hour SNAb treatment and cells enhanced for 

mouse MDSCs with and without 24 hour SNAb treatment. These samples were then used 
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for single cell RNA sequencing (scRNAseq). First cells were processed by diluting the 

samples in PBS+0.1% BSA and filtering through a cell strainer. Cells were then counted 

to check cell number and viability to achieve the target 5000 barcoded cells. scRNAseq 

was performed using 10X Genomics Single Cell 3’ Solution, version 3.1, according to the 

manufacturer’s instructions (protocol rev C). Libraries were sequenced on Nextseq500 

(Illumina). Data were then de-multiplexed, aligned, and counted using Cell Ranger version 

3.1.0 (10X Genomics) and analyzed using Seurat (https://satijalab.org/seurat/) which 

utilizes Louvain clustering. Cells with mitochondrial gene percentage greater than 10% or 

with highly variable features were excluded from analyses and only cells that had unique 

feature counts between 200 and 2,500 were used in the analyses.  

6.2.11 Statistical Analysis6 

Statistical analysis was performed using GraphPad Prism software. Shalpiro-Wilk 

test was used to determine the normality of data in each experiment. ROUT method with 

Q=1% was used to identify outliers. To determine statistical differences between two 

groups with normal Gaussian distributions, a Student’s t-test (two-tailed, unpaired, unequal 

variance, p<0.05) was performed. To determine if statistical differences were significant 

between three or more groups, with normal Gaussian distributions, one-way ANOVA was 

performed followed by a post-hoc Tukey’s test. To determine if statistical differences were 

significant between three or more groups, with non-normal distributions, Kruskal-Wallis 

test was performed followed by a post-hoc Dunn’s multiple comparison test. 

6.3 Results 

6.3.1 Synthetic Nanoparticle Antibody (SNAb) Mechanism of Action6 

https://satijalab.org/seurat/
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Synthetic nanoparticle antibodies (SNAbs) consist of multivalent, bifunctional, 

Janus gold (Au) nanoparticles modified with cell-targeting ligands on one “face” and 

antibody-Fc-mimicking ligands on the other “face” (Figure 6.3A). Janus particles are 

particles that have anisotropic surface chemistry and have previously been reported for ex 

vivo activation of T-cell receptors (330,331), drug delivery (332,333), cell tracking (334) 

and bio-imaging (335–339).  Leveraging the bifunctionality of the Janus structure, SNAbs 

have the capability, like mAbs, to pair specific target cells with effector cells (e.g., 

macrophages or Natural Killer (NK) cells), thereby triggering target cell killing (Figure 

6.3B).  

 

Figure 6.3. Schematic illustration of SNAbs and their hypothetical mechanism of action. 

(a) SNAbs are Janus nanoparticles bearing two distinct chemically modified faces. One of 

the two faces presents targeting ligands to perform the function of Fab domains in mAbs, 
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and the other displays Fc-mimicking ligands to crosslink Fc receptors on the effector cells 

as Fc fragments in mAbs. (b) Once administered into patients or animals with diseases, the 

SNAbs circulate and recognize target cells in blood or organs of interest by binding onto 

their surface proteins and engaging with effector cells (e.g. macrophages, NK cells) to 

induce antibody-like cellular cytotoxicity or phagocytosis.  

 

6.3.2 SNAb Synthesis and Characterization of Janus Structure6 

To generate SNAbs, first, Janus Au nanoparticles were synthesized using solid-

phase chemistry (Figure 6.4) (340). Briefly, streptavidin (SA)-coated Au nanoparticles 

(SA-AuNP-SAs, 30 nm spheres, with an average hydrodynamic diameter of 70 nm) were 

bound onto aminomethyl resin (200-300 m) via a reducible crosslinker, sulfo-NHS-S-S-

Biotin. After washing off the unbound SA-AuNP-SAs, the crosslinkers’ disulfide bonds 

were cleaved with tris(2-carboxyethyl)phosphine (TCEP), resulting in the release of Janus 

nanoparticles (SA-AuNP-SH) with asymmetric surface chemistry. One face of the Janus 

nanoparticles contained free-streptavidin (SA) for binding to biotin, and the other face 

provided biotin-NH-(CH2)2-SH, for reaction with maleimide group, which allowed 

spatially separated conjugation and presentation of two different ligands. Scanning 

transmission electron microscopy (S/TEM) bright-field (BF) imaging, high-angle annular 

dark-field (HAADF) imaging, and X-ray Energy Dispersive Spectroscopy (EDS) mapping 

of the SA-AuNP-SHs and SA-AuNP-SAs with biotinylated quantum dots (QDs) (Figure 

6.5, Figure 6.6A,B), or maleimide-Au nanoprobes (Figure 6.6C) confirmed the asymmetric 

distribution of available biotin binding sites or free SH groups on the Janus nanoparticles, 

respectively. 
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Figure 6.4. Fabrication of the Janus Au nanoparticles.  

Aminomethyl resins were functionalized with sulfo-NHS-S-S-biotin crosslinker (step 1) 

and then bound with streptavidin-coated, 30nm Au nanoparticles (step 2). The cleavage of 

the disulfide bonds in the crosslinker by TCEP releases the Janus Au nanoparticles (step 

3), which has a streptavidin face with open biotin-binding pockets and a thiol face with 

available free thiols. 

 

Figure 6.5. Characterization of Janus Au nanoparticles.  
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STEM-BF, STEM-HAADF, and EDS mapping images of 10-12 nm biotinylated quantum 

dot (QD)-conjugated nonJanus (SA-AuNP-SA, left column) and Janus (SA-AuNP-SH, 

right column) gold nanoparticles demonstrates the asymmetric distribution of open biotin-

binding sites on the Janus nanoparticles. Colors: red-gold (nanoparticles), blue-oxygen 

(streptavidin), cyan blue-Cadmium (biotinylated QDs). 

 

Figure 6.6. Validation of asymmetric surface chemistry of the Janus nanoparticles (SA-

AuNP-SHs).  
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(a) S/TEM-BF images, STEM-HAADF images, and EDS mapping images of biotinylated 

quantum dot (QD)-conjugated Janus gold nanoparticles. Colors: red-gold (nanoparticles), 

blue-oxygen (streptavidin), cyan blue-Cadmium (biotinylated QDs). SA-AuNP-SH #2 is 

also used in Figure 2 in the main paper. (b) Bright field TEM/STEM image of multiple 

nonJanus (left, taken by ThermoFisher Scientific Talos F200X S/TEM at 200 kV) or Janus 

nanoparticles conjugated with biotinylated QD (right, taken by Hitachi HT7700 TEM at 

120 kV). Only part of the surface of the Janus nanoparticles was coated with QDs while 

nonJanus nanoparticles were coated with QDs all over the surfaces. (c) TEM images of 

Janus nanoparticles conjugated with 1.8 nm maleimide-Au nanoprobes. Only part of the 

surface of the Janus nanoparticles was coated with maleimide nanoprobes. 

6.3.3 Ligand Modification and Evaluation of Binding to Target Cells 

6.3.3.1 Ligand Modification6 

To target MDSCs, we first selected the G3 peptide (WGWSLSHGYQVK), a 12-

mer peptide previously identified through phage-display against murine MDSCs with 

specific binding affinity to S100A8/A9 proteins (341). S100A8/A9 are pro-inflammatory 

proteins that participate in local intracellular communications and regulate MDSC 

recruitment in the tumors (342). MDSCs have high levels of surface-receptors that bind 

soluble S100A8/A9 proteins, and also express 10-fold higher cell-surface S100A8/A9 

proteins compared to other cell types in tumor and inflammation (313,343–345). To make 

MDSC-targeting SNAbs, we proceeded to functionalize the streptavidin “face” of the Janus 

SA-AuNP-SH with C-terminal-biotinylated G3 peptides (Figure 6.7). On the opposite thiol 

(SH) “face,” we conjugated the cp33 peptide, a human IgG1 Fc-mimicking ligand for 

binding to Fc gamma receptors (FcγRs) on immune effector cells, through the 

succinimidyl-4-(N-maleimidomethyl) cyclohexane-1-carboxylate (SMCC) group on the 

C-terminus of cp33 (Figure 6.7) (346,347).  
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Figure 6.7. Ligand modification on Janus Au nanoparticles.  

Following fabrication of Janus nanoparticles, the Fc-mimicking ligands, cp33, was 

conjugated onto the thiol face of the Janus nanoparticles via thiol-maleimide reaction, and 

the targeting ligands, G3, was modified onto the streptavidin face via biotin-streptavidin 

interaction. 

6.3.3.2 Quantification of Modification Level 

To quantify the modification level of the Janus nanoparticles, we first used sulfo-

maleimide Cy5 and biotin Cy5 to confirm the number of available binding spots. An 

average of 18.79 Cy5 maleimide molecules bound to each particle and an average of 15.73 

Cy5 biotin molecules bound to each particle. Next, we used 50x excess, 100x excess, and 

200x excess of fluorophore-labeled G3 and cp33 peptides to confirm successful surface 

functionalization of the ligands onto the Janus nanoparticles (Table 6.1). An average of 

17.59 Cy5 G3 biotin peptides bound to each particle when an excess of 200x was added to 

the particle solution. This average number of G3 peptides per particle is similar to the 

average number of Cy5 biotin that bound to each particle. Lower excess G3 peptide 

amounts showed fewer average peptides per particle with only 5.39 G3 peptides per 

particle at 50x excess. For the cp33 peptide, a more similar average number of peptides 

bound at all excess amounts, with 12.37 peptides bound at 200x excess compared to an 

average of 10.18 peptides per particle at 50x excess peptide added to solution. The average 

number of cp33 peptides per particle is again similar to, although slightly lower than, the 
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average number of Cy5 maleimide that bound to each particle. This is likely due to the 

cyclical nature of the cp33 peptide and the increased steric hindrance when bound to the 

nanoparticle scaffold compared to Cy5 maleimide alone. 

Table 6.1. Quantification of Peptide Binding and Modification Level of Janus 

Nanoparticles. 

 50x Excess Peptide 100x Excess Peptide 200x Excess Peptide 

Cy5 G3-Biotin 5.39 11.89 17.59 

Cy5 cp33-SMCC 10.18 10.54 10.31 

 

6.3.3.3 Evaluation of Binding to Target Cells6 

Traditional methods, like FACS, could not detect the AuNPs due to small particle 

size and lack of fluorescence without particle modification.  However, gold nanoparticles 

are a well-established contrast agent in photoacoustic (PA) imaging due to strong optical 

absorption and surface plasmon resonance.  Because PA signal is directly proportional to 

nanoparticle concentration and absorption coefficient, gold nanoparticles have been used 

for PA cell tracking applications (329,348,349). For these reasons, we used PA imaging to 

evaluate the binding of ligand modified nanoparticles to the target and effector cells in 

vitro. The PA images of cell samples treated with G3 modified AuNPs (NonJanus AuNP-

G3) showed specific binding to rat PBMCs enhanced for MDSCs, whereas particles with 

only the cp33 ligand (NonJanus AuNP-cp33) and unmodified particles (NonJanus SA-

AuNP-SA, or AuNP for short) showed minimal binding to MDSCs (Figure 6.8A,B). 
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Binding of ligand modified particles to rat bone-marrow derived macrophages showed 

successful binding of both G3 and cp33 modified particles compared to minimal binding 

of unmodified nanoparticles (Figure 6.8C), indicating that SNAbs can recognize both target 

cells (MDSCs) and effector cells (macrophages). 

 

Figure 6.8. Binding of nanoparticles onto rat MDSCs and macrophages by photoacoustic 

(PA) imaging.  

(A) The photoacoustic (PA) and ultrasound (US) images of nanoparticle-treated samples 

of rat MDSCs. Top: US images of the cell inclusions of modified or unmodified 

nanoparticles. Bottom: PA images of the cell inclusions of modified or unmodified 

nanoparticles at a wavelength of 532 nm. (B,C) The relative amount of nanoparticles bound 

to rat MDSCs (B) or rat bone marrow-derived macrophages (C) based on the average PA 

signals of each cell inclusion (0.5 million cells/40𝜇L). PA signals shown in the graphs were 

normalized against the laser energy and backscattered ultrasound signals. Data are 

presented as mean ± s.d. of at least six cross-section images of two or more technical 
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replicates of corresponding independent samples. ANOVA with post-hoc Tukey’s test 

show p<0.0001(****) and p<0.01 (**). 

6.3.4 SNAb In Vitro Depletion of Target Cells6 

Ex-vivo experiments were performed to test the mAb-like cell killing capability of 

the SNAbs. In an effector-target co-culture assay (trauma-associated MDSCs:macrophage 

= 1:10 ratio), 24 hours of SNAb treatment significantly reduced the percentage of MDSCs 

compared to control treatments, including unmodified AuNPs, PBS, and no treatment 

(Figure 6.9). Interestingly, despite the presence of peptides binding to both target and 

effector cells, the non-Janus modified particles (Non-Janus G3 cp33 AuNPs) did not 

significantly reduce MDSC percentage compared to the controls, suggesting that the 

polarized presentation of both G3 and cp33 peptides in a Janus structure is essential to 

induce efficient killing of MDSCs.  

 

Figure 6.9. SNAbs induce antibody-like killing of rat MDSCs in the presence of effector 

cells.  

Rat MDSC enhanced from peripheral blood mononuclear cells (PBMCs) from the infected 

trauma model and rat bone marrow-derived macrophages sorted from peripheral blood 
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mononuclear cells (PBMC) were cultured ex vivo at 1:10 ratio and treated with SNAbs or 

control treatments for 24 hours. The percentages of MDSCs (CD11b+His48+) in the co-

culture after treatment were measured by flow cytometry. Data are presented by individual 

values with mean and standard deviation (n=6). Significance was determined using one-

way ANOVA with Tukey post-hoc test (**** p<0.0001, *** p<0.0002). SA-AuNP-SA are 

unmodified non-Janus streptavidin coated Au nanoparticles. Non-Janus G3 cp33 AuNPs 

are modified with both ligands but without the Janus orientation. SNAbs are Janus G3-

AuNP-cp33 nanoparticles targeting MDSCs. 

To test SNAb-mediated MDSC-specific killing, we conducted a PBMC suspension 

assay, in which a mixture of PBMCs (containing MDSCs, macrophages, neutrophils, T and 

B cells, etc.) isolated from the rat infected trauma model were treated with SNAbs or left 

untreated. The percentage of the major cell populations in the culture were measured using 

flow cytometry after 24 hours (Figure 6.10). This assay reflects the in vivo 

microenvironment with a mixture of various types of immune cells and varied effector cell-

to-target cell ratios dictated by disease progression. SNAbs reduced the total MDSCs 

compared to the untreated group. In addition, there is also some reduction in the 

macrophage and neutrophil populations due to SNAbs, which is expected due to the 

presence of S100A8/A9 (the target of the G3 peptide) on the surface of both macrophages 

and neutrophils (350). While S100A8/A9 is present in much higher quantities on MDSCs, 

we still expect some macrophage and neutrophil cell death. This SNAb-specific reduction 

is remarkable, considering that the macrophage to MDSC ratio in the PBMC assay was 

very low. Apart from MDSCs, treatment with the SNAbs resulted in higher average 

percentages of B220+ B cells, CD3+ T Cells, CD4+ T cells, and CD8+ T cells, likely due 

to the reduction of MDSCs. Of note, only B cells were significantly increased in the SNAb 

treated group. 
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Figure 6.10. SNAb depletion of MDSCs in a rat PBMC culture.  

In a rat PBMC assay, the PBMCs from the rat infected trauma model were treated with 

SNAbs or left untreated for 24 hours. The cells were then stained with fluorescent 

antibodies and analyzed by flow cytometry for the total percentage of MDSCs, 

macrophages, neutrophils, B cells, and T cells out of total cells. Significance was 

determined using Student’s t-test with p<0.01 (**) or as indicated.  

6.3.5 Single Cell RNA Sequencing of SNAb In Vitro Depletion of Target Cells 

To further investigate SNAb specificity for both mouse and rat MDSCs, single cell 

RNA sequencing (scRNAseq) was conducted on cells enhanced for MDSCs both before 

and after SNAb treatment in an MDSC and macrophage in vitro co-culture assay. For the 

rat cells where MDSCs were enhanced from infected trauma PBMCs, clustering shows the 

presence of MDSC, macrophage, and neutrophil populations, and an overlay of plots from 

pre-SNAb and post-SNAb treatment shows depletion of the MDSC clusters (Figure 6.11). 

Expression of macrophage gene markers (Cd68 and Adgre1) confirms that the population 

appearing in the post-SNAb treatment group are macrophages from the co-culture assay 

(Figure 6.12A). Expression of immunosuppressive gene markers known to be highly 

expressed on MDSCs (S100a9, Il1b, Arg1, and Junb) are significantly decreased post-

SNAb treatment (Figure 6.12B). This demonstrates that SNAbs can not only decrease the 
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MDSC population (as confirmed previously by flow cytometry in in vitro assays), but that 

SNAbs can functionally decrease immunosuppressive gene expression. 

 

Figure 6.11. scRNAseq tSNE plots of cells enhanced for rat MDSCs pre- and post-SNAb 

treatment.  

Left: Overlay of tSNE pre-SNAb treatment (blue) and post-SNAb treatment (red). Right: 

Identification of clusters in the tSNE showing multiple MDSC clusters, multiple 

macrophage clusters, and neutrophil clusters.  

 

Figure 6.12. Gene expression from scRNAseq pre-SNAb and post-SNAb treatment.  

A) Gene expression for macrophage gene markers (CD68, Adgre1) pre- and post-SNAb 

treatment. B) Gene expression for immunosuppressive MDSC gene markers (S100a9, Il1b, 

Arg1, Junb) pre- and post-SNAb treatment.  
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For the mouse cells where MDSCs were enhanced from spleen of 4T1 tumor-bearing 

mice, clustering shows the presence of MDSC, monocyte/macrophage, neutrophil, and B 

cell populations, and an overlay of plots from pre-SNAb and post-SNAb treatment shows 

depletion of the MDSC cluster (Figure 6.13). Expression of monocyte/macrophage gene 

markers (Il4ra, Cd74, and Cd36) confirms that the population appearing in the post-SNAb 

treatment group are macrophages from the co-culture assay (Figure 6.14A). The 

macrophage clusters are more apparent in the post-SNAb treatment groups for both mouse 

and rat since the co-culture assay requires the presence of effector cells (macrophages), and 

the amount of MDSCs has decreased, leaving the macrophage populations remaining. 

Expression of immunosuppressive gene markers known to be highly expressed on MDSCs 

(S100a9, Il1b, and Tgfbi) are significantly decreased post-SNAb treatment (Figure 6.14B), 

again showing the ability of SNAbs to functionally alter the immune environment through 

depletion of MDSCs. These data also suggest that SNAbs can work in multiple species and 

different disease scenarios. 

 

Figure 6.13. scRNAseq tSNE plots of cells enhanced for mouse MDSCs pre- and post-

SNAb treatment.  
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Left: Overlay of tSNE pre-SNAb treatment (blue) and post-SNAb treatment (red). Right: 

Identification of clusters in the tSNE showing MDSC, neutrophil, monocyte/macrophage, 

and B cell clusters. 

 

Figure 6.14. Gene expression from scRNAseq pre-SNAb and post-SNAb treatment.  

A) Gene expression for macrophage gene markers (Il4ra, Cd74, and Cd36) pre- and post-

SNAb treatment. B) Gene expression for immunosuppressive MDSC gene markers 

(S100a9, Il1b, and Tgfbi) pre- and post-SNAb treatment.  

 

6.4 Discussion 

Monoclonal antibodies (mAbs) as an immunotherapy have emerged as one of the 

leading forms of immunotherapy, in particular for treatment of cancers, with almost 80 

different mAbs approved for clinical-use by the FDA (351). Unlike radiation or 

chemotherapy, mAbs offer a more specific and targeted approach that can be tailored to 

each individual with fewer side effects and less toxicity (352). However, the manufacturing 

process for mAbs is challenging as the most common methods require immunization of 

mice or the use of transgenic mice for the generation of hybridomas, the use of 

bacteriophages and cell culture for the phage display technique, or human donors who have 
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already been infected or immunized (351). In addition, mAbs have a short retention time, 

require high dosages, and offer low specificity for certain immune cell populations due to 

the use of surface markers that are present on multiple immune cell subsets (353). This 

work focuses on the development of synthetic nanoparticle antibodies (SNAbs) that 

improve upon the limitations of mAbs by utilizing a completely synthetic fabrication 

process. In addition, SNAbs offer a plug-and play-platform for targeting peptides to 

potentially improve specificity, and the multivalent design can potentially improve 

efficacy, thus decreasing dosage requirements compared to mAbs.  

First, we show that we are able to synthesize Janus gold nanoparticles that display 

Fc-mimicking peptides on one hemisphere and MDSC targeting peptides on the other 

hemisphere, creating a bifunctional structure mimicking that of an mAb. TEM and 

EDS/STEM imaging allow visualization of the Janus structure, and fluorescent-based 

assays determined that around 15 peptides per hemisphere are bound to the particles. This 

improved valency compared to mAbs could offer improved efficacy. Multivalent 

interactions are required in many biological processes, including antibody-dependent Fc 

signaling activation which relies on the clustering of multiple Fc-receptor molecules 

following pathogen opsonization with immunoglobulin (IgG) antibodies (354). This is 

further supported by multiple previous studies demonstrating that multivalent display of 

antibodies or peptides on the surface of nanoparticle constructs will increase the binding 

affinity to its target as well as the biological functions of the constructs (355–357). In 

addition, multivalent constructs, such as the SNAbs, can distinguish cell targets based on 

receptor density profiles, which can result in higher targeting specificity (358,359). This is 

essential for SNAbs to target the high density of S100A8/A9 complexes on the surface of 
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MDSCs since these molecules are also present in lower quantities on neutrophils, myeloid-

derived dendritic cells, and monocytes (350). Overall, the multivalency of the SNAbs could 

improve efficacy by increased binding affinity to target cells and could improve targeting 

specificity of MDSCs by distinguishing cell targets based on increased S100A8/A9 

density.  

Next, we showed through in vitro assays that SNAbs could successfully bind to both 

target and effector cells, induce killing of MDSCs, and decrease immunosuppressive 

markers. The bifunctional structure of the SNAbs resulted in a significant decrease in 

MDSCs compared to controls, whereas the non-Janus modified particles did not result in a 

significant decrease in MDSCs compared to controls. The orientation, localization, and 

multivalency of the targeting and Fc-mimicking ligands on the Janus nanoparticles may 

bind to and activate receptors more effectively on effector cells (339,360–362). Along with 

a decrease in MDSCs, SNAbs also resulted in a decrease in immunosuppressive gene 

expression determined by single cell RNA sequencing. In particular, S100A9, IL-1b, 

Arginase, TGFb, and Junb expression were all downregulated following in vitro SNAb 

treatment. S100A9 is both upregulated on the surface of MDSCs and secreted by MDSCs, 

which results in premature death of hematopoietic stem and progenitor cells and induces 

upregulation of PD-1/PD-L1, leading to T cell exhaustion and apoptosis (345,363). SNAbs 

target S100A9 via the G3 peptide conjugated to the surface of the nanoparticles. Il-1b is 

another important MDSC-associated cytokine which recruits and activates MDSCs 

through the IL-1R/NF-kB pathway, resulting in further accumulation of MDSCs (364,365). 

TGFBI is a secreted protein found in the extracellular matrix (ECM) that has been shown 

to inhibit the proliferation and activation of both helper and cytotoxic T cells by reducing 
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production of inflammatory cytokine IFNg and protease granzyme B (366). Arginase 

(Arg1) is a well-known method for MDSCs to suppress T cell functions by depleting L-

arginine, an essential amino acid for T cell receptor (TCR) signalling (173). Lastly, Junb, 

a transcription factor in the activating protein (AP-1) family, is another marker of aberrant 

immune cell responses and is involved in the immune cell activation program in MDSCs 

(367). Significant reduction in expression of all of these immunosuppressive and MDSC-

associated genes shows promise that SNAbs can be utilized to successfully alter an 

immunosuppressive environment by targeted killing of MDSCs.  

Lastly, the evidence that SNAbs work successfully in both tumor-derived MDSC 

killing and rat infected trauma MDSC killing exhibits their usefulness to alter aberrant 

immune environments across multiple disease models and species. This capability 

demonstrates that SNAbs could be a highly effective tool for individualized and targeted 

immunotherapies that could improve upon the current standard of care.   

6.5 Conclusions6 

In summary, we have designed, fabricated, and characterized fully-synthetic Janus 

nanoparticle antibodies (SNAbs) that can target and kill specific cells, like mAbs. The G3 

and cp33 ligands were identified through peptide-phage display techniques, one of the 

many high-throughput molecular evolution tools. The targeting and activation ligands of 

SNAbs can also be identified and developed through other high-throughput screening tools, 

like aptamer screening. These techniques can identify ligands with comparable affinity as 

conventional mAbs to relevant antigens through iterative screening of a library of peptide 

(or aptamer, etc.) sequences against a selected protein, cell, or tissue of interest without the 
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need to know cell-specific surface markers (368). The identified peptides (or aptamer, etc.) 

have the advantages of small physical size, flexible structure, and low immunogenicity 

compared to mAbs and can be easily chemically synthesized at lower cost. They can be 

readily used to functionalize onto the surface of Janus nanoparticles to generate a multitude 

of SNAbs targeting a wide range of cell types (368,369). Unlike mAbs or peptibodies, 

SNAbs use nanoparticles as scaffolds which have a high surface-area-to-volume ratio for 

the presentation of a high density of ligands, leading to high binding efficiency and 

increased targeting specificity (359,370). As shown by the PA images and ex vivo killing 

experiments, SNAbs possess strong binding capability on both target cells (MDSCs) and 

effector cells. Besides targeting capability, we also showed that SNAbs were able to induce 

specific killing of MDSCs ex vivo in two disease-relevant animal models, i.e., the murine 

4T1 breast cancer model and the rat infected-trauma model. These results demonstrated 

that the synthetic Janus nanoparticles modified with both targeting and Fc-mimicking 

ligands can trigger effective antibody-like innate immune responses in the presence of 

effector cells.  

As a synthetic, functional alternative to mAbs, the potential of SNAbs is not limited 

to MDSC depletion. As a platform nanotechnology, its flexibility lies in the tailorability of 

physical and chemical properties, e.g., particle material, size, and shape; ligand valency; 

ligand types (aptamer, peptides, protein domain, complementary RNA or DNA sequence). 

Such design flexibility could allow for improved biodistribution and targeting efficiency, 

and the plug-and-play facile conjugation of ligands would allow rapid development of a 

wide variety of specific cell-depleting nanotherapeutics (369). In conclusion, our results 

demonstrated the synthesis and characterization of a novel class of nanotherapeutics, 
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SNAbs, that functions as multivalent mAbs, and offer a promising platform tool for treating 

malignancies, infectious diseases, and other immune disorders.  
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CHAPTER 7. EVALUATION OF SNABS TO DEPLETE MDSCS 

IN VIVO AND THE EFFECTS ON THE SYSTEMIC IMMUNE 

SYSTEM AND REGENERATION  

7.1 Introduction 

Severe musculoskeletal trauma remains a significant clinical challenge with around 

5-10% of fracture patients experiencing complications with healing, most commonly 

infections and nonunions (4,98,257). Infections can be challenging to treat and can result 

in impaired bone healing, requiring revision surgeries, extended rehabilitation time, long-

term antibiotics, and increased treatment costs (214). For open fractures, such as composite 

injuries with concomitant muscle damage, the complication rate is twice as high, with 

significantly increased risk for infectious complications. Despite extensive treatment 

regimens that often include multiple interventions, nearly two-thirds of patients with 

composite tissue injuries remain significantly disabled long-term (261). Improved 

treatment strategies are needed to improve patient outcomes for these challenging bone 

healing scenarios.  

In both infected trauma and composite injuries, systemic immune dysregulation and 

immunosuppression has recently been highlighted as a contributing factor to poor healing 

and increased susceptibility to complications, such as opportunistic infections (5,169).  

Following severe trauma, overwhelming local inflammation results in systemic 

inflammation, termed the systemic inflammatory response syndrome (SIRS) where there 

is an increase in pro-inflammatory cells and cytokines. Concurrently, the compensatory 
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anti-inflammatory response syndrome (CARS) occurs to counteract high levels of systemic 

inflammation, and this phase includes increases in anti-inflammatory cells and cytokines 

(3,6). In patients with uncomplicated outcomes, these two phases balance each other out 

around 7 to 14 days post-injury; however, in patients with complicated outcomes, systemic 

immune dysregulation and immunosuppression can result, characterized by a dysregulated 

cytokine response and high levels of immunosuppressive mediators, most notably myeloid-

derived suppressor cells (MDSCs) (21,27). Clinically, worsening immune dysregulation 

has been associated with observed increases in MDSCs in patients following trauma 

(8,36,37,42). 

MDSCs are a heterogeneous population of immature myeloid cells that expand 

rapidly during impaired hematopoiesis and emergency myelopoeisis, and they potently 

suppress T cells and other immune effector functions (27,43). In addition, they have also 

been shown to induce immunosuppressive regulatory T cell (Treg) development, creating 

a feedforward mechanism to rapidly increase immunosuppression (45). MDSCs utilize 

various mechanisms to suppress immune function, including the production of reactive 

oxygen and reactive nitrogen species (ROS/RNS) and secretion of immunosuppressive 

cytokines and molecules, such as IL-10, TGF-b, and arginase. These mediators are known 

for suppressing cytotoxic T cell and Natural Killer (NK) cell function, and arginase in 

particular is known to deplete L-arginine, an essential amino acid required for T-cell 

receptor (TCR) signaling, which then hinders appropriate T cell activation (43,44). Recent 

work in a pre-clinical trauma model has further supported the immunosuppressive role of 

MDSCs with their observations of direct negative correlations between systemic MDSC 

populations and bone regeneration. These correlations were present at multiple weeks post-
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treatment suggesting that high levels of systemic MDSCs result in decreased bone 

regeneration (371). Because of this, MDSCs could be an optimal target for 

immunomodulation to restore immune homeostasis and support a permissive, pro-healing 

immune environment. 

  Previous work in our lab has developed synthetic nanoparticle antibodies (SNAbs) 

to target and deplete MDSCs. SNAbs are bifunctional Janus gold nanoparticles that contain 

both MDSC targeting ligands and Fc-mimicking ligands, and they deplete MDSCs through 

antibody-mediated cell killing. So far, SNAbs have been used to deplete MDSCs in a 

murine breast cancer tumor model, reducing disease burden and increasing immune 

effector infiltration at the tumor site (372). SNAbs have also had success at depleting 

MDSCs from an infected rat trauma model in vitro and therefore show promise to deplete 

MDSCs following challenging cases of severe trauma, ultimately restoring immune 

homeostasis and improving local bone regeneration.  

In this study, we investigate the use of SNAbs to deplete MDSCs in vivo in an 

infected trauma model. Subsequently, we investigate if SNAb treatment in a composite 

trauma model can restore immune homeostasis and improve local bone regeneration 

synergistically with a local treatment strategy. Here, we use bone morphogenetic protein 2 

(BMP-2) delivered in an alginate nanofiber mesh delivery system as the local treatment 

strategy. Previous work has shown that this system results in improved spatiotemporal 

BMP-2 delivery and improved bone regeneration compared to clinical standard adsorbable 

collagen sponge (267). This work will provide a better understanding of the relationship 

between the systemic immune response and the local injury environment, ideally providing 
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clinicians another strategy to improve patient outcomes in complicated bone healing 

scenarios.   

7.2 Materials and Methods 

7.2.1 Preparation of MDSC-Depleting SNAbs 

Synthetic nanoparticle antibodies (SNAbs) were prepared as previously described 

(372). Briefly, aminomethyl ChemMatrix resin (SigmaAldrich) was reacted with a biotin 

crosslinker containing a disulfide (sulfo-NHS-SS-biotin, ThermoFisher Scientific) for 4 

hours at 37C. Next, the resin-crosslinker was reacted with streptavidin-coated 30nm gold 

nanoparticles (Nanohybrids) overnight at 37C. Reaction vessels were washed with 0.01% 

Tween 20 in 1X PBS to remove unbound particles. Tris(2-carboxyethyl)phosphine (TCEP, 

ThermoFisher Scientific) was then added overnight at room temperature to cleave the 

particles from the resin at the disulfide bond present in the crosslinker. Janus particles were 

then collected and dialyzed against PBS to remove the TCEP. Following dialysis, G3-

biotin and cp33-SMCC peptides were added sequentially at 4C overnight with washing via 

centrifugation in between peptides. Final particles were collected via centrifugation and 

resuspended in 1X sterile PBS and stored at 4C until injection.  

7.2.2 Nanofiber Mesh and Alginate BMP-2 Preparation  

Nanofiber mesh and alginate hydrogels were prepared as previously described 

(178). Alginate hydrogels were made by dissolving RGD-functionalized alginate (FMC 

Biopolymer) into sterile alpha-MEM (Corning) to make a 3% w/v alginate solution.  The 

solution was then mixed with 0.1% rat serum albumim (RSA) in 4mM HCl containing 
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2.5ug of BMP-2 and cross-linked in an excess of calcium sulfate by thorough mixing. 

Hydrogels were stored at 4C until use. Polycaprolactone (PCL) nanofiber meshes were 

fabricated by forming a 12% w/v PCL solution in a 90:10 solution of 1,1,1,3,3,3-

Hexafluoro-2-propanol, 99+% (HFP; Sigma Aldrich) and N,N-Dimethylformamide, 

anhydrous, 99.8% (DMF; Sigma Aldrich) overnight. Meshes were electrosupun to an 

approximate thickness of 500um and perforations were formed using a laser cutter (0.7mm 

diameter holes). The meshes were then rolled to an inner diameter of 4.5mm and a length 

of 12mm and glued with UV cure adhesive (DYMAX), sterilized in 70% ethanol, and then 

stored in alpha-MEM at 4˚C until use.  

7.2.3 Surgical Procedures 

7.2.3.1 Infection Model  

All animal care and experimental procedures were approved by the Veterans 

Affairs Institutional Animal Care and Use Committee (IACUC) and carried out according 

to the guidelines. Surgical procedures were carried out as previously described (179). 

Briefly, unilateral 2.5mm femoral segmental defects were created in 12-week old female 

Sprague-Dawley rats (Charles River Labs) in the mid-diaphysis using a Gigli wire saw 

(RISystem, Davos, Switzerland) and stabilized with a modular fixation plate. A collagen 

sponge inoculated with 107 CFU of Staphylococcal aureus was placed in the defect site. 

The incision site was then sutured shut with absorbable 4-0 sutures and the skin was closed 

with wound clips. Slow release buprenorphine (0.03 mg/kg; 1 ml/kg) was administered 

subcutaneously and used as an analgesic.  

7.2.3.2 Composite Trauma Model  
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All animal care and experimental procedures were approved by the University of 

Oregon IACUC and carried out according to the guidelines. Surgical procedures were 

carried out as previously described (373). Briefly, 13-week-old female Sprague Dawley 

rats (Charles River Laboratories) received unilateral 8mm femoral segmental defects in the 

mid-diaphysis using an oscillating saw. Defects were stabilized with a polysulfone internal 

fixation plate. In the adjacent quadriceps, an additional 8mm diameter, full-thickness defect 

was created using a biopsy punch. All defects were left untreated until 8 weeks post-

surgery. At 8 weeks, the animals underwent an additional surgery where the bone defect 

site was cleared and 2.5ug BMP-2 treatment was added via the nanofiber mesh alginate 

hybrid delivery system. The muscle defects were left untreated. At 9 weeks, a subset of 

animals received arterial injections of synthetic nanoparticle antibodies (SNAbs). 

7.2.4 Immune Characterization 

Blood was drawn via a vacuette catheter system (Greiner Bio-One) from the tail 

artery of rats at 24 hours post-SNAb treatment to monitor changes in MDSCs. Following 

red blood cell lysis (1X RBC Lysis Buffer, eBioscience,), cells were fixed (BD Cytofix, 

BD), resuspended in FACS buffer (2% fetal bovine serum in 1X PBS), and then stored at 

4˚C until staining for cellular analysis via flow cytometry. Cells were stained using 

standard staining protocols for MDSCs (CD11b+His48+), run on a BD Accuri C6 flow 

cytometer, and analyzed using FlowJo software. Gates were set with <1% noise allowed 

based on fluorescent minus one (FMO) controls.  

7.2.5 Bone Regeneration 



 183 

Longitudinal bone regeneration was qualitatively assessed with radiographs 

(Faxitron MX-20 Digital, Faxitron X-ray Corp.) and quantitatively assessed via micro-

computed tomography (Viva-CT 40, Scanco Medical). The middle region of the defect was 

analyzed (~6.5mm) with a 38um voxel size, 55kVp voltage, and 145uA current and newly 

regenerated bone was determined using a threshold corresponding to  50% of the density 

of native cortical bone. 

7.2.6 Single Cell RNA Sequencing 

Rat PBMCs were isolated from both the infection model and the composite trauma 

model. Cells were processed by diluting the samples in PBS+0.1% BSA and filtering 

through a cell strainer. Cells were then counted with Cellometer (Nexcelom) and 

Nucleocounter (Cemometec) automated cell counters to check cell number and viability to 

achieve the target 5000 barcoded cells. scRNA-seq was performed using 10X Genomics 

Single Cell 3’ Solution, version 3.1, according to the manufacturer’s instructions (protocol 

rev C). Libraries were sequenced on Nextseq500 (Illumina). Data were then de-

multiplexed, aligned, and counted using Cell Ranger version 3.1.0 (10X Genomics) and 

analyzed using Seurat (https://satijalab.org/seurat/) which utilizes Louvain clustering and 

tSNE or UMAP projections. Cells with mitochondrial gene percentage greater than 10% 

or with highly variable features were excluded from analyses and only cells that had unique 

feature counts between 200 and 2,500 were used in the analyses.  

7.2.7 Statistical Analysis  

Statistical significance for quantitative results was assessed using appropriate 

parametric or non-parametric tests. For data that met the assumptions, an unpaired 

https://satijalab.org/seurat/


 184 

Student’s t-test, one-way analysis of variance (ANOVA), or two-way ANOVA with 

repeated measures were used. Multiple comparisons were made using Sidak’s multiple 

comparisons test, and significance was determined by p values less than 0.05. For data that 

did not meet the assumptions for parametric tests, the Mann-Whitney or Kruskal-Wallis 

test was used. Numeric values are presented as the mean ± SEM. All statistical analysis 

was performed using GraphPad Prism 9.0 software (GraphPad, La Jolla, CA, USA).  

7.3 Results 

7.3.1 SNAbs Deplete Rat MDSCs in the Infection Model 

To investigate the capability of SNAbs to deplete rat MDSCs in vivo, a pilot study 

was conducted in the rat infected trauma model. At 5 days post-injury and infection, 

animals were injected with SNAbs or left untreated, and uninjured naïve rats were used as 

a control. Blood was collected immediately prior to treatment, at 24 hours, and at 48 hours 

post-treatment to assess for circulating immune cell populations. At 24 and 48 hours, 

MDSCs were significantly decreased in the SNAb treated group compared to the untreated 

group, although MDSCs were still significantly elevated compared to the naïve group 

(Figure 7.1). Despite a decrease in MDSCs, there was no observed increase in CD3+ T cell 

populations at 24 hours or 48 hours in the SNAb treated group. 
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Figure 7.1. MDSC and T Cell Levels Following SNAb Treatment In Vivo. 

SNAbs were delivered intraarterially to infected trauma rats at 5 days post-injury and 

infection. MDSCs (top) and CD3+ T Cell (bottom) populations were assessed at 24 and 48 

hours post-treatment as well as immediately prior to treatment.  

7.3.2 SNAb Treatment in the Composite Trauma Model 

At 8 weeks post-injury, composite trauma animals were treated with 2.5ug of BMP-

2 delivered in an alginate nanofiber mesh delivery system. Previous work revealed a 

significant negative correlation at one-week post-treatment (week 9) between systemic 

MDSC levels and endpoint bone regeneration. Therefore, we chose immunomodulatory 

SNAb treatment to be one-week post BMP-2 treatment at the same week 9 timepoint. One 

dose or a double dose of SNAbs were delivered intraarterially, and MDSC levels were 

assessed 24 hours later. Unexpectedly, overall MDSC levels drastically increased 
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following SNAb treatment (Figure 7.2). However, looking at MDSC subsets based on side 

scatter revealed that high side scatter MDSCs were significantly reduced at 24 hours post-

treatment. However, low side scatter MDSCs were significantly increased at 24 hours post-

treatment.  

 

Figure 7.2. MDSCs at 24 hours Post-SNAb Treatment in the Composite Trauma Model.  

Systemic levels of MDSCs and the MDSC subsets at 24 hours post-SNAb treatment in the 

composite trauma model. Significance was determined using a one-way ANOVA where 

p<0.005 (***) and p<0.0001(****); n=5-11 depending on the group.  

7.3.3 Bone Regeneration following SNAb Treatment in the Composite Trauma Model  

Radiographs show qualitative bone regeneration at 6 weeks post-BMP-2 treatment 

(5 weeks post-SNAb treatment). Radiographs were assigned a qualitative bridging score 

from 0 to 3 where 0 indicates no bridging, 1 indicates just bridged, 2 indicates bridging 

with some additional defect bone regeneration, and 3 indicates robust bridging with 

significant defect bone regeneration. The SNAb treated group had an average bridging 

score of 1.33 whereas the BMP-2 only treated group had an average bridging score of 1.8. 

Next, each group was split by high and low Week 7 pre-treatment levels of MDSCs. In the 

BMP-2 + SNAb treated group, the high MDSC SNAb treated group had an average 

bridging score of 0.25 with 3 out of 4 rats showing no bridging at all, whereas the low 

MDSC SNAb treated group had an average bridging score of 2.2 with only 1 out of 5 rats 
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not bridged (p=0.06 between groups, Figure 7.3). In the BMP-2 only treatment group, the 

bridging scores were more consistent with the high MDSC group having an average 

bridging score of 1.6 and the low MDSC group having an average bridging score of 2.  

 

Figure 7.3. Week 6 Post-Treatment Radiographs of Defect Bone Regeneration. 

Radiographs from the BMP-2 and SNAb treated group and the BMP-2 only treated group 

separated by animals with high and low levels of MDSCs at 1 week pre-treatment. 

Qualitative average bridging score on a range of 0-3 are shown below each group. These 

data were collected in collaboration with Kelly Leguineche and Tyler Guyer at the 

University of Oregon. 

 Quantitation of micro-computed tomography (uCT) reconstructions also shows 

bone volumes at 6 weeks post-treatment for each treatment group when split by high and 

low Week 7 pre-treatment MDSC levels (Figure 7.4A). Although there are no significant 

differences (p<0.05) between groups, the differences in bone volumes between samples 

with high MDSCs pre-treatment and low MDSCs pre-treatment warrants further 

investigation, in particular, for the SNAb treated group which had more notable separation 
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between populations. In addition, bone volumes in the BMP-2 only treated group had 

higher peak bone volumes but also lower overall bone volumes compared to the BMP-2 + 

SNAb treatment group. Looking at bone volumes across all treatment groups without 

separation based on pre-treatment level of MDSCs show no significant separation between 

groups although the BMP-2 only treated group did have a higher peak bone volume than 

either of the SNAb treated groups. (Figure 7.4B).  

 

Figure 7.4. Micro-Computed Tomography of Defect Bone Regeneration.  

A) Bone volumes from uCT analysis in the BMP-2 only treatment group and the BMP-2 + 

SNAb treatment group split up by high and low levels of 1 week pre-treatment MDSCs. 

B) Bone volumes from uCT analysis for groups treated with BMP-2 only, BMP-2 + 

SNAbs, and BMP-2 + a double (high) dosage of SNAbs (BMP-2 + 2x SNAb). These data 

were collected in collaboration with Kelly Leguineche and Tyler Guyer at the University 

of Oregon. 

7.3.4 Single Cell RNA Sequencing Shows Differing MDSC Gene Expression Patterns in 

the Infection Model versus the Composite Trauma Model 

Based on differences in MDSC depletion in the infection versus the composite 

trauma models, we further investigated MDSCs in these two models using single cell RNA 

sequencing (scRNAseq). PBMCs derived from both models were analyzed via scRNAseq 

and clustered together following integration (Figure 7.5). S100A8/A9 expression, the 
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target of the MDSC-targeting G3 peptide, is highest in clusters 2, 3, and 11 (Figure 7.6). 

Differential gene expression analysis between these three clusters reveals differences in 

expression of MDSC and neutrophil gene markers. In particular, clusters 2 and 11 have 

higher expression of neutrophil gene markers (Figure 7.7A), whereas cluster 3 has higher 

expression of MDSC gene markers (Figure 7.7B). Despite all three clusters exhibiting 

higher expression of S100A8/A9 compared to all other clusters, the neutrophil and MDSC 

differentially expressed genes highlight cluster 3 as the primary target for MDSC depletion. 

However, cluster 3 alone exhibits lower S100A8/A9 expression in the composite trauma 

model compared to expression in the infected trauma model (Figure 7.8). Therefore, 

SNAbs are likely preferentially targeting neutrophil clusters 2 and 11 in the composite 

trauma model compared to the MDSC cluster, whereas all three clusters are targeted in the 

infected trauma model.  

 

Figure 7.5. UMAP Clustering of Infected and Composite Trauma Models.  

PBMCs were isolated from both the infected and composite trauma models and analyzed 

via integrated scRNAseq analysis. Left: UMAPs from the rat composite trauma model and 

rat infection trauma model are overlayed. Right: Integrated UMAP shows 22 distinct 

clusters. Data collected in collaboration with Paramita Chatterjee. 
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Figure 7.6. S100A8 and S100A9 Expression.  

Violin plots of integrated clustering of PBMCs from the infected and composite trauma 

models shows S100A8 expression (left) and S100A9 expression (right) is highest in 

clusters 2, 3, and 11. Data collected in collaboration with Paramita Chatterjee.  

 

Figure 7.7. Expression of Neutrophil and MDSC Gene Markers in Clusters 2, 3, and 11. 
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A) Gene expression in clusters 2, 3, and 11 of neutrophil gene markers. B) Gene expression 

in clusters 2, 3, and 11 of MDSC gene markers. Data collected in collaboration with 

Paramita Chatterjee. 

 

Figure 7.8. UMAP of MDSC and Neutrophil Clusters.  

Integrated single cell RNA sequencing data from the MDSC and neutrophil clusters 

identified through differentially expressed genes. Left: UMAP of MDSC and neutrophil 

clusters. Right: differential S100A8/A9 expression in the composite trauma model versus 

the infection trauma model in the MDSC and neutrophil clusters. Data collected in 

collaboration with Paramita Chatterjee. 

7.4 Discussion 

Despite advances in trauma care and management, orthopedic surgeons still need 

better strategies to improve outcomes for patients with complicated musculoskeletal 

trauma, especially for more challenging cases with concomitant volumetric muscle loss or 

bone infections. Recent work in our lab has highlighted the role of MDSCs on systemic 

immune dysregulation and immunosuppression following trauma and the impact of a 

systemic immunosuppressive environment on local healing. Most notably, there was an 

inverse correlation at 1-week post-treatment between circulating MDSC levels and 

endpoint bone volume, suggesting that immunomodulatory therapeutics that target and 

deplete MDSCs could potentially improve healing outcomes (371). This study seeks to 
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address this question by evaluating the ability of MDSC-targeting synthetic nanoparticle 

antibodies (SNAbs) to deplete MDSCs, subsequently restore immune homeostasis, and 

ultimately, improve local bone regeneration. Recently, more work has been done to show 

the relationship between the systemic immune system and the local environment. For 

example, one study in cancer immunotherapy demonstrated that systemic immunity is 

required for successful anti-tumor immune-therapy and another study showed that systemic 

immune homeostasis is altered by local biomaterial scaffolds for tissue regeneration 

(11,12). Based on the links between bone and the immune system and the relationship 

between the local and systemic immune environments, we posit that regenerative medicine 

strategies will not reach their full potential without consideration of immune homeostasis 

and a permissive, pro-healing immune environment at both the local and systemic levels. 

Preliminary depletion studies in the pre-clinical infected trauma model resulted in 

successful depletion of MDSCs; however, depletion in the related pre-clinical composite 

trauma model resulted in depletion of only high side scatter MDSCs and a large increase 

in the low side scatter MDSCs. Single cell RNA sequencing analyses revealed differences 

in MDSC and neutrophil gene expression, especially S100A8/A9 expression, which is the 

target molecule of SNAbs. S100A8/A9 are calcium-binding proteins that participate in 

cytoskeleton rearrangement and are released during inflammation to stimulate leukocyte 

recruitment and induce cytokine secretion (350,374). Despite its role in inflammation, 

S100A8/A9 also has a significant anti-inflammatory role. In certain cases, S100A8 has 

been shown to impair neutrophil infiltration, reduce cytokine secretion, inhibit antigen 

presentation on antigen presenting cells, and suppress leukocyte adhesion and migration 

(192,344,345,363,375). S100A8/A9 is known to be highly expressed in myeloid-lineage 
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cells following inflammation, such as myeloid-derived suppressor cells, and they are also 

highly expressed in neutrophils, with S100A8/A9 making up approximately 45% of 

cytoplasmic proteins (350). Expression and secretion of S100A8/A9 change drastically 

during inflammation, including inflammation resulting from trauma and infection. An 

improved understanding of S100A8/A9 expression and secretion patterns and also how the 

inflammatory/anti-inflammatory duality of the S100A8/A9 proteins impact the systemic 

immune response over time in different cases of inflammation will be important for robust 

and consistent SNAb targeting of MDSCs.  

SNAb targeting of only high side scatter MDSCs in the composite trauma model did 

not improve local healing. In contrast, SNAb treatment may have even had the opposite 

effect, although further investigation is needed to confirm this. However, due to aberrant 

SNAb targeting and a large increase in low side scatter MDSCs following SNAb treatment, 

it would not be a surprising result to see negative impacts on bone regeneration. Previous 

work has shown that MDSCs at one-week post-treatment negatively correlate with 

endpoint bone healing (371). SNAb delivery occurred at one-week post-BMP-2 treatment, 

thus stimulating high levels of MDSCs at a time where MDSC levels have previously been 

predictive of healing outcomes. High levels of MDSCs in a clinical setting have also been 

associated with poor healing outcomes and increased susceptibility to complications (5). It 

was unexpected for SNAb treatment to have such different results between the two trauma 

models, and data suggests that the low side scatter MDSCs may play a more important role 

in the composite trauma model since depletion of the high side scatter MDSCs had no 

effect on bone regeneration. These data also suggest that robust depletion of both subsets 
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of MDSCs may be necessary to restore immune homeostasis and positively impact 

regeneration.  

This study has some limitations that should be addressed. First, no unmodified 

particles or scrambled peptide modified particles were used as controls. Unfortunately, 

there is no known scrambled peptide for the G3 peptide. However, prior work with SNAbs 

in a murine cancer model utilized irrelevant peptide and unmodified particles as controls, 

and these did not elicit responses similar to fully functionalized G3 and cp33 modified 

SNAbs (372). While these controls would have also strengthened the current work, reagent 

scale-up and animal limitations precluded the use of multiple control groups. Because we 

expect both non-responders and responders within each treatment group, this requires a 

higher number of animals per group and therefore, including multiple control groups would 

not be physically feasible. Second, this study is based off of prior work showing 

correlations between MDSCs and bone volumes. A prospective study to validate that 

MDSCs can predict bone regeneration outcomes should be completed in order to further 

confirm the relationship between circulating MDSCs and regenerative outcomes. This 

information would help improve experimental design by allowing individualized and 

targeted treatment of only those exhibiting high levels of MDSCs, for example.  

7.5 Conclusions 

In this study, we investigated the role of a systemic immunomodulatory therapeutic 

targeting MDSCs on systemic immune function and local bone regeneration in conjunction 

with a local treatment strategy (BMP-2). While SNAbs were able to deplete all MDSCs in 

a pre-clinical rat infected trauma model, SNAbs only depleted one subset of MDSCs, the 
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high side scatter MDSCs, in a pre-clinical rat composite trauma model. Despite a decrease 

in high side scatter MDSCs, there was a large significant increase in low side scatter 

MDSCs in these animals. Likely due to this explosion in low side scatter MDSCs, SNAb-

treated rats exhibited decreased bone regeneration at 6 weeks post-treatment (5 weeks post-

SNAb delivery) compared to untreated rats. Investigations into the differences in MDSC 

depletion in infected trauma versus composite trauma rats revealed differing S100A8/A9 

expression, the target molecule of the SNAbs. S100A8/A9 had similar expression across 

MDSC and neutrophil clusters in the infection model, whereas in the composite trauma 

model, S100A8/A9 expression was highest in neutrophil clusters, suggesting flawed 

MDSC targeting using SNAbs in the composite trauma model. This study highlighted the 

complexities of targeting MDSC populations that can change phenotypes depending on the 

disease or injury model, and it re-confirmed the relationship between higher levels of 

MDSCs and poor healing. Further work will be essential to better understand key markers 

of MDSCs in different models and species and how improved and specific targeting of 

MDSCs in these models impacts treatment outcomes. 
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CHAPTER 8. CONCLUSIONS AND FUTURE DIRECTIONS 

8.1 Conclusions 

Overall, this thesis has investigated post-traumatic systemic immune dysregulation 

and immunosuppression in multiple different trauma models, developed and characterized 

a novel nanoparticle-based method to target and deplete aberrant immunosuppressive 

myeloid-derived suppressor cells (MDSCs), and increased the fundamental knowledge 

about the role of MDSCs on systemic immune function and healing following trauma. 

These results can be leveraged to more effectively treat challenging bone injuries by 

identifying patients at higher risk for complications and utilizing targeted and 

individualized treatment strategies that not only focus on local tissue engineering strategies 

but also on systemic immunomodulation strategies.  

8.1.1 Specific Aim 1: Characterize the development of systemic immune dysregulation 

and immunosuppression in pre-clinical animal models of delayed non-union, bone 

infection, and composite trauma and identify immunological markers predictive of 

poor healing. 

In Chapter 3, Chapter 4, and Chapter 5, we explored systemic immune 

dysregulation and immunosuppression in multiple different trauma models exhibiting 

challenging bone healing scenarios, including chronic non-union, infection, and 

concomitant muscle injury.  

In Chapter 3, we characterized systemic immune dysregulation in a rat model of 

chronic non-union and explored the role of immune dysregulation on healing. Our results 
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showed that delayed treatment of an established nonunion resulted in impaired bone 

healing compared to acute treatment. Although average levels of circulating immune cells 

and cytokines were not different between acute and delayed treatment groups overall, 

univariate and multivariate regression modeling revealed significant correlations between 

early cell and cytokine biomarkers and functional bone regeneration. Elevated circulating 

levels of MDSCs, IP-10, and IL-10 were all inversely correlated with healing whereas B 

cells, T helper cells, IL-6, and IL-13 were positively correlated. Some of these correlations, 

MDSCs and IL-10, were significant as early as 1-week post-treatment as determined 

through univariate and multivariate analyses. Taken together, these results suggest that 

MDSCs and long-term immune dysregulation play a key role in impaired healing after 

nonunion and could potentially serve as novel therapeutic targets to enhance bone repair2. 

In Chapter 4, we investigated the systemic immune response and immune 

dysregulation resulting from trauma-associated orthopedic biomaterial infections. The 

presence of a local, indolent S. aureus bacterial infection resulted in widespread systemic 

effects, including an uncoordinated and dysregulated systemic immune response with 

systemic increases in immunosuppressive MDSCs and decreases in immune effector cells, 

including T cells. This systemic immune dysregulation and immunosuppression in 

combination with the local S. aureus infection could contribute significantly to the clinical 

challenges associated with infected trauma, in particular, chronic and recurring infections 

and poor bone regeneration. An improved understanding of the systemic immune response 

and its relationship with the local environment, including bacterial clearance and bone 

healing, that resulted from this work could provide promising early diagnostic markers and 
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systemic immunomodulatory targets to improve the ability to fight orthopedic biomaterial-

associated infections and improve patient outcomes3.  

In Chapter 5, we further investigated the relationship between local tissue 

engineering treatment strategies and the systemic immune response in both the chronic 

nonunion model and in the composite trauma model. The results obtained in this study 

indicate that if appropriately delivered spatiotemporally, a high dose of BMP-2 may be 

able to overcome the additional challenges associated with systemic immune 

dysregulation. Evaluation of the HMP delivery system showed improved bone 

regeneration and decreased side effects compared to the collagen sponge, and the HMP 

delivery system was associated with systemic immune effector cells. In contrast, the 

collagen sponge treatment had decreased bone regeneration and was associated with high 

levels of systemic MDSCs. This study highlighted the two-way relationship between the 

systemic immune environment and the local healing environment as an avenue to alter and 

improve bone regeneration outcomes. Further work will be essential to better understand 

biological mechanisms of nonunions with and without associated muscle damage, and in 

particular, how systemic and local immunological changes affect treatment outcomes. 

8.1.2 Specific Aim 2: Fabricate and optimize an immunomodulatory therapeutic that 

targets and depletes MDSCs. 

In Chapter 6, we designed, fabricated, and characterized Janus synthetic nanoparticle 

antibodies (SNAbs) that can target and deplete myeloid-derived suppressor cells (MDSCs), 

similar to monoclonal antibodies (mAbs). Unlike mAbs, SNAbs use nanoparticles as 

scaffolds which have a high surface-area-to-volume ratio for the presentation of high 
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density of ligands, leading to high binding efficiency and increased targeting specificity. 

As shown by the PA images, in vitro killing assays, and single cell RNA sequencing, 

SNAbs possess strong binding capability to both target (MDSCs) and effector cells, such 

as macrophages. We also showed that SNAbs were able to induce specific killing of 

MDSCs derived from two disease-relevant animal models: the murine 4T1 breast cancer 

model and the rat infected-trauma model, exhibiting the usefulness of SNAbs to alter 

aberrant immune environments across multiple disease models and species. As a synthetic, 

functional alternative to mAbs, the potential of SNAbs is not limited to MDSC depletion., 

The flexibility of SNAbs lies in the tailorability of physical and chemical properties and 

the plug-and-play facile conjugation of ligands that would allow rapid development of a 

wide variety of specific cell-depleting nanotherapeutics. Overall, these results 

demonstrated the synthesis and characterization of a novel class of immunomodulatory 

nanotherapeutics, and they offer a promising platform tool for treating malignancies, 

infectious diseases, and other immune disorders6.  

8.1.3 Specific Aim 3: Evaluate the effect of systemic immunomodulation on the immune 

system status and bone regeneration in vivo following trauma. 

In Chapter 7, we investigated the role of a systemic immunomodulatory therapeutic 

targeting MDSCs on systemic immune function and local bone regeneration in conjunction 

with a local treatment strategy (BMP-2). While SNAbs were able to deplete all MDSCs in 

a pre-clinical rat infected trauma model, SNAbs only depleted granulocytic MDSCs (G-

MDSCs) in a pre-clinical rat composite trauma model. Despite a decrease in G-MDSCs, 

there was a large significant increase in monocytic MDSCs (M-MDSCs) in these animals. 

Likely due to this explosion in M-MDSCs, SNAb-treated rats exhibited decreased bone 
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regeneration at 6 weeks post-treatment compared to untreated rats. Investigations into the 

differences in MDSC depletion in infected trauma versus composite trauma rats revealed 

differing S100A8/A9 expression, the target molecule of the SNAbs. S100A8/A9 had 

similar expression across MDSC and neutrophil clusters in the infection model, whereas in 

the composite trauma model, S100A8/A9 expression was highest in neutrophil clusters, 

suggesting flawed MDSC targeting using SNAbs in the composite trauma model. This 

study highlighted the complexities of targeting MDSC populations that can exhibit 

different phenotypes depending on the disease or injury model, and it re-confirmed the 

relationship between higher levels of MDSCs and poor healing. Further work will be 

essential to better understand key markers of MDSCs in different models and species and 

how improved and specific targeting of MDSCs in these models impacts treatment 

outcomes.  

8.2 Future Directions 

8.2.1 MDSC Depletion in Mycobacterium Tuberculosis Infections 

Perhaps not surprisingly, myeloid-derived suppressor cells (MDSCs) are a common 

feature of aberrant immune responses in multiple other diseases and immune disorders in 

addition to the role they play in post-traumatic systemic immune dysregulation and 

immunosuppression. In particular, MDSCs have become a recent area of interest in 

Mycobacterium tuberculosis (Mtb) infections where they contribute to the 

immunosuppressive environment, hindering T-cell mediated adaptive immune responses 

and contributing to tuberculosis (TB) progression (316,376). MDSCs have been identified 

at the site of infection, and MDSC accumulation within the lung has been correlated with 
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heightened TB lethality and increases in immunosuppressive markers (377,378). Synthetic 

nanoparticle antibodies (SNAbs) could be particularly useful for targeting MDSCs, 

reversing the immunosuppressive environment and facilitating adaptive immune responses 

to improve clearance of the TB infection.  

While previous work in this thesis has delivered SNAbs systemically, a more 

targeted delivery of SNAbs within the lung could be more efficacious to specifically disrupt 

the immunosuppressive environment at the site of TB infection. Therefore, we conducted 

in vivo imaging of particles delivered intratracheally in mice to confirm that SNAbs can be 

delivered locally to the lung. Streptavidin coated gold nanoparticles (non-Janus) were 

incubated with 100x molar excess of Biotin-Cy5.5 overnight at 4C. Particles were then 

washed via centrifugation and resuspended in 1X sterile PBS. SNAbs were then delivered 

intratracheally to C57Bl/6 mice and images were taken at 6 hours, 24 hours, and 48 hours. 

There was evidence of SNAbs in the lungs at all timepoints, although by 48 hours, SNAbs 

were only present in 2 out of 3 mice (Figure 8.1). Following intratracheal delivery, SNAbs 

were not present in the spleen, liver, or kidney, and minimal particles were visualized in 

the stomach at 6 hours which were then cleared by 24 hours (Figure 8.2). 

 

Figure 8.1. Preliminary Intratracheal Delivery of Gold Nanoparticles (AuNPs) to the 

Lungs.   
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Cy5 functionalized gold nanoparticles (AuNPs) were delivered intratracheally to the lung 

of C57Bl/6 mice. IVIS imaging of excised lungs was conducted at 6 hours, 24 hours, and 

48 hours post-delivery (n=3 mice per timepoint). 

 

Figure 8.2. Preliminary Intratracheal Delivery of Gold Nanoparticles (AuNPs) to Various 

Organs.  

Cy5 functionalized gold nanoparticles (AuNPs) were delivered intratracheally to C57Bl/6 

mice. IVIS imaging of excised organs, including the lung, stomach, spleen, liver, and 

kidneys, was conducted at 6 hours and 24 hours post-delivery (n=3 mice per timepoint). 

After confirming that we could successfully deliver SNAbs intratracheally to the 

lung, we next wanted to confirm that SNAbs could target TB-derived MDSCs. Murine 

bone-marrow derived TB MDSCs were stimulated by incubating bone-marrow derived 

cells with 10ug/mL of Mtb cell wall for 4 days. The cell wall components stimulate 

proliferation of immunosuppressive MDSCs in an in vitro environment. Macrophages and 

bone-marrow derived TB MDSCs were then co-cultured for 24 hours with or without 

SNAbs. Preliminary results show that SNAbs can successfully deplete both granulocytic 

(Ly6G) and monocytic (Ly6Chi) MDSCs, in particular the CD115+ subsets (Figure 8.3). 
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Figure 8.3. Preliminary In Vitro Depletion of Tuberculosis (TB) MDSCs.  

Bone marrow-derived MDSCs were cultured with 10ug/mL of Mycobacterium 

tuberculosis cell wall (CW) for 4 days. These TB MDSCs were then incubated for 24 hours 

with macrophages and with or without synthetic nanoparticle antibodies (SNAbs). SNAb 

treatment resulted in decreased monocytic and granulocytic MDSCs. Data collected in 

collaboration with Hedwin Kitdorlang Dkhar in Dr. Jyothi Rengarajan’s lab at Emory 

University.  

Lastly, we conducted a preliminary in vivo experiment to determine the ability of 

SNAbs to deplete MDSCs in a mouse Mtb infection model. C57Bl/6 mice were treated 

with 4 doses of SNAbs at Days 15, 17, 19, and 21 following Mtb infection and compared 

to treatment with anti-Ly6G antibody. SNAbs were successfully able to deplete monocytic 

MDSCs (Figure 8.4); however, granulocytic MDSCs actually increased following SNAb 

treatment. In contrast, the anti-Ly6G antibody was able to deplete only the granulocytic 

SNAbs and not the monocytic MDSCs. Treatment with either the SNAbs or the anti-Ly6G 

antibody did not result in decreased bacterial load in the lung (Figure 8.5A). Despite no 

difference in bacterial load, SNAbs still show promise as an immunomodulatory treatment 

strategy for TB with increases in interstitial macrophages following SNAb treatment 

(Figure 8.5B). Better targeting of both granulocytic and monocytic MDSCs by SNAbs 

could potentially lead to improved outcomes and lower disease burden. Another interesting 
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option could be to use a combination treatment with both SNAbs and anti-Ly6G antibody 

to try and achieve synergistic depletion that may also improve outcomes and lower disease 

burden.  

 

Figure 8.4. Preliminary In Vivo Monocytic MDSC (M-MDSC) Depletion in a Tuberculosis 

Mouse Model.  

PBS, anti-Ly6G antibody, or SNAbs were delivered to C57Bl/6 Mycobacterium 

tuberculosis (Mtb) infected mice at days 15, 17, 19, and 21 post-infection. MDSCs in the 

lung were assessed using flow cytometry, including all monocytic MDSCs (M-MDSCs, 

Ly6Chi) and CD84, CD115, CD124, and CCR2 M-MDSC subsets. Lungs from uninfected 

naïve mice were used as a control (n=4 mice per group). Data collected in collaboration 

with Hedwin Kitdorlang Dkhar in Dr. Jyothi Rengarajan’s lab at Emory University. 
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Figure 8.5. Preliminary In Vivo Changes to the Lung Environment Following 

Immunomodulatory Treatment in the Tuberculosis (TB) Model.  

A) Lung CFU of TB C57Bl/6 mice following PBS, anti-Ly6G, or SNAb treatment at days 

15, 17, 19, and 21 post-infection. B) Percentage of interstitial macrophages out of the 

CD45+ population in the lungs following PBS, anti-Ly6G, or SNAb treatment at days 15, 

17, 19, and 21 post-infection. Lungs from uninfected naïve mice were used as a control 

(n=4 mice per group). Data collected in collaboration with Hedwin Kitdorlang Dkhar in 

Dr. Jyothi Rengarajan’s lab at Emory University. 

Overall, SNAbs could be useful in targeting aberrant myeloid immune populations 

following Mtb infection. Because of the expansive and complex role played by the immune 

system, SNAbs have endless applications as an immunomodulatory therapeutic. 

Appropriate targeting will need to be evaluated with each disease and model.  

8.2.2 Improved Understanding of MDSC Markers in Different Models and Diseases  

As exemplified in Chapter 7, MDSC populations between different trauma models 

experience nuanced phenotypic differences based on the expression levels of various 

immunosuppressive genes, in particular S100A8/A9. While subtle, these changes seem 

significant enough that SNAb treatment resulted in two drastically different responses 

between the infected trauma model and the composite trauma model. An improved 

understanding of MDSC markers across different models and diseases could be essential 
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for a robust and uniform MDSC depletion response. This could be accomplished by 

identifying a) MDSC markers that are applicable across multiple different models and 

diseases, or b) disease specific MDSC markers that result in enhanced MDSC depletion 

within a specific model. Based on data from this thesis, scenario b seems the most likely 

way to accomplish robust MDSC depletion.  

Targeted MDSC markers in different models and species can be found similar to 

the way the G3 and cp33 peptides were discovered: phage display screening (341,379). 

This method allows for identification of a peptide sequence that can specifically bind to 

the target cells of interest with minimal binding to other cell types without needing to 

identify specific surface markers. The SNAb platform design facilitates easy substitution 

of any targeting peptides as long as they can be functionalized to bind to the free 

streptavidin or the available thiol groups on the surface of the nanoparticles.  

In addition, to successfully target both monocytic and granulocytic MDSCs, it may 

be useful to co-deliver multiple SNAbs with different targeting peptides to ensure complete 

depletion of both subsets of immunosuppressive MDSCs. As exhibited in Chapter 7, 

depletion of only the granulocytic MDSCs did not result in any benefit to healing and the 

associated increase in monocytic MDSCs actually resulted in decreased bone regeneration 

compared to the untreated group.  

Overall, while SNAbs offer significant improvements to target and deplete MDSCs, 

there is still further work that could be done to enhance specificity. A better understanding 

of the development of the immunosuppressive MDSC phenotype in response to different 

diseases is needed, including in response to trauma, burn, sepsis, infection, cancer, and 
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tuberculosis. This information is essential to attempt to treat the aberrant myeloid immune 

responses and restore immune homeostasis, ultimately decreasing disease burden and 

improving patient healing.  

8.2.3 Co-Delivery of T Cell-Stimulating Therapeutics 

MDSCs are known to contribute to immune dysregulation and immunosuppression 

by potently inhibiting normal T cell function, hindering the pro-healing response after 

injury and preventing clearance of infection and tumor cells. T cells utilize the amino acids 

L-arginine and cysteine to promote their activation, proliferation, and survival during an 

immune response. However, MDSC expression of arginase-1 results in depletion of L-

arginine and high rates of cysteine consumption suppress T cell function (173,174,380). In 

Chapter 3, this work has shown that SNAbs are able to successfully target and deplete 

MDSCs and that this in turn enhances T cell proliferation in response to stimulation in 

vitro. However, SNAb treatment in vivo did not result in an increase in systemic levels of 

T cells, even when systemic MDSC levels were decreased. Further work is required to 

better understand the T cell response to in vivo MDSC depletion, and based on current 

results, an additional T cell-stimulating therapeutic may be required to increase T cell 

number and function. In order to restore immune homeostasis, it is important that both 

MDSC and T cell levels are restored to normal levels.  

Preliminary work has investigated the co-delivery of the amino acids L-arginine 

and N-acetylcysteine with SNAbs. It is hypothesized that the combined intervention will 

result in synergistic therapeutic effects and improve healing following severe 

musculoskeletal trauma. A T cell proliferation assay was used to assess successful delivery 
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of SNAbs, amino acids, or the co-delivery of SNAbs + amino acids. PBMCs were isolated 

from infected trauma rats and a fraction enhanced for MDSCs was further isolated using 

magnetic activated cell sorting for the His48 marker. PBMCs were then co-cultured with 

the MDSC enhanced fraction at a 1:1 ratio and co-cultures were treated with SNAbs, amino 

acids, or SNAbs with amino acids. All cultures were also treated with anti-CD3 and anti-

CD28 to stimulate T cell proliferation, and bromodeoxyuridine (BrdU) was added to track 

proliferating cells. After 48 hours, cells were collected and stained for CD3 and anti-BrdU. 

PBMCs cultured with MDSCs exhibited the lowest proliferation as expected, and PBMCs 

cultured without MDSCs showed higher proliferation (Figure 8.6). SNAbs, amino acids, 

and co-delivery of SNAbs and amino acids all increased T cell proliferation in the presence 

of MDSCs, but surprisingly did not enhance proliferation in the absence of MDSCs.  

 

Figure 8.6. Preliminary Data on T Cell Function Following Treatment with SNAbs and 

Amino Acids.  

T cell proliferation assay of PBMCs cultured with and without MDSCs as well as with 

amino acids (AA), SNAbs, or co-delivery of AAs + SNAbs. Statistical significance 

determined using ANOVA where p<0.01(**), p<0.0001(****), or no significance (ns); 

n=6 replicates. Data collected in collaboration with Clinton Smith.  
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This preliminary data shows promise that amino acids and SNAbs could potentially 

work together to deplete MDSCs and enhance T cell function although extensive further 

work is needed to optimize dosages, delivery methods, and timing of treatment.  
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