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Abstract 

This report addresses four issues associated with personal and mobile com­

munications. They are as follows; (i) subjec1~ive evaluation of the Motorola Narrow 

AMPS air interface specification, (ii) capacity analysis of DS CDMA for macrocellular 

applications, (iii) adaptive channel estimation with applications to the IS-54 digital 

cellular interim standard, and (iv) interference objectives for personal communication 

networks into microwave radio systems. 
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1 Introducti<>n 

This report contains study results on a variety of current issues in personal and mobile 

communications for North America. It consists of five basic sections as described 

below. 

Section 2 treats a. new narrowband analog F'DlVI/FM (N AMPS) standard that 

has been proposed by Motorola for the North American cellular radio system. This 

standard has the potential of increasing the capacity of the current analog FDM/FM 

cellular system by a factor of three. This is primarily achieved by reducing the 

modulation index so that a carrier spacing of 10 kHz can be used, rather than the 

30kHz carrier spacing that is currently specified by the AMPS standard. The purpose 

of this part of the study is to evaluate Motorola's NAMPS standard by making 

subjective comparisons with the current North Arr:terican AMPS standard. Section 2 

is accompanied by an audio cassette tape that contains speech samples for each type 

of system for a variety of channel conditions. 

Section 3 discusses the uplink and downlink performance of a digital cellular 

radio systetn that uses direct-sequence code division multiple-access. Approximate 

expressions are derived for the area averaged bit error probability while accounting 

for the effects of path loss, log-normal shadowing, multipath-fading, multiple-access 

interference, and background noise. Three differentially coherent receivers are con­

sidered; a multipath rejection receiver, a llAKE receiver with predetection selective 

diversity combining, and a RAKE receiver with postdetection equal gain combining. 

The RAKE receivers are shown to improve the performance significantly, except when 

the channel consists of a single faded path. Error correction coding is also shown to 

substantially improve the performance, except for slowly fading channels. 

In Section 4, the performance of a n1ultiple cell direct-sequence code divi­

sion multiple-access cellular radio system ils evaluated. Approximate expressions are 

obtained for the area averaged bit error probability and the area averaged outage 

probability for both the uplink and downlink channels. The analysis accounts for the 

effects of path loss, multipath-fading, multiple-access interference, and background 

1 



noise. Two types of differentially coherent receivers are considered, a multipath re­

jection receiver, and a R.AKE receiver with predetection selective combining. Macro­

scopic base-·station diversity techniques, and uplink and downlink power control are 

also topics of discussion. 

In Section 5, a new non-iterative algorithm is proposed for estimating the sam­

pled impulse response of a multipath-fading InterSymbol Interference (lSI) channel. 

The algorithm requires no multiplications nor divisions, and only requires a specific 

training sequence. A channel estimator that uses the algorithm is very easy to im­

plement using any DSP processor. In this report, the channel estimator is applied to 

receivers that use sequence estimation techniques for combating the effects of IS I. The 

performance of the proposed algorithm is evaluated through software simulation stud­

ies as applied to the North American IS-54 digital cellular standard. These studies 

show that new algorithn1 outperforms the LN£S algorithm in terms of computational 

simplicity and speed of convergence, and will result in a significantly lower bit error 

probability. 

FinaHy, Section 6 is concerned with the various proposals to establish a per­

sonal comm:unications network (PCN) in the 1850··1990 MHz band that is currently 

occupied by private microwave radio systems. These PCN's would use spread-spectrum 

signaling so as to minimize the interference into the victim microwave radio receivers. 

The purpose of this study is to determine the level of interference that a victim mi­

crowave receiver can tolerate from an overlaying PCN. These interference objectives 

are obtained by software simulation of the various PCN transmitters and microwave 

receivers. 

2 



2 NAMPS A.ir Interface ~~pe:cification6 

2.1 IntroductioJl 

Recently, Motorola has proposed a new analog FD M /FM air interface specification 

NAMPS (Narrow Advance Mobile Phone System), for the North American cellular 

radio systern. This new standard has the potential of offering a three-fold increase 

in capacity, by using a channel spacing of 10 kHz rather than the .30 kHz that is 

currently being used. This reduction in channel spacing is achieved by using a re­

duced modulation index, and by changin~~ the method of transmitting supervisory 

information. 

The purpose of this study is to provide a subjective evaluation of the voice 

quality of the N AMPS standard as compared to the existing AMPS standard. These 

subjective evaluations a.re made by transmitting a three second sarnple of speech 

over a simulated mobile telephone system. T:his simulated system includes the com­

plete FM transmitter, complete FM receiver, and an elaborate channel. The channel 

model accounts for the effects of adjacent channel interference, co-channel interfer­

ence, multipath Rayleigh fading, and therntal noise. In this study only the downlink, 

or base-to-n1obile channel, is considered. 

This section is organized as follows. Subsection 2.2 discusses the transmit­

ters, and Subsection 2.3. discusses the receivers that ha.ve been implemented for both 

the AMPS and N AMPS standards. Subsection 2A provides the some details of the 

channel model. Finally, in Subsection 2.5, the N A1\1PS standard is compared to the 

AMPS standard for a variety of channel conditions. Subsection 2 .. 5 is accompanied 

by an audio cassette tape. This audio demonstration is intended to allow the listener 

to draw their own conclusions about the speech quality of the N AM:PS specification. 

6 The work in this section was performed with the assistance of Kahlid Hamied. 
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2.2 Transmitter Models 

This section describes the transmitter models that have been implen1ented for both 

the AMPS and N AMPS specifications. 

2.2.1 Al\rfPS Transrnitter 

An overview of the transmitter for the AM[PS system is shown in Fig. 2.1. As shown, 

the FM modulator is preceded by an autornatic gain control and five voice-processing 

stages in the following order; a bandpass filter, a ~~:1 syllabic comlpandor, a pre­

emphasis filter, a deviation limiter, and a post deviation limiter filter. The transmitter 

also includes Supervisory Auditory Tones (SAT). Each of these functional blocks is 

described below. 

Band-Pass Filter: Transmit-audio filtering requirements are such that the compressor 

(described in the next section) shall be preceded by a bandpass filter with attenuation 

that increases at a rate of at least 24 dB/ octave below 300 and above 3000 Hz. The 

bandpass filter is implemented using a lowpass and a highpass filter. A 4th order 

highpass Chebyshev filter is used with 0.1 p-p dB ripple and a corner frequency of 

300 Hz. A 4th order lowpass Chebyshev :filter is used with 0.1 dB p-p ripple and a 

corner frequency of 3000 Hz. 

Compressor: Syllabic compandors are voice operated devices that are used to improve 

the telephone channel speech-to-noise ratio. The compandor consists of a compressor 

and expandor. By nature, speech waveforms have a large dynamic range with a high 

peak factor. The compressor amplifies the weaker speech signals, and reduces the 

dynamic range of the voice waveform, prior to transmission over a noisy channel. 

A 2:1 syllabic compandor is used in the system. The compressor produces a 

1 dB change in the output level for every 2 dB change in the input level. Specifically, 

the input and output of the compressor are related by 

(2.1) 

or 

( 
. Vin{dB) 

Vout dB) = -2- + 2.5 . (2.2) 
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Frequency Band Attenuation 

Relative to 1000 Hz 

3000 - 5900 Hz ~~ 40 log10(f /3000) dB 

> 5900 and <6100Hz ~ 35 dB 

6100 - 15000 Hz 2~ 40 log10(f /3000) dB 

15000 - 30000 Hz ~ 28 dB 

To set the frequency sensitivity ]{! Hz/v of the FM modulator, a 1000 Hz 

sinusoidal tone is applied to the input of the cornpressor. The rms voltage of this 

input tone is set equal to the expected rms speech level at the input to the bandpass 

filter. The frequency sensitivity of the FM[ modulCJ~tor is chosen so that this rms level 

produces a ±2.9 kHz peak frequency deviation of the transmitted carrier. 

Pre-emphasis Filter: The purpose of the pre-emphasis filter is to an1plify the high 

frequencies prior to transmission. This is just a siinple zero-pole filter that has a 

+6 dB I octave response for frequencies between aoo Hz and 3000 Hz. This can be 

implemented using single zero at 0 Hz and single pole at a frequency higher than 

3000Hz. The pre-emphasis filter that has been implemented has the following transfer 

function; 

(2.3) 

The zero was chosen at 5 Hz instead of 0 Hz to avoid arithmetic problems in 

the simulation. 

Deviation Limiter: The purpose of the deviation limiter is to limit the instantaneous 

frequency deviation to ± 12 kHz, excluding supervision signals a.nd wide band data 

signals. This is achieved by clipping the waveforrn at the output of the pre-emphasis 

filter at an appropriate level. 

Post-deviation Limiter Filter: The post deviation limiter filter is a low-pass filter that 

removes high frequency components that may have been introduced by the deviation 

limiter. The attenuation characteristic of this filter n1ust exceed the following 

The filter is implemented using a 4th order elliptic lowpass filter with 0.3 dB p-p 
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ripple, a corner frequency of 3000 Hz, and zero at 16 kHz. 

Supervisory Audio Tones: A supervisory audio tone is .added to the output of the post 

deviation limiter filter prior to modulation. This is a sinusoid at one of the following 

frequencies; 

• 5970Hz 

• 6000Hz 

• 6030Hz 

The amplitude of the tone is adjusted so that, by :itself, it will result in a peak 

frequency deviation of :±:2 kHz. In the audio test, a tone of 6000 Hz is used. 

FM Modulator: The carrier frequency of the FM[ modulator must he maintained 

within ±1.5 ppm of any assigned channel :frequency. Some studies on the sensitivity 

of the carrier frequency will be performed in Section V. Note that this requirement 

is 2.5 ppm for the mobile transmitters in the AMPS :system. However, we are con­

sidering base-to-mobile transmissions. 

Transmit Filter: A transmit fdter may be required to control the bandwidth that 

is occupied by the transmitted signal. The naodulation products outside the region 

±20 kHz from the carrier shall not exceed a level of 26 dB below the unmodulated 

carrier. Modulation products outside the region ±:45 kHz from the carrier shall not 

exceed a level of 45 dB below the unmodulated carrier .. Modulation products outside 

the region :f::90 kHz frorn the carrier shall not exceed a level of a) 60 dB below the 

unmodulated carrier, or b) 43 plus 10log 10 (tnean output power in w·atts) dB below 

the unmodulated carrier. In our system a transmit filter was not necessary. 

2.2.2 NA.MPS Transmitter 

An overview of the transmitter for theN A~1PS system is shown in Fig. 2.2. As shown, 

the transmitter consists of an automatic gain control, a. bandpass filter:, a 2:1 syllabic 

compandor, a pre-emphasis filter, a deviation limiter, a post deviation limiter filter, 

and an FM modulator. The transmitter also includes Digital Supervisory Auditory 

Tones (DS.AT). Each of these functional blocks is described below. 
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Band-Pass Filter: The bandpass filter that is used in the N AMPS transmitter is 

identical to the one used in the Al\1PS transmitter. 

Compresso1:_ The syllabic com pandor that is used in the N AMPS transmitter is iden­

tical to the one used in the AMPS transn:titter. However, the sensitivity of the FM 

modulator is set so that a peak frequency deviation of .5 kHz is produced by a 

1000 Hz sinusoidal tone having an rms value equal to the expected rrns value of the 

speech waveform at the input to the compressor. 

Pre-emphasis Filter: The pre-emphasis filter that is used in the N AMPS transmitter 

is identical to the one used in the AMPS transmitter. 

Deviation Limiter: The deviation limiter liJnits the instantaneous frequency deviation 

to ±5 kHz. This is achieved by clipping the waveform at the output of the pre­

emphasis filter at an appropriate leveL 

Post-deviation Limiter Filter: The post-deviation ]limiter filter that has been imple­

mented is identical to the one that has been imple:mented for the AMPS system. 

Digital Supervisory Audio Tones: Prior to modulation, a Digital Supervisory Audio 

Tone (DSAT) is added to the baseband signal. The DSAT ils one of the following 

seven digital sequences. 

1. 2556CB 

2. 255B2B 

3. 256A9B 

4. 25AD4D 

5. 26AB2B 

6. 26B2AD 

7. 2969AB 

The transmission rate is 200 bitsfs with a peak frequency deviation of ±700 Hz. 

Motorola has proposed that the DSAT infor:mation be transmitted by shaping 

NRZ data with a 6th order Butterworth lowpass filter with a 3 dB point at 90 Hz. 
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This filter will create severe intersyrnbol interference in the DSAT information and 

may cause some detection problems. To solve this problem, we also consider the use 

of frequency domain raised cosine (RC) pulse shaping with a rolloff factor of 1.0. The 

theoretical bandwidth occupancy is 200 Hz. 

FM Modulator: Once again, the carrier frequency of the FM modulator must be 

maintained within ±0.25 ppm of any assigned channel frequency. Note that this 

requirement is 1.0 ppm for the mobile transmitters in the NA:MPS system. However, 

we are considering base-to-mobile transmissions. 

Transmit Filter: Once again, a transmit filter may be required to control the band­

width that is occupied by the transmitted signal. The modulation products inside a 

300 Hz band centered on any frequency re1noved from the carrier by 15 kHz shall not 

exceed a level of 45 dB below the unmodulated carrier. The modulation products 

inside a 300 Hz band centered on any frequency removed from the carrier by 45 kHz 

shall not exceed a level of 63 plus 10 log 10 (rnean output power in Watts) dB below 

the unmodulated carrier. In our system, a transmit filter was not required. 

2.3 Receiver Models 

This section describes the receivers models that have been implemented for the AMPS 

and N AMPS specifications. 

2.3.1 AMPS Receiver 

Fig. 2.3 shows an overview of an AMPS receiver that uses a balanced discriminator 

demodulator. Likewise, Fig. 2.4 shows an overview for a receiver that uses a Phase 

Locked Loop (PLL) detnodulator. As shown, the FM demodulator is preceded by a 

receiver filter and followed by two voice processing stages; a de-emphasis filter and 

an expand or. 

Receiver F-ilter: The purpose of the receiver filter is to reject out of band noise and in­

terference. For this purpose a 4th order Butterworth bandpass filter with a bandwidth 

of 30kHz has been used. 
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FM Demodulator: Two types of FM demodulators have been irnplernented; a discrim­

inator detector and a PLL. Both of these receivers perform rnuch the same at high 

signal-to-noise ratios. However, the PLL will provide much better performance at 

low signal-to-noise ratios. Sometimes, it is suggested that the PLL demodulator be 

preceded be a bandpass limiter, because the loop gain of the PLL is a function of 

the amplitude of the input signal. However., the discussion in [1] indicates that a 

bandpass-li1niter is not necessary and will degrade the threshold range of the PLL 

demodulator. The PLL that has been implemented uses a second-order loop. The 

loop filter is a first order Butterworth filter with a 3 dB bandwidth of 30 kHz. The 

VCO frequency sensitivity is 10000 Hz/v. 

Voice Audio Filtering: Voice audio filtering: is used for de-emphasis and to remove the 

SAT tones. The voice audio filtering that has been implemented has the following 

three stages.: 

• Low-Pass: Elliptic, fourth order, 0.3 dB p-p ripple, corner frequency 3000 Hz, 

zero at 6kHz. 

• High-Pass: Chebyshev, fourth order, 0.1 p-p dB ripple, corner frequency 300 Hz. 7 

• De-ernphasis: 2 pole Butterworth bandpass, corner frequency 150 Hz, dampling 

factor 0.707. 

Expandor: This is the expandor stage of the 2:1 syllabic compand or. For every 1 dB 

change in the input level to the 1:2 expandlor, the change in the output level is 2 dB. 

Specifically, the input and output of the expa.ndor are related by 

l~ut = O.t)623~~ , (2.4) 

or 

Vout( dB) 2Vin( dB)- 5.0 . (2.5) 

The rms reference input level to the expand or is that corresponding to a 1000 Hz 

tone from a carrier with a ±2. 9 kHz peak frequency deviation. 

7This filter may not actually be required for the AMPS recevier. 



2.3.2 NAMPS Receiver 

Fig. 2.5 shows an overview of a NAM:PS receiver that uses a balanced discriminator 

demodulator. Likewise, Fig. 2.6 shows an overview for aN AMPS receiver that uses 

a PLL demodulator. Again, the FM demodulator is followed by two voice processing 

stages; a de-emphasis filter and an expandor. 

Receiver Filter: Again, the purpose of the receiver :filter is to reject out of band noise 

and interference. For this purpose a 4th order Butterworth bandpass filter with a 

bandwidth of 10 kHz has been used. 

FM Demodulator: Once again, a discriminator detector or a PLL can be used for the 

FM demodulator. The PLL that has been imple:mented uses a second-order loop. 

The loop filter is a first order Butterworth filter with a 3 dB bandwidth of 30 kHz. 

The frequency sensitivity of the VCO is 10000 Hz/v. 

Voice Audio Filtering: The voice audio filtering that i:s used in the N AMPS receiver 

is identical1Go the one used in the AMPS recevier. The high pass Chebyshev filter has 

added importance in the NAMPS receiver, because it is used to reject the sub-audible 

DSAT information. 

Expandor: The expandor used in the NAM:PS rece:lver is identical to the one used in 

the AMPS receiver. 

2.4 Channel Model 

2.4.1 Multipath-Fadling 

Multipath-f.ading has been simulated by using the method proposed by Jakes [2]. 

Fig. 2. 7 shows a block diagram of the fading simulator. 

2.4.2 Co-·channel Interference, Adja~cent Channel ][nterference, and Noise 

It is assumed that the cellular layout is described by a uniform grid of hexagonal cells. 

The cells are divided into 120° cell sectors. 

When cell sectoring is used, it is possible to assign the channel frequencies 

to the cell sectors in such a way that there is one predominant adjacent-channel 
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interferer. With a propagation path loss exponent of 4, the worst case Carrier-to­

Adjacent channel Interference Ratio ( CAIR~) for this interferer is approximately 12 dB. 

Adjacent channel interference was rnodeled by assuming one adjacent channel 

interferer with a CAIR of 12 dB. Adjacent channel interference from other transmit­

ters was neglected. Because of the frequency reuse pattern that is used, adjacent 

channel interference will arise front adjacent cells. Therefore, all of the signals will be 

independently faded. 

When 120° cell sectoring is used, there are two dominant cocha:nnel interferers. 

The co-channel interference from each of these co-channel interferers will be different. 

However, co-channel interference was modeled by assmming the presence of two equal 

power interfering signals at the same carrier frequency as the desired signal. The 

desired signal and each of the co-channel interferers will be independently faded. As 

shown in [5], this is a good approximation .. 

It is generally accepted that a Carrier-to-Cochannel Interference Ratio (CCIR) 

of 18 dB is sufficient for operation of the ArviPS system. Our tests will determine 

if the NAMPS specification can also operate at a CCIR of 18 dB. If it can, then a 

three-fold increase capacity can be achieved. 

The receiver will also introduce therrnal noise. This has been modeled as 

additive white Gaussian noise with various Carrier--to-Noise Ratios ( CNR's ). 

2.5 Subjective Speech Evaluations 

Subjective evaluations have been made by transmitting a 3 second segment of speech 

over the sirnulated AMPS and N AMPS rnobile radio system described in Subsec­

tions ?? , ?? , and ?? of this section. This has been accomplished for a variety of 

channel conditions. This section is accompanied by an audio cassette tape that will 

allow the listener to draw their own conclusions about the quality of the Motorola 

N AMPS standard. It is important to note that the tests do not account for the effects 

of acoustic lowpass filtering. This audio cassette tape is very much self explanatory. 
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2.5.1 Audio Tests 

The audio cassette tape contains the following tests in the order listed. The reader 

should play the audio cassette tape at this tiJne. 

1) Speech Sample Used for Demonstration 

2} Ideal and Noiseless C-:hannel 

The test arrangernent is shown in Fig. 2.8. 

1. AMPS standard with VCO detector. 

2. NAMPS standard with VCO detector, with ]1v1otorola DSAT transmit filter. 

3. NAMPS standard with VCO detector, with ]:l,C DSAT transmit filter. 

4. AMPS standard with discriminator detector. 

5. N AMPS standard with discriminator detector, with Motorola DSAT transmit 

filter. 

6. NAMPS standard with discriminator detector, with RC DSAT transmit filter. 

The remaining tests for the r~AMPS standard ar~e with the RC 

DSAT transmit filter, 

3) Rayleigh Fading Channel with Additive White G'aussian Noise 

The test arrangenaent is shown in Fig. 2.9. 

1. AMPS standard with VCO detector. CNR==oo dB. 

2. NAMPS standard with VCO detector. CNR===oo dB. 

3. AMPS standard wiith discrin1inator detector. CNFt=oo dB. 

4. NAMPS standard with discriminator detector. CNR=oo dB. 

5. AMPS standard with VCO detector. CNR=~!l dB. 

6. NAMPS standard with VCO detector. CNR==21 dB. 
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7. AMPS standard with VCO detector. CNR=18 dB. 

8. NAMPS standard with ·vco detector. CNR=18 dB. 

9. AMPS standard with VCO detector. CNR=:l5 dB. 

10. N AM:PS standard with VCO detector. CNR=15 dB. 

4) Rayleigh Faded Channel with Adjacent Channel and Co-channel Interference 

The test arrangement is shown in Fig. 2.10. 

1. AMPS standard with VCO detector. CACI===12 dB, CCIR=21 dB. 

2. NAMPS standard with VCO detector. CACI=12 dB, CCIR=21 dB. 

3. AMPS standard with VCO detector. CACI==12 dB, CCIR=18 dB. 

4. NAM:PS standard with VCO detector. CACI=l2 dB, CCIR=18 dB. 

5. AMPS standard with VCO detector. CACI==12 dB, CCIR=15 dB. 

6. NAM:PS standard with VCO detector. CACI=12 dB, CCIR=l.5 dB. 

5) Transmitter Oscillator Drift 

The test arrangement is si1milar to the one shown in Fig. 2.10. 

1. AMPS standard with VCO detector. CACI=12 dB, CCIR=l8 dB, offset= 0 ppm. 

2. AMPS standard with VCO detector. CACI=12 dB, CCIR=18 dB, offset= 0.25 ppm. 

3. NAM[PS standard with VCO detector. CACI=l2 dB, CCIR=18 dB, offset= 0 ppm. 

4. N AMPS standard with VCO detector. CACI=12 dB, CCIR=18 dB, offset 0.25 ppm. 

6} Effect of Vehicle Velocity 

The test arrangement is similar to the one shown in Fig. 2.10. 

1. AMPS standard with VCO detector. CACI==12 dB, CCIR=18 dB, 

velocity= 2 km/hr, interferer velocity 2 km/hr. 

13 



2. NAMPS standard with VCO detector. CACI=12 dB, CCIR=18 dB, 

velocity= 2 km/hr, interferer velocity== 2 km/hr. 

3. AMPS standard with VCO detector. CACI==12 dB, CCIR=18 dB, 

velocity= 10 km/hr, interferer velocity = 10 kn1/hr. 

4. NAMPS standard with VCO detector. CACI=12 dB, CCIR=18 dB, 

velocity= 10 km/hr, interferer velocity 10 km/hr. 



Figure 2.1: AMPS Trans:rnitter. 
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Figure 2.'2: NAMPS Transmitter. 
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3 Single Cell CDM[A S)rsterr.ll8 

3.1 Introductio11 

Recently, there has been increased interest in the commercial applications of spread­

spectrum signaling. Direct-Sequence (DS) Code Division Multiple-Access (CDMA) 

has been proposed for enhancing the capacity of the North American cellular mobile 

telephone system [6]. This section evaluates the uplink and downlink performance of 

a cellular radio system that employs DS CDMA. The analysis account:s for the effects 

of path loss, log-normal. shadowing, multipath-fading, multiple-access interference, 

and background noise. It is intended to illustrate some of the typical characteristics 

of a DS CDMA cellular radio system, and dernonstrate how the perforn1ance depends 

on certain aspects of the propagation environment. The analysis is restricted to a 

single isolated cell. Additional results for a 1multiple cell mobile radio environment 

are the subject of Section 4. 

A very large body of literature exists on the analysis of CDMA cellular systems. 

Much of this literature, such as the initial work by Cooper and Nettleton [7], considers 

frequency-hopped CDMA. Here we discuss some of the existing literature on the 

analysis of DS CDMA cellular systems. 

Most analyses of DS CDMA have resulted in (jaussian approximations, and 

various upper and lower bounds on the bit error probability for additive white Gaus­

sian noise (AWGN) channels [8], [9], [10], [1Jl], [1:~]. For specular multipath-fading 

channels, Geraniotis and Pursley have approximated the bit error probability of single 

user direct-sequence systems that use coherent [13.] and noncoherent [14] detection. 

This analysis has been extended to DS CDJMA for a multipath rejection receiver 

[15]. A few attempts have been rnade to evaluate the performance of a multipath 

combining receiver. Lehnert and Pursley [16], [17] have concluded that a multipath 

combining receiver can overcome the increased effect of multiple-access interference 

due to multipath, provided that the receiver has perfect knowledge of the amplitudes, 

8 The work in this section was performed with the a.ssista,nce of Chamrreun Kchao. 



delays, and phases of the multiple received signal replicas. 

Lam and Steele [18] have evaluated the performance of multipath combining 

receivers by simulation. For this purpose, they used the frequency-selective, slowly 

fading, multipath channel model developed by Hashemi (19]. A channel sounding 

technique was studied that allowed the receiver to lock onto and cornbine the strongest 

M signal paths. Despite the use of channel sounding, multipath diversity, and an­

tenna diversity, it was reported that a. processing gain of 31 could only support three 

simultaneous transmissions at a bit error rate less than 10-2 • In contrast, the same 

system could support tw·elve simultaneous transmissions on an A WGN channel. 

Turin [20] has also estimated the maximun1 number of allowable users for a 

DS CDMA system that uses differentially coherent n1tLltipath combining receivers. 

For an AWGN channel, it was reported that the Inaxinntm number of allowable users 

is about 10 20% percent of the processing gain for a bit error rate of 10-5 10-3 • 

However, for an urban rnultipath-fading channel without power control, this figure 

drops to 1-5% even with :ideal multi path combining :receivers. Xiang [21] also observed 

the same effect. If the channels consist of a single faded link then DS CDMA may be 

unusable, a conclusion also reached by Gardner and Orr [22]. Power control will only 

partially recover the reduction in capacity due to multipath-:fading, because power 

control cannot compensate for rapid signal fluctuations caused by multipath-fading 

[20]. Finally, Rappaport and Milstein [23], 1[24] have examined the effect of path 

loss and user distribution on the performance of a DS CDMA cellular system. They 

showed that reuse efficiency can range frorn a high of 0.68 for a fourth law path loss 

exponent to a low of 0.4~~ for a square law path loss exponent. 

This section differs from existing literature in several respects. It differs from 

Rappaport a,nd Milstein [23], [24] by concentrating on the effects of multipath-fading 

rather than path loss. It differs frorr1 Turin [~20] by using a different method of analysis, 

a more extensive treatment of power control, and a discussion of both the uplink and 

downlink performance. Finally, it differs from Xia.ng [21] by using a different channel 

model. Xiang models the channel as a rand01n nurnber of discrete N akagami faded 

multipaths. We model the channel as consisting of a continuum of multipaths that 
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results in a fixed number of resolvable Rayleigh faded paths. 

The remainder of this section 1s organized as follows. Subsection 3.2 discusses 

the system and channel :model. The uplink perform.ance is evaluated in Subsection 3.3 

for three differentially coherent receivers; a rnultipath rejection receiver, a RAKE re­

ceiver with predetection selective diversity combining, and .a RAKE receiver with 

postdetection equal gain combining. Power control and error correction coding are 

also considered. Subsection 3.4 discusses the downlink performance for a multipath 

rejection receiver and a RAKE receiver with predetection selective diversity combin­

Ing. 

3.2 System and Channel Model 

The system consists of a single isolated circular cell of radius R with a centrally located 

base-station. There are K mobile transceivers that are using direct-sequence CDMA 

to establish a full-duplex channel with the base-station. The mobile transceivers are 

assumed to be uniformlly distributed throughout the cell area. 

Propagation at UHF /VHF frequencies used in cellular mobile radio systems 

is largely influenced by path loss, shadowing:, and multipath-fading. Each of these 

phenomenon is caused by a different underlying physical principle, and each should 

be accounted for when evaluating the perforn1ance of a cellular systern. 

3.2.1 Multipath-Fading 

Mobile radio channels are effectively modeled as a continuum of multipath compo­

nents. The equivalent low-pass channel has the time-variant impulse response [23] 

(3.1) 

where fc is the carrier frequency. A widely used model for multipath-fading channels 

is the Wide Sense Stationary Uncorrelated Scattering (WSSUS) model, where the 

low-pass impulse response c( T; t) is a cornplex Gaussian random process having a 

complex autocorrelation 

(3.2) 
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The function Q( T) = Q( r, 0) is called the ~1ultipath Intensity Profile (MIP), and gives 

the average power output of the channel as a function of the time delay r. The MIP 

can assume various forrns, but quite often a Inobile radio channel is well characterized 

by the exponential MIP [24] 

Q(r) = 'l/Jexp{ -r/Tm} , 0:::; T:::; Tmax · (3.3) 

This same model was the outcome of the European COST207 multi path propagation 

study and was subsequently included in the specifications for the GSJM system [25]. 

In our analysis it is assumed that all channels have the same MIP, but in reality every 

channel will have a distinct MIP. 

The low-pass impulse response of the channel is commonly modeled as a tapped 

delay line with a tap spacing equal to Tc [26], [27]., [28], [29], i.e., 

00 

c( r; t) == L cn(t)b ( r -- nTc) , (3.4) 
n=-oo 

where the { cn(t)} are the tap gains. For a continuum of multipath components, 

the cn(t) are com~lex Gaussian random processes .. For a WSSUS channel the cn(t) 

are uncorrelated and, hence, independent. If the cn(t) have zero-rnean, then the 

magnitudes !cn(t)l are Rayleigh distributed at any tirne t. Since the total multipath 

spread is T max, the tapped delay line can be truncated at L = lT max/TcJ + 1 taps, 

where l x J is the largest integer contained in x .. For a slowly varying channel cn(t) = Cn 

for the duration of several data bits. 

Assuming the above tapped delay line model, the instantaneous received bit 

energy-to-background noise ratio is 

Li--1 

A= L= ),n , (3.5) 
n=:O 

where An = lcnl2 A and A g ~ is the received bit energy-to-background noise ratio 

in the absence of multipath-fading. If the lcnl are Rayleigh distributed, then the An 

have the exponential Probability Distribution Function (PDF) 

(3.6) 
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where 

(3.7) 

The An are related to the MIP. From (3.3), the average power output of the channel 

at delay n'l~ is 

Q(nTc) = ~exp{-n/t:} , (3.8) 

where c = Tm/Tc is the delay spread relative to a chip duration. Following the 

development in [29], suppose that Q( nTc + T) ~ Q(nTc) for 0 :5 T s Tc:, meaning that 

the channel impulse response is stationary for delay intervals of length Tc. Then the 

average received bit energy-to-background noise ratio associated with the nth path is 

(3.9) 

Taking the expectation of both sides of (3 .. 5), and using (3.8) and (3.9) gives 

(3.10) 

where A is interpreted as the total average received bit energy-to-background noise 

ratio. It follows that 

(1- exp{ -1/c}) exp{--n/£} 
An= { }. A . 1 ·- exp -·Lfc, 

(3.11) 

When obtaining numerical results it will be assumed, somewhat. arbitrarily, that 

c = L- 1/2. 

3.2.2 Multiple-access Interference 

For direct-sequence CDfv1A, the self interference and multiple-access interference at 

the front end of the receiver matched to the desired signal can be modeled as addi­

tional broadband Gaussian noise. For a nonfaded channel, a rigorous comparison of 

this Gaussian approximation with exact error probabilities has been undertaken for 

deterministic sequences [7], [9], and random sequences [8], [10], under the assumption 

of coherent detection. Si1nilar results have also been obtained for diffen:~ntially coher­

ent detection [30]. These results show that the Gaussian approximation becomes very 
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optimistic with decreasing K, and increasing A. For rrtultipath-fading channels, a rig­

orous comparison of a Gaussian approxin1ation with more accurate approximations 

has also been made [11], [12], [13]. These results show that a Gaussian approximation 

is satisfactory, even for small K and large A, giving only slightly optirnistic results. 

3.2.3 Shadowing 

Shadowing is caused by terrain features such as buildings and hills. Hilly terrain 

causes diffraction loss, while buildings cause scattering losses. The effect is a very 

slow change in the local mean value A. Shadowing is often modeled. as being log­

normal, meaning that Ad = 10log10A is normally distributed [31 J, (24], [32], (33], 

[34].9 Defining Ad~ E[Ad], the conditional PDF of Ad is 

(3.12) 

Typically, cr ranges frorn 6 to 12 dB. For our purpose a 8 dB will be used. If 
d -d d -d 

shadowing is neglected, then fAdfi\<~(A lA ) = .5(A A ). 

3.2.4 Path Loss 

A multitude of path loss prediction rnodels exist for UHF /VHF land mobile radio in 

flat, urban, suburban, open, and hilly terrains (24], (32], [31]. Most of these models 

are empirical with a few exceptions. The simplest theoretical model, and the one 

used in this paper, assurnes that the value of A in (3.12) is 

(3.13) 

where r is the distance between the transmitter and receiver, and k is a constant of 

proportionality. The path loss exponent a ranges from 2 in free space to 4 in a dense 

urban area. The parameter f3 is included because limr._.0 r-a oo. 

For a uniformly located mobile in a circular cell of radius ll, the PDF of the 

mobile location, in cylindrical co-ordinates is p( r, 0) = r / ( 1r R2
), 0 ~ r ~ R, and 0 :::; 

9The superscript d implies units of decibels. 
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B ~ 21r . By using a univariate transformation, the PDF of A in (3.18) is 

-<A<--- . (, k)a _ (k)a 
. R - -· 

1
61 

(3.14) 

It is convenient to make the following defin:itions: 

• A.r ~ (~)a, the total average received bit energy-to-background noise ratio 

at distance R, which occurs when a. mobile is on the cell fringe. 

t1 • ( = {3/ R. 

Using these definitions the PDF o(A becornes 

- 2 (--- Af) 2 £_ -~~ fA (A)= ( 8 A - (a -t- -;AJ A a , 
- A! 

ill.< A < --··'- ( . - - (::k' 
(3.15) 

When obtaining numerical results., it will be assurr.ted that ( = 0.1 and a = 4. 

3.3 Uplink PerfiQrmance Analysis 

3.3.1 Multipath Rejection Receiver 

Consider a multipath rejection receiver that processes the signal received over the 

zero path, and rejects the signal received over all other paths.10 In a mobile radio 

environment, the probability of multipaths with significant power willl decrease with 

increasing delay relative to the dominant path. Hence, the self interference due to 

multipath can be minimized by using spreading codes that have small autocorrelation 

sidelobes in the time intervals during which delayed signals with significant power are 

expected. For large delays, the stringent requirements on the autocorrelation function 

can be relaxed. The spreading codes still n1ust have srnall cross-correlation sidelobes 

over all delays, because the uplink transmissions are asynchronous. It i[s easy to find 

reasonably large sets of sequences that satisfy these properties. For example, a set 

of 2m + 1 Gold sequences can be generated of length 2m - 1. These sequences have 

autocorrelation values from the set {2m- 1, -1, tm- 2, -tm}, and crosscorrelation 

10Here we assume the exponentia] MIP in (3.3) so that the ze:ro path is the dominant path. 
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values frorn the set { -1, tm- 2, -tm}, where 

{ 

2(m+1)/2 + 1, 
tm = 

2(m+2)/2 + 1, 

m odd 
(3.16) 

m even 

Of these 2m + 1 sequences, 2m-n+1 + 1 will have their first autocorrelation sidelobe 

(tm - 2 or tm) at least n chip durations from the main lobe. Consequently, these 

2m-n+1 + 1 sequences will introduce negligible self interference if they are used on a 

channel having nor fewer paths. 

In the subsequent analysis, the self interference due to multipath will be ne­

glected, under the assumption that appropriate codes are used. This is a very im­

portant assumption, because a significant perform.ance degradation will result from 

a poor choice of spreading codes, e.g., completely random sequences. Then by treat­

ing the multiple-access interference as additional Gaussian noise, the instantaneous 

received bit energy-to-total noise ratio associated with transmitter j is 

- 1 1 ,. ' + fJ- L(i,.n)EU ,...,~ 
(3.17) 

where U = {(i,n): 1 SiS K,O S n S L -1., and i ::f. j}, fJ is the processing gain, 

and A~ A IC:LI 2 ~. For a (nonfaded) AWGN channel, 

(3.18) 

To compute the bit error probability, first define the mean vector 

- -1 -K -1 -K -1 -K· 
A = ( A0 , ••• , A0 ; A1, ... , A1 ; ... ; A L, ... , A L ) , (3.19) 

and the local mean vector 

A (A1 AK· A1 AK· . A1 AK) 
= 0' · · ·' 0 ' 1' · · ·' 1 '· · ·' L' · · ·' L • (3.20) 

The joint PDF of A, denoted by p1 (A), and the joint conditional PDF of A, de­

noted by p2(AIA), can be obtained by using (a.11), (3.12), and (3.15). The bit error 

probability associated with transmitter j, a:s a function of A, is 

(3.21) 

32 



where G(r3) is the bit error probability as a function of the instantaneous bit energy­

to-total noise ratio, and fRJIA(rJIA) is the conditional PDF of Ri . ):lor illustration 

purposes, DPSK signaling is considered where 

1 
G(rJ) = 2 exp{ -rJ} . (3.22) 

Other types of modulation and detection can be analyzed by defining the appropriate 

function G(r3) at this point. Averaging (3.21) over the joint PDF of A and the 

joint conditional PDF p2 (AIA) will account for the random mobile locations and 

shadowing, and gives the area averaged bit error probability11 

(3.23) 

In order to evaluate (3.21), fR;IA(riiA) is required. For a (nonfaded) AWGN 

channel this is simply 

(3.24) 

For the multipath-fading channel model defi.ned in Section II-A 

(3.25) 

where 
Ai 

M,n= II ~Aj ' 
(j,k)EU\(i,n) H.~ - k 

(3.26) 

and U \ (i, n) = {(j, k) E U: (j, k) # (i, n)}. 

Using (3.21), (3.22), and (3.25) gives 

P;(A) = ~ L .N;,n {1 
(i,n)EU 

(3.27) 

where En( · ) is the exponential integral of order n. 

1) Power Control: Power control is a technique that is essential for the uplink 

of cellular systems employing DS CDMA. Here, we assume that the mobiles can adjust 

11 Note that the area averaged bit error probability is the same for every transmitter and, therefore, 

the dependency on j is removed. 
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their transtnitted power to compensate for the effects of path loss and shadowing only. 

Power control is not used to compensate for the rapid signal fluctuations introduced 

by multipath-fading. 

It is assumed that the total transmitted power from all K mobiles in a cell is 

the same, regardless of whether or not power control is used. With power control, 

the total transmitted power is divided among the mobiles so that same signal power 

is received at the base-station for every mobile. In this case A and A1 are related by 

where 

KJla 
A= -r--AJ , 

Li=I d(ri) 
(3.28) 

(3.29) 

Suppose that ideal power control is used so that A~ = An, 1 ~ j ~ K. Since 

all channels have the same MIP, the A~, 1 ~ j ~ K are independent and identically 

distributed, i.e., 

fA~ (An) = L exp {-~:} , 1~j~K. (3.30) 

It follows that the PDF of R; in (3.17) is 

where 

dk {L-1 ( 1 ')K-1} V! = dsk 1J s + .!L ls=-f,; 
t-0 A· I 

i;in 
1 

(3.32) 

Since A is not random when power control is being used, substituting (3.31) 

and (3.22) into (3.21) gives the area averaged bit error probability 

1 {L-1 ( 1] )K-1} L-1 K-2 1 k (An)K-1-k 
P = - II - I: I: --v --

2 n=O An n=O k=O k! n 17 

X { 1 ~o exp {~0 + :J EK-t-k (~~0 + :J} . (3.33) 

Fig. 3.1 plots the bit error probability with power control, as given by Eq. (3.33) 

for a multipath-fading channel, and by Eqs. (3.21)-(3.23), and (3.24) for a nonfaded 
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channel. The performance degradation due to multipath-fading is significant. Fig. 3.2 

further illustrates the deleterious effect of multipath. In fact, an increase in the num­

ber of channel paths has an effect similar to an increase in the number of simultaneous 

transmissions. Fig. 3.3 shows the bit error probability without power control, obtained 

from Eqs. (3.23) and (3.27), and demonstrates the necessity of using power control 

to maintain an acceptable performance. The failure to use power control will result 

in a large reduction in capacity. Fig. 3.4 further illustrates this point by showing 

the bit error probability with and without power control for an interference limited 

environment (no background noise). 

3.3.2 RAKE Receivers with Power Control 

The bit error rate performance can be improved by using multipath diversity tech­

niques. In this section, we evaluate the performance of two different £-tap RAKE 

receivers; one uses predetection selective diversity combining, and the other uses post­

detection equal gain diversity combining. 

The instantaneous bit energy-to-total noise ratio that is received over path t 

from transrnitter j is 
A{ 

Rjt = I . . 
' 1 + "1- Li(i,n)EU A~ 

(3.34) 

The instantaneous processed bit energy-to-total noise ratio with predetection selective 

diversity combining is 

Rj = max{RJ,t: 0::;; t::;; £ -1} , (3.35) 

Likewise, the total instantaneous processed bit energy-to-total noise ratio with post­

detection equal gain combining is 
.C-·1 

Rj = L ll~j,t (3.36) 
t=O 

1) P·redetection Selective Combining: It can be shown that the PDF of Rj is 

fnj(rj) = l~(;JK-Itil~;,(-l)t+!EE(~D (3.37) 

X B exp[-1·~8] 3 An ( r~Bt + ..!L + K 1 - k) 
t J t ( 8 ., ) K --k 
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where 

A d k { L-1 ( 1 ) K ·-l } 
~=-k II !L , 

ds :;~ s + 11, -=-f.; 
(3.38) 

1 1 
Bt=-- +···+-~ A3 A;r it }t 

(3.39) 

and Lj
1 

, ••• ,it is summed over the t-element subsets of { 0, 1, 2, ... , £ - 1}. 

Substituting (3.38) and (3.22) into (:3.21) gives the area averaged bit error 

probability 

P -· -· (3.40) 

2} Postdetection Equal Gain Combi:ning: It can be shown that the PDF of Rj 

IS 

where, 

_ [f (.!]_)K-1~~.-1.~ (~) (c~) 
n=O An t=O n=O k=O k • At 

{ c} (~t + .!L + K- 1 k) rj Ai An 
X exp - Aj :;__(_c ---)-:-:K,__...,...k-

t ~ ..!L 
Ai +A 

t n 

C-l Ai 
Ct = II ----- . 

i=O Ai --At 
i;tt 

(3.41) 

(3.42) 

For differential detection and postdetection equal gain combining, the bit error 

probability as a function of the total instantaneous processed bit energy-to-total noise 

ratio is [23] 
C-1 

G(rj) = 22~_1 exp{ -rj} I; b1(rj)1 
, 

t=O 

(3.43) 

where 
- _!_ C-l-k (2,C - 1) 

bk- k! ~ l . (3.44) 

Substituting (3.42) and (3.43) into (3.21), gives the area averaged bit error probability 
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p _1_ L-1 (!]_)K-1 .C-1 Ct L-1 K-2 (V~) (·An)K-1-k (3.45) 
22£--1 ll An ~ At ]; E k! rJ 

X A:E bt' (TJAt) t'+l t (t') ( -1 )t'-l 
t'=O An l=O £ 

X { 1 +(£+1-K+k+An(K-1+k)) 
( _!Z_ + .!Z!t) (_!Z_ + .!!!t) rJ 

An An An An 

x ( exp [t ~+~Lk) r (t + 1- I<+ k, ATJ + qAAt)} ' 
( _!Z_ + .!Z!t) n n 

An An 

where r(·,.) is the incomplete gamma function defined by 

r( o:, X) = 1oo e-tta-ldt . (3.46) 

Fig. 3.5 plots the bit error probability for an £-tap RAKE :receiver with pre-

detection selective diversity cornbining. Fig. 3.6 compares the performance of pre­

detection selective diversity combining and postdetection equal gain combining. As 

expected, with differential detection, postdetectiou equal gain co1nbining performs 

somewhat better. These results show that a RAJ(E receiver can provide a signifi­

cant improvement in performance provided that the channel has the right amount of 

dispersion. However, if the channel either consists of a single faded path or is very 

dispersive, then the performance can be quite poor. 

3.3.3 Error Correction Coding 

It is well known that the performance of a digital communication system can usually 

be improved by using error correction coding. However, for mobile communications, 

fading induced channel memory can degrade the coded performance. Traditionally, 

this is remedied by using enough interleaving to destroy the channel memory. U nfor­

tunately, a large interleaving delay is unacceptable for voice communication. Even a 

moderate interleaving delay is undesirable, because it makes echo cancellation neces-

sary. 

In a radio mobile environment, the fading rate depends on vehicle speed. At 

high vehicle speeds, the fading rate is fast enough so that a small amount of interleav-
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ing will effectively destroy the channel memory. However, at low vehicle speeds, the 

delay requirements imposed by voice transmission will preclude the use of interleaving, 

so the channel will have memory. The effect of vehicle speed on the performance of 

error correction codes is illustrated here by considering t error correcting BCH ( n, k) 

codes. Two extreme cases are considered; slow fading, where the bit energy-to-total 

noise ratio is random but constant over the duration of an entire codeword, and fast 

fading, where the channel is memoryless. 

1} Fast Fading: With fast fading, the probability of decoded bit error is ap­

proximately 

(3.4 7) 

where Pu is the code symbol error probability. To obtain .Pu, we simply use the 

previous expressions for the uncoded bit error probability and replace A with rA, 

where r = k 1 n is the code rate. 

2} Slow Fading: '.Vith slow fading, the decoded bit error probability is approx­

imately 

(3.48) 

For selective diversity this results in 

p ~ 1 {L-1 ("' )K-1} n (n) n-e (n _e) , - II - L: e L: (-l)e 
2n l=O A.t e=-r+l e e'=O e' 

(3.49) 

X t L (--lrl ~~2 (v1) (A.t)K-1-k 
t=1 it. ... ,jt l=O k=O k · 'TJ 

{1 77(e + e') {7J(e + e') } E ("'(e + e') 'TJ ) } 
x - B A exp B A + A K-1-k B A +-A · 

tl t£ rt tt rt 

Since both coding and processing gain result in bandwidth expansion, comparisons 

must be made on the basis of equal bandwidth. When coding is used, the processing 

gain is "' = 1·"1*, where r is the code rate, and 'f)* is the processing gain for an uncoded 

system. 

Fig. 3. 7 shows the performance of BCH (15,k) codes for a 4-tap RAKE receiver 

with predetection selective diversity combining. Results are shown for both fast fad­

ing and slow fading. Observe that when the channel is memoryless (fast fading), 
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the perforn1ance is improved significantly as the code rate decreases. Hence, cod­

ing is more effective than processing gain. However, when the channel has memory 

(slow fading), coding actually results in a higher bit error probability. In this case, 

processing gain is more effective than coding. 

3.4 Downlink Performance Analysis 

For the downlink of a cellular radio system, all signals experience identical fading 

when transmitted to a particular receiver. That is, ).~ =An, 1 ~ j ~ K. As a result, 

(3.34) reduces to 

(3.50) 

Define the local mean vector 

(3.51) 

Suppose that Ap Ak for p :j:. k, as is the case £or an exponential MIP. Then the 

conditional PDF of Rj for a RAKE receiver with predetection selective diversity 

combining is 

where 

C L-1 
- L L (-1)t+1 LNnBt:exp{ -rjBt} 

t=1 i1 , ... ,jt n=O 

x ( (rjB1(K- l)!;,n- + lA+ (K-: l)!;,n-)) 
(rjBt(K- 1)~ + 1) 

L-1 A 

II-1~, 
k=O An-- Ak 
k#n 

and Bt is defined in (3.39). Using (3.52), (3.21), and (3.22) gives 

Pj(A) = ~t_L:(-1)1+II:.Nn 
t=1 .11 , ••• ,Jt n=O 

X { l- 8 1(K ~ l)A~exp {Bt(K ~ l)An + (K -
17
1)AJ 

(3.52) 

(3.53) 

x E1 (Bt(K ~ l)An + (K·-
17
1)AJ} · (3·54) 
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The perforrnance of a multipath rejection receiver can be easily obtained by setting 

£ = 1 in (3.54), leading to 

Corresponding expressions can be obtained for the bit error probability with equal 

gain combining, but they are omitted here for brevity. In all cases, the area averaged 

bit error probability is given by (3.23). 

Fig. 3.8 plots the bit error probability as given by (3.55) for a. mu.ltipath-fading 

channel, and by Eqs. (3.21 )-(3.23), and (3.24) for a nonfaded channel. Similar to the 

uplink, the performance degradation due to rnultipath-fading is significant. Fig. 3.9 

plots the bit error probability for a multipath rejection receiver and an £-tap RAKE 

receiver with predetection selective diversity combining. This figure shows that multi­

path diversity can offer a. significant improvement in the performance, but the degree 

of improvement diminishes rapidly with the number of simultaneous transmissions. 

Once again, if the channel either consists of a single faded path or is very dispersive, 

then the performance can be quite poor. 

Finally, Fig. 3.10 illustrates the effect of log-normal shadowing on the downlink 

performance. It is seen that in the region of moderate Ah shadowing will cause an 

increase in the area averaged bit error probability. However, for an interference limited 

environment (large A1 ), shadowing does not have n1uch effect. 

3.5 Cortcluding ]Remarks 

This section has analyzed the performance of three differentially coherent spread spec­

trum receivers in a cellular radio environment; a. multi path rejection receiver, a RAKE 

receiver with predetection selective diversity combining, and a RAKE receiver with 

postdetection equal gain combining. It was shown that multipath-fading can have a 

severe effect on the performance of a multipath-rejection receiver, especially when the 

channel is highly dispersive. A RAKE receiver was shown to improve the performance 
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significantly for a moderately dispersive channel. However, if the channel consists of 

a single faded path, a RAKE receiver cannot provide a performance improvement. 

In this case, antenna diversity may be required to guarantee an acceptable level of 

performance. It was also shown that error correction coding can provide a significant 

improvement in performance, provided that the channel fading rate is fast enough. 

However, for slowly varying channels it may not be desirable to use coding. 
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4 Multiple Cell CDMA Syste1n12 

4.1 Introductior1 

The previous section considered the perforn1ance of a single cell Direct-Sequence Code 

Division Multiple-Access (DS CDMA) mobile radio system. This section complements 

the previous section by considering the perforrnance of aDS CDMA system in a mul­

tiple cell mobile radio environment. It is not intended to provide a rigorous analysis 

of the specific DS CDMA cellular system proposed by Qualcomm [37]. Rather, it is 

intended to illustrate some of the generic properties and characteristics of a multiple 

cell DS CDI\1A mobile radio system. 

A nurnber of papers have appeared in the recent literature that evaluate mul­

tiple cell DS CDMA land mobile radio systerns, and a few are mentioned here. Lee 

[38] has provided an overview of cellular DS CDl\~A. Gilhousen et. al. [37] have 

provided a capacity analysis of a DS CDMA systena that accounts for the effects of 

path loss and log-normal shadowing, but does not explicitly consider the effects of 

multipath-fading. Pickholtz et. al. [39] have considered the use of DS CDMA for 

sharing a frequency band with narrow-band users. Rappaport and Milstein [23, 24] 

have examined the effect of path loss and user distribution on the performance of a 

DS CDMA cellular systen1. VojCic et. al. [40] have compared the capacity of TDMA 

and DS CD~fA for microcellular radio channels characterized by n1ultipath-fading. 

Finally, Simpson and Holtzman [41], and Ariyavisitakul and Chang [42], have studied 

the effect of adaptive power control and interleaving on the performance of a coded 

DS CDMA cellular system. 

Parts of this section consider some of the san1e issues addressed in the above 

literature, but with a different approach and emphasis. In this section, the basic 

approach is to evaluate the area averaged error probability, and to evaluate the error 

probability as a function of the distance frona the base-station. A Gaussian approxi­

mation is used for the multiple-access interference that accounts for the variation in 

12The work in this section was performed with the assistance of Chamrreun Kchao. 
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multiple-access interference due to multipath-fadin,g. By using this approach, we con­

sider some of the more common issues such as the use of RAKE receivers and uplink 

{mobile-to-base) power control, but also treat son1e peculiar features of a multiple 

cell DS CDMA system. One such feature is macroscopic base-station diversity, where 

the uplink transmissions can be received simultaneously by several base-stations [43]. 

Usually, the base-stations that are closest to .a mobile are the most effective for this 

purpose. Sometimes the more distant base-stations are more effective, depending on 

the severity of shadowing and the locations of the interfering mobiles. In this sec­

tion, two macroscopic diversity combining techniques are considered; majority logic 

combining and selective diversity combining. 

It is well known that power control is essential for the uplink of aDS CDMA 

cellular system. For a multiple cell DS CDMA system, it is also possible that power 

control can improve the downlink (base-to-mobile) performance. The reason is the 

corner effect, where a mobile in a cell corner is equidistant from three base-stations 

and will experience an increase in multiple-access interference. Nettleton and Alavi 

(44, 45], and Lee [38], have shown that downlink power control can be quite effective 

for channels without multipath-fading. This section will determine if a similar claim 

can be made for multipath-fading channels. 

In DS CDMA cellular systems, every cell uses the same carrier frequency, or 

set of carrier frequencies. This limits the reduction in multiple-access interference 

that can be gained from propagation path loss. Cell sectoring is effective for reducing 

multiple-access interference. It is common practice to use 120° cell sectors. For either 

the uplink or downlink, 120° cell sectoring reduces the multiple-access interference by 

roughly a factor of three. On the downlink, only one-third of the mobiles are in each 

cell sector (on average). On the uplink, the number of interfering mobiles is reduced 

by a factor of 3 (on average). Multiple-access interference can also be reduced by 

using voice activity detection, where a source does not transmit during the inactive 

voice periods [46]. This section assumes the use of 120° cell sectoring and provides 

some results on voice activity detection. 

The remainder of the section is organized as follows. Subsection 4.2 presents 
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the system and channel model. General expressions are derived for the area aver­

aged bit error probability and area averaged outage probability, in Subsection 4.3. 

Subsection 4.4 discusses the uplink performance and addresses the issues of power 

control and macroscopic base-station diversity. Section 4.5 considers the downlink 

performance and discusses the use of downlink power control. Finally, Section 4.6 

provides some concluding remarks. 

4.2 System and Channel Model 

The cellular layout is described by a uniform planar grid of hexagonal cells of radius 

R.13 Each cell contains a centrally located base-station. The cells are divided into 

120° sectors, where each sector employs the same carrier frequency. The mobiles are 

uniformly distributed throughout the system area with a density of K mobiles per 

cell. Since cell sectoring is used the number of mobiles in sector c, denoted by Kc, is 

a random variable.14 The effects of voice activity detection are .modeled by assuming 

that each transmitter is independently active with probability p, so that the number 

of active transmitters in each sector has a (Kc,P) binomial distribution. 

The channel model accounts for the effects of path loss, multipath-fading, 

multiple-access interference, and background noise. Details of the channel model are 

available in [4 7], and only a summary is presented here. 

4.2.1 Multipath-Fadi.ng 

Mobile radio channels are effectively modeled as a continuum of rrtultipath compo­

nents, and the low-pass irnpulse response of the channel c( r; t) is commonly modeled 

as a tapped delay line with a tap spacing equal to the pseudo-noise chip rate Tc 

[28, 29, 30, 31], i.e., 
00 

c( r; t) == L en(t)S ( T- nTc) , (4.1) 
n=-oo 

13 R is the distance from the center to a corner of a cell. 
14Since the same carrier frequency is used for every sector of every cell, references will be made 

to sectors rather than cells. 
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where the tap gains {en ( t)} are complex Gaussian random processes. For a wide 

sense stationary channel with uncorrelated scattering the en(t) are uncorrelated and, 

because they are Gaussian, independent. Bor a total multipath spread Tmax, the 

tapped delay line can be truncated at L = LT max/TcJ + 1 taps, where l x J is the 

largest integer contained in x. For a slowly varying channel, cn(t) = Cn for the 

duration of several tens of data bits. 

AssUJming the above tapped delay line 1model, the total instantaneous received 

bit energy-to-background noise ratio is 

L-Jl 

A= L An , (4.2) 
n=O 

where An = lenl20 and 0 ~ ~ is the received bit energy-to-background noise ratio in 

the absence of multipath-fading. If the len I are Rayleigh distributed, then the An are 

exponentially distributed with mean value An = E[icnl2]0. The An are related to the 

Multi path Intensity Profile (MIP) of the channel, Q( T ). Following the development 

in [29], suppose that Q(nTc + r) ~ Q(nTc) for 0 S 1r- S Tc, meaning that the channel 

impulse response is stationary for delay intervals of length Tc. Then 

An = TcQ( nTc)O , 0 :5 n ~ L - 1 . (4.3) 

The channel MIP can assume various forms, but a rnobile radio channel is well char­

acterized by the exponential MIP 

Q(nTc) = ?fexp{-n/c} , 0 S n S L -1 , (4.4) 

where ?f is a constant that specifies the total average received signal power, and c; is 

a measure of the delay spread of the channel relative to a chip duration. This model 

has been included in the specifications for the GSM-System [25]. Our analysis will 

assume that all channels have the same MIP, but in reality all channels will have a 

unique MIP. Taking the expectation of both sides of (4.2), and using (4.3) and (4.4) 

gives 

A= I: An= (JTc.P 1- exp{ -L/c:} ' 
n=O 1- exp{ --1/c;} 

(4.5) 
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where A is interpreted as the total average received bit energy-to-background noise 

ratio. It follows from ( 4.3), ( 4.4), and ( 4.5) that 

An 
__ ( 1 - exp{ -1/ e}) exp{ -n / e} A 

, O~n~L-1. 
1- exp{ -L/e} 

(4.6) 

When obtaining numerical results it will be assumed, somewhat arbitrarily, that 

~::-L-1 (,.- 2' 

4.2.2 Path Loss 

A multitude of path loss prediction models exist for UHF /VHF land mobile radio 

[24, 32, 31]. A simple theoretical model assumes that 

where 

o~r~( 

(~r::;1 

r .o. normalized distance between the receiver and transmitter 

(r = 1 when the actual distance is equal to R). 

A1 the value of A when r = 1. 

.6. 
a propagation path loss exponent. 

(4.7) 

The parameter ( is included, because lim;_0 .p.-·o A, = oo. The path loss exponent 

ranges from a = 2 in free space to a = 4 in a dense urban area. When obtaining 

numerical results, it will be assumed that ( == 0.1 and a = 4.15 

4.2.3 Self Interference and Multiple-A~ccess Interference 

As mentioned in [35], it is desirable to find reasonably large sets of spreading sequences 

that have small autocorrelation sidelobes in the time intervals during which delayed 

signals with significant power are expected. This will minimize the self-interference 

15The numerical results will not be applicable to a microcellular environment, where 2 :S a :S 3 is 

more realistic [21], [22]. 
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due to multipath. The spreading sequences :must have small cross-correlation side­

lobes over all delays, because the uplink transmissions are asynchronous. A subset of 

the Gold sequences can be constructed having these desirable correlation properties. 

In particular, there are 2m + 1 Gold sequences of length 2m - 1 that have autocorre­

lation values from the set {2m -1, -1, tm- 2, -tm}, and crosscorrelation values from 

the set { -1~, tm- 2, -tm}, where 

im = { 

2(m+l)/2 + 1, m odd 

2(m+2)/2 + 1, m even 
(4.8) 

Of these 2m + 1 sequences, 2m-n+l + 1 of them will have their first autocorrelation 

sidelobe (tm- 2 or - tm) at least n chip durations from the main lobe. Consequently, 

this subset of sequences will introduce negligible self-interference if used on a channel 

having n or fewer significant paths.16 

The spreading sequences are usually deterministic and periodic, as in the above 

example. Nevertheless, the analysis of DS CDivlA is often simplified by assuming that 

the spreading sequences are completely rand01n. \Vith this approach, the multiple­

access interference at the front end of the receiver matched to the desired signal is 

modeled as additional broadband Gaussian noise [48, 13,, 14, 15, 12]. The presence or 

absence of chip and phase alignment of the co-users can be accounted for by scaling the 

processing gain [12]. The effect of using detern1inist:ic rather than random spreading 

sequences can also be accounted for by scaling the processing gain, but in a more 

complicated fashion [48]. 

Two Gaussian approximations are considered in this section. We do not com­

pare the Gaussian approximations with more accurate approximations, but the results 

in [13, 14, 15] tend to suggest that a Gaussian approximation is quite accurate. 

4.3 Gen4eral Performance Analysis 

Let .A~c) be the instantaneous received bit energy-to-background noise ratio that is 

associated with path nand transmitter i located in sector c. If the self interference due 

16References to a channel path refer to a channel tap in the tapped delay line channel model. 
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to multi path is neglected, and the multiple-access interference is treated as additional 

broadband Gaussian noise, then the instantaneous received bit energy-to-total noise 

ratio that is associated with transmitter j and path t is [46]17 

d(O) 
R 

At 
JA t = .( )• ' 1 -1 "\""" \" c + 71 Z...~c,.i,nEU An 

(4.9) 

where 71 is the processing gain. In the denominator of ( 4.9), the "1" accounts for the 

background noise, while the summation accounts for the multiple-access interference 

from all other co-users sharing the same bandwidth. The set U in ( 4.9) is defined as 

( 4.10) 

where 

Uc = {(c, i, n): kci = 1, 1 ~ i ~ Kc, 0 ~ n ~ L -- 1, and (c, i) f (0,})} , (4.11) 

and kci = 1 if transmitter i in sector c is active, and kci = 0 otherwise. The set A in 

( 4.10) differs for the uplink and downlink. For the uplink, multiple-access interference 

is caused by mobiles that are located in the :shaded sectors of Fig. 4.1, where only 

the adjacent cells are shown. For the downlink, multiple-access interference is caused 

by base-stations transmitting to mobiles that are located in the shaded regions of 

Fig. 4.2, where again, only the adjacent cells are shown. In either case, A is the 

appropriate set of shaded sectors. 

The instantaneous processed bit energy-to-total noise ratio depends on the type· 

of receiver that is used. For a multipath rejection receiver this is18 

( 4.12) 

Likewise, if an £-tap RAKE receiver is used with predetection selective diversity 

combining, then 

Rj = max{ RJ,t : 0 ~ t ~ .C - 1} . ( 4.13) 

17Unless otherwise indicated, it is always assumed that the reference mobile is. located in sector 0. 

18Here we assume the exponential MIP in ( 4.4) so that the zero path is the dominant path. 
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In the sequel, the bit error probability of a rnultipath rejection receiver can be obtained 

by simply setting £ = 1 in the· various expressions that will be derived. Similar to 

the development in [35], it is also possible to use a :RAKE receiver with postdetection 

equal gain combining. Although this type of diversity combining provides slightly 

better performance, it will not be considered here :for the sake of brevity. 

To compute the bit error probability and outage probability, define the mean 

vector 

A (Al(O) Al(O). . AKo(O) AKo(O). . Ai(c) Ai(c) . ) 
0 ' · · · ' L-1 ' · · · ' 0 ' · • • ' L-1 ' • • • ' 0 ' • • • ' L-1' • • • ' 

(4.14) 

where A~c) = E[.A~c>]. The vector A is random because the mobile locations are 

random, and the joint Probability Density Function (PDF) of A is denoted by f(A). 

The elements of A are related by ( 4.6). In order to account for the random user voice 

activity, let the binary vector 

( 4.15) 

represent the _fth activity pattern. Again, kci = 1 if transmitter i in sector c is active, 

and kci = 0 otherwise. It is always assumed that the reference transmitter is active, 

i.e., k05 = 1. Assuming that all mobiles are independently active with probability p, 

the probability of the ,eth activity vector is 

K.e, is 

Kc 

p{Kt) = II II pkcj (1 - p)l-kcj • 

cEA i=I 
(c,j) :# (O,j) 

( 4.16) 

The bit error probability associated with transmitter j, as a function of A and 

P.i(A,Kt) = f' G(rj)fRjiA(rj!A)drj , ( 4.17) 

where G(rj) is the bit error probability as a function of the instantaneous processed 

bit energy-to·-total noise ratio, and fRjiA(rjiA) is the conditional PDF of Rj. The 

conditional PDF fRjiA(rjiA) assumes various forms that will be derived throughout 

the remainder of the paper. The function G(rj) depends on the type of detection and 

diversity combining being used. If either a di:fferentially coherent multipath rejec­

tion receiver, or a differentially coherent RAKE receiver with predetection selective 
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combining is used, then [25] 

G(rj) = ~ exp{ -rj} . (4.18) 

Note that ( 4.18) implies that differential detection is performed on the signal after 

despreading, rather than on the chip sequence. Other types of receivers, e.g. coherent 

receivers, can be analyzed by defining the appropriate function G(rJ) at this point. 

The area averaged bit error probability is obtained by averaging over the den­

sity of A to account for the random mobile locations, and the distribution of Kt to 

account for the random user voice activity .. This leads to 

( 4.19) 

When obtaining numerical results, the averaging over A can be accomplished by 

generating a large number of uniformly distributed mobile locations. For each set of 

mobile locations, a large number of activity vectors are generated, and P5( A, Kt) is 

calculated for each activity vector. Finally, an empirical average of the P5(A, Kt)'s is 

formed. 

Sometimes it is desirable to compute the area averaged outage probability, 

which is defined as the area· averaged probability that Pj{A, Kt) will exceed a constant 

P*. This is given by 

(4.20) 

where u( · ) is the unit step function. 

Error correction coding can also be used to improve the performance, as dis­

cussed in (41, 4 7, 42]. Error correction coding is not considered in this section, again 

for brevity, but it is easy to include in our formulation using the approach in [4 7]. 

We simply note that the effectiveness of error correction coding depends upon how 

well the combination of adaptive power control and delay constrained interleaving 

can create a memoryless coding channel, under conditions of varying Doppler spread. 

This issue has been partially addressed in [41, 42], hut it is not completely resolved. 
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4.4 Uplink Performance Analysis 

4.4.1 Uplink Performance Without Power Control 

For the uplink channel, the channel tap gains c~c) are uncorrelated for all c, n, and i. 

Furthermore, if power control is not used, then the A~ c) will be distinct V c, i, and n.19 

After some algebraic details [49], the conditional density of Rj in (4.13) is 

c ( (r!B,~ + 1 + ~)) 
fRjiA( rjiA) = L L ( -1)1+

1 L .Nc,i,nBt exp { -rjBt} J ( ~ i(c) ) ; 

t=1191J ... ,19t (c,i,n)eU r~!.Bt~ + 1 
1 f1 

where 
Ai(c) 

Nc,i,n = II Ai(c) n A k(m) ' 
(m,k,l)EU\{(c,i.,n)} n - H.l 

1 1 
Bt Aj(O) + . . . + AJ(O) ' 

19t 't 

( 4.21) 

(4.22) 

( 4.23) 

and 2::191 , ••• ,1?t is the summation over the distinct t-element subsets of { 0, 1, 2, ... , C-1}. 

Using ( 4.21) and ( 4.18) in ( 4.17) gives 

Pj(A,Kt) = ~ t L (-1)t+l L .Nc,i,n (4.24) 
t=l t?t , ••• ,19t (c,t,n)EU 

X { 1 B,~~c) exp { B,~~~ + A~ c)} Et (B,~~c) + A; c)) } > 

where En( x) = Jt' e-xtt-ndt is the exponential integral of order n. 

Sometimes the above expressions exhibit nurnerical instability when lUI, the 

cardinality of U, is very large (there are many cells, mobiles, and/or channel paths). 

Numerical instability was observed to occur when ~~c KcL ~ 400. Under this con­

dition, the conditional PDF in ( 4.21) will not numerically integrate to unity. For­

tunately, when lUI is large the central limit theorem can be invoked and a Gaus­

sian approxinaation can be used. The mean and variance of the random variable 

X "1-1 
l:c,i,nEU A~c) in ( 4.9) are 

11 = "1-1 E A~c) ' ( 4.25) 
c,i,nEU 

19This is certainly true for all c and i, but it also assumes distinct values of An in ( 4.3). This 

latter assumption is made throughout this section, but does not result in any loss of generality. 
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and 

0'2 = 11-2 L [A~c)]2 , ( 4.26) 
c,i,nEU 

respectively. The random variable xis approximated as being Gaussian. Note from 

( 4.9) and ( 4.13) that the accuracy of the Gaussian approximation depends lUI, but 

does not depend on the diversity order £. Because the multiple-access interference x 

cannot assume a negative value, a further approximation is used. In particular, only 

the positive portion of the Gaussian PDF is used and is normalized by the factor 

Q( -p,fu) to form a valid PDF. This further approximation is reasonably accurate 

when Q( -JL/u) is close to unity. The condition under which this occurs can be 

roughly stated as follows. Suppose that the path loss is neglected so that the A~ c) are 

equal. In this case p,f u = y'fUI. Even when the total number of interfering mobiles 

is quite. small, Q(-p,fu) ~ 1, e.g. when lUI == 6, p,fu 2.45 and Q( -p,fu) = 0.993. 

From this argument, it follows that the conditional PDF in ( 4.21) has the approximate 

form (47] 

Using (27) and (4.18) in (4.17) gives 

(4.28) 

4.4.2 Uplilnk Perforn1ance with A verag'e Po.,;ver Control 

Suppose that the emitted power levels from all mobiles are adjusted so that the base­

stations receive the same total average signal power from each mobile in a cell sector. 
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Since the average received interference fro:m mobiles in other cells is a constant, the 

ratio of the average received total bit energy to the average received total noise ratio 

will also be the same for every mobile in a cell sector. This power control technique is 

similar in some ways to the intracell power balancing scheme proposed by Nettleton 

and Alavi [43]. Let A (c) be the total average receiv~ed bit energy-to-background noise 

ratio at base-station c from any mobile in sector c. The total average transmitted bit 

energy-to-background noise ratio from all 1nolbiles in sector c is 

where 

d(r) = { 
1 

' 
(rR)a , 

o~r~( 

(~r~I 

(4.29) 

( 4.30) 

and r~~)) is the normalized distance between the sector c base-station, and mobile i 

in sector c. In order to make a fair comparison to the case when power control is not 

used, 'lie is related to At by 'lie= KcRaAt· Then by using (4.29) 

A(c)- KcRa A 
- "\'Kc d( ... i( c)) J ' 

L...,i=l r(c) 
( 4.31) 

Finally, the total average received bit energy-to-background noise ratio, at the sector 0 

base-station, from mobile i in sector c is 

d( ..,·i(c)) 
Ai(c) _ A(c)~~ 

- f("·i(c)) 
c r(o) 

( 4.32) 

and r~~)) is the normalized distance between the sector 0 base-station and mobile i in 

cell c. 

1} Error Probability: Once again, the channel tap gains c~c) are uncorrelated for all 

i, c, and n. With perfect average power control A~~o) is the same for all mobiles in 

sector 0, and is simply denoted by A~o). However, the A~ c)'s with c =f. 0 are all distinct. 

As in Section IV-1, it is possible to derive the exact conditional density fRjiA(rjJA) 

and the corresponding expression for PJ(A, Kt). VVe refer the interested reader to 

[4 7] for these expressions. Unfortunately, the exact t~xpression for Pj(A, Kt) exhibits 
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numerical instability even when lUI is relatively small, in this case when lUI ~ 36. 

As before, a. Gaussian approximation can be used to remedy this problem, provided 

that lUI is large enough. In this case, the rnean and variance of the Gaussian random 

variable X == TJ-1 
Lc,i,nEU ,\~c) in ( 4.9) are 

Ko 

J1- = TJ-1 L koiA~o) + TJ-1 ~= A~c) ' 
i=1 c,i,nEV 

and 

i=1 c,i,nEV 

respectively .. The set V in ( 4.33) and ( 4.34) is defined as 

where 

vg Llv:~, 
c€.4 
c:#O 

Yc = {(c,i,n): kci = 1,1 ~ i ~: Kc,O ~ n ~ L -1} , 

and A is the set of shaded sectors in Fig. 4.1. 

( 4.33) 

( 4.34) 

(4.35) 

( 4.36) 

The values of A i(c) obtained from ( 4.32) are used with ( 4.6) to obtain p. and 

0', which are in turn used in (4.29) to approximate the error probability Pj(A, Kt)· 

Finally, the area averaged bit error probability and area averaged outage probability 

are obtained from ( 4.19) and ( 4.20), respectively. 

4.4.3 Macroscopic Base-Station Diversity 

Suppose that the signal from each mobile is received and processed by the three 

closest base-stations, thereby providing macroscopic diversity. 20 The system area is 

effectively partitioned into a uniform triangular grid as shown in Fig. 4.3, such that 

the base-stations on the vertices of each triangle are used to process the signals from 

all mobiles located within each triangle. For example, in Fig. 4.3 the signal from the 

reference mobile is processed by base-stations 0, 2, and 3. 

20If shadowing is neglected, then the three closest base-stations will always be the most effective. 
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Let P5(Ad,K.e), d = 0, 1,2, be the bit error probabilities corresponding to the 

base-stations that are processing the signal from Inobile j, and let Ad be the mean 

vector A corresponding to base-station d. 

1} Majority Logic Combining: Since each of the base-stations provides an independent 

estimate of an information bit, a majority logic decision can be made. In this case, 

the value of P5(A, Kt) used in ( 4.19) and ( 4.20) is 

P5(A, Kt) == P5(A0
, K.e)PJ(A\ }~.e)P5(A2 ., Kt) 

+ (1- PJ(A0 ,Kt)) PJ(A\Kt)PJ(A2 ,Kt) 

+PJ(A0 ,Kt) [1-- PJ(A\Kt)] PJ(A2 ,Kt) 

+PJ(A0 ,Kt)PJ(.A\Ke) (1 PJ(A2 ,Kt)] . ( 4.37) 

2} Selective Combining: An alternative to majority logic combining is selective com­

bining, where a selection is made in favour the base-station that provides the smallest 

bit error probability P5(Ad, Ke). The resulting bit error probability used in (4.19) and 

( 4.20) is 

( 4.38) 

4.4.4 Numerical Results 

All numerical results assume a processing gain of 77 = 1000. Only the multiple-access 

interference from the reference cell and the first tier of surrounding cells is included 

in the calculations. The multiple-access interference from the higher tiers of cells is 

neglected, since it has relatively little impact on the performance [48]. 

Fig. 4.4 plots the area averaged bit error probability with base-station diver­

sity, but without uplink power control. The exact conditional conditional PDF in 

( 4.21) and the corresponding error probability in ( 4.24) were used. A significant im­

provement is achieved by using selective diversity. This improvement will probably 

diminish for large K, but will be restored if shadowing is present. Majority logic 

combining is seen to improve the performance slightlly at large A 1, but it is actually 

worse at small A f. The reason this perfornaance degradation is that the bit error 

probabilities on the diversity branches are not equal. 
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Fig. 4.5 plots the area averaged bit error probability against the number of 

mobiles per cell for A1 -+ oo.21 Results are shown with and without base-station 

diversity, and with and without average power control. As shown in Fig. 4.5, ( 4.24) 

and ( 4.28) are the same for large K, but differ significantly for small K. 

Fig. 4.6 plots the area averaged bit error probability against the number of 

channel paths, using ( 4.28). Even a small anaount of multi path diversity improves 

the performance significantly, provided that the channel has the right amount of 

dispersion. However, if the channel either consists of a single faded path or is very 

dispersive, then the performance can be severely degraded because the lack of diversity 

or the increased multiple-access interference, respectively. 

Figs. 4.8 and 4.9 plot the bit error probability and outage probability as a 

function of the distance from the base-station, using ( 4.28). It is seen that uplink 

average power control keeps the error probability and outage probability almost con­

stant regardless of the distance from the base-station. 

Finally, Fig. 4.10 shows the effect of using voice activity detection. Results are 

shown with the exact conditional PDF fRjiA(rj;IA) and its Gaussian approximation. 

The instantaneous bit error probability depends, in a rather complicated way, on the 

number and location of active mobiles. Despite of this fact, it is verified that a voice 

activity factor of p simply increases the capacity by a. factor of 1/ p even for small K. 

4.4.5 Estimate of Uplink Channel Capacity 

In order to estimate the uplink capacity we must make a variety of simplifying as­

sumptions. First, it is assumed that the channel is characterized by a rectangular 

power delay profile instead of the more realistic exponential power delay profile. This 

assumption has opposite effects on the estirnate of channel capacity. It makes the 

capacity estimate somewhat pessimistic because the multiple-access interference will 

be higher. At the same time it makes the capacity estimate optimistic, because a 

RAKE receiver will gain a greater diversity advantage. 

21The condition A1 ....,. oo means that the background noise is negligible when compared to the 

multiple-access interference. 
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Since uplink power control is used, the ratio of the average received total 

bit energy to the average received total noise ratio is the same for every mobile in 

a cell sector. We then make the assumption that the average received total noise 

has a constant variance. In actual fact, the variance will not be constant due to 

multipath-fading, and this assumption will rnake the capacity estimate pessimistic. 

We also make the assumptions that adjacent cells increase the level of Inultiple-access 

interference by a factor of 1.5, cell sectoring increases the capacity by a factor of 3, 

and voice activity gating increase the capacity by a factor of 2. Finally, we assume 

that the uplink transmissions are chip and phase asynchronous and, therefore, the 

effective processing gain in ( 4.9) is increased by a factor of 3 [10]. As a result of these 

assumptions, the ratio of the average received total bit energy to the average received 

total noise ratio on each diversity branch is approximately 

- 37] 
I= 1.5(K/f)- 1)L ' 

(4.39) 

where K is the number of mobiles per cell. 

With the above assumptions, a value of 1.9 x 10-4 should be observed for L = 2 

and a 2-Tap RAKE receiver in Fig. 4. 7, which is almost exactly what we ?bserve. At 

L = 10 we should observe a value of 4.0 x 10-3 . The observed value is approximately 

2.0 x 10-3 which is smaller only by about a factor of 2. So our assumptions are 

reasonable. 

The error probability depends on the type of diversity combining and detec­

tion being used. We assume that a RAKE receiver is used with either differentially 

coherent detection or coherent detection. The base-station uses spatial diversity with 

nA antennas, so that the number of diversity branches is nA x £, where £ is the 

number of taps on each RAKE receiver. The RA:fCE receiver uses either selective 

combining or maximal ratio combining. With n1axirnal ratio combining, the bit error 

probability is [23] 

= (!..=.1:) .C-1 (£ -1 + k) (( ~) k 
pb 2 L: k 2 ' 

k=O ' 
( 4.40) 
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where 

{ 
fiL+i _ coherent 

p.= Vf+~ 
differentially coherent 

( 4.41) 

With selective combining and coherent detection 

R -·- k 1- 'f 
.c .C-1 (.C-1) ( )k [ J ] 

b-2?; 1+k 1+k+i 
( 4.42) 

With selective combining and differentially coherent detection 

( 4.43) 

We make the final assumption that the bit error probability is constant throughout 

a cell, which is justified from Fig. 4.8. 

By using the above expressions, we have computed the number of mobiles 

per cell that will result in an error probability of 10-3 • A processing gain of 1000 

was assumed, corresponding to a baseband data rate of 12.5 kb/s. This data rate 

is chosen so that comparisons can be made to the IS-54 TDMA system with a raw 

data rate of 12.8 kb/s per channel. Results in [48] suggest that the total capacity 

in a given bandwidth allocation is not sensitive to the choice of processing gain. In 

Table 4.1, these capacities are compared to a TDMA system with 178 channels/cell. 

This number is determined as follows. There are 416 available carrier frequencies 

which are divided amongst 7 cells. Each carrier provides 3 channels, so there are 178 

channels/cell. Each channel a data rate of 12.8 kbfs. Hence, the baseband data rates 

of the CDMA and TDMA systems are rough~y the sa:me, and any difference can easily 

by accounted for by scaling the capacity estimates. 

Observe from Table 4.1 that the capacity with equal gain combining is roughly 

4 times the capacity with selective combining. Also, the capacity with coherent 

detection is 2 times the capacity with differentially coherent detection. As long as 

antenna diversity is used with a RAKE receiver, i.e, .C 2:: 2, CDMA provides a larger 

capacity than TDMA. Antenna diversity is necessary to prevent the unacceptably 

large error probability (and corresponding poor capacity) that will result for channels 

with a single faded path. This is evident fro:m Table 4.1 and also Figs. 4.6 and 
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Channel Antennas RAKE Selective Combining Maximal Ratio Combining 
Paths L nA Taps .C Coherent Diff. Coherent Coherent Diff. Coherent 

1 1 3 0.30 0.17 0.30 0.17 
2 1 3 1.89 1.15 2.65 1.32 
3 1 3 2.81 1.84 5.00 2.39 
1 2 1 3.75 2.27 5.27 2.60 
2 2 1 1.89 1.15 2.65 1.32 
3 2 1 1.27 0.78 1.78 0.89 
4 2 1 0.96 0.59 1.34 0.68 
2 2 2 6.25 2.74 13.34 6.14 
3 2 2 4.18 1..84 8.91 4.10 
4 2 2 3.14 1.39 6.68 3.09 
3 2 3 6.30 4.43 17.49 7.51 
4 2 3 4.74 3.33 13.13 5.65 

Table 4.1: Uplink Capacity Estimates (Capacity CDMA/Capacity TDMA) 

4. 7. Finally, the benefits of using base-station diversity have not been included in 

Table 4.1. 

4.5 Downlink Performance Analysis 

4.5.1 Dow·nlink Performance Without Power Control 

For the downlink channel, c~c) is uncorrelated with c~c), for ( c, n) =f. ( c, n ). However, 

all signals received from the same base-station will have propagated over the same 

channel. Therefore, for fi.xed ( c, n), the c~c) are aU equal. Without power control 

A~ c) is the same for all mobiles in sector ~' and is denoted by A~c). But the A~c) are 

all distinct with respect to c and n. After some algebraic details [47], the conditional 

PDF of RJ in ( 4.13) is 
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where 
" L·-1 A (c) 

Nc,n = IT IJ A (c) n A (i) ' 
iEA k::O n k 

(i,k) ':# (e,n) 

A~c) = { (Ko- 1)A~c) 
K A(c) 

c n 

c=O 

By using (4.44) and {4.18), (4.17) becomes 

( 4.45) 

( 4.46) 

Finally, Eqs. ( 4.19) and ( 4.20) give the area average bit error probability and the area 

averaged outage probability, respectively. 

4.5.2 Downlink Performance with A.verage Power Control 

One approach for implen1enting downlink power control is to rnainta.in the same ratio 

of the average received bit energy to the average received total noise for every mobile 

in a cell sector. This is similar in some ways to the intracell power balancing scheme 

proposed by Alavi and Nettleton [44]. Here, we call it intrasector power balancing. 

1) lntrasector Power Balancing: Let \ll(i, c) be the total average transmitted bit 

energy-to-background noise ratio corresponding to a. total average received bit energy­

to-background noise ratio of A{i, c) at mobile i in sector c. The sum of the total 

transmitted average bit energy-to-background noise ratios for sector cis 

Ke 

Wc=L\l'(i,c), ( 4.48) 
i::l 

To make a fair comparison to the case when power control is not used, \l1 c and A f 

are related by We= KcRa A1. Let rt~)) be the normalized distance between the sector 

b base-station and mobile i in sector c. The sum of the total average received bit 

energy-to-background noise ratios from all base-stations, at mobile i in sector c, is 

"' Wb 
Li d{ ';i(c) -) 
be.A r (b) 
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where d( · ) has been defined in ( 4.30). Assume that the signal from transmitter i 

of the sector c base-station is intended for mobile i in sector c. Then the average 

received bit energy-to-average received total noise ratio, at mobile i in sector c, is 

(4.50) 

Rearranging this expression gives 

S i(c) ( \ll ) \II . _ d --i(c) -1 - b 
1 (t, c)- 1 + 1/-lSi(c) (r(c) ) 1/ L d( .i(c)) + 

bEA r(b) 

( 4.51) 

However, from (4.48) 

Kc Si(c) d ... i(c) ( -1 ..., \II b + 1) 
IJ!c Ll+'f/-lSi(c) (r(c)) 1J Ld("i(c)) 

t=l bEA r (b) 

( 4.52) 

With intrasector power balancing, the power transtnitted to each mobile in a sector 

is adjusted so that Si(c) = S(c), i = 1, ... , Kc. Therefore, ( 4.52) gives 

( 4.53) 

By using ( 4.53) with \Ill = K1Ra AJ, the S(c) for all c can be obtained. After doing 

so, the \ll(i, c) for all c and 1 ~ i ~ Kc can be generated from (4.51). Finally, if the 

bit error probability of mobile j in sector 0 is of interest, then 

Ai(c) = \ll(i, cl 
d( .. j(O)) . 

r(c) 

(4.54) 

2) Error Probability: Once again, for the downlink with power control, c~c) is un­

correlated with c~c>, for (c,n) -=f. (c,n), and c~c) = c~c), V i,i. However, with power 

control A~c) ;t:. A~ c) whenever ( c, i, n) # ( c, i, n). It follows that the conditional PDF 

of Rj in (4.13) is [47] 
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where 
L-l }\(c) u TI[ i~A- (i) ' 

tEA k=O Hn - k 
(i,k)~ (c,n) 

( 4.56) 

c=O 
( 4.57) 

By using (4.55) and (4.18), (4.17) becomes 

The values of A~ c) in ( 4 .. 58) are obtained front ( 4.54) and ( 4.6). Finally, Eqs. ( 4.,19) 

and ( 4.20) give the area averaged bit error probability and the area averaged outage 

probability, respectively. 

4.5.3 Numerical Results 

Again, all numerical results assume a processing gain of 77 = 1000, and only the mul­

tiple access interference from the reference base-station and the first tier of interfering 

base-stations is included iin the calculations. All numerical results were obtained by 

using the exact conditional PDF's for fRjiA(rjiA) and the associated error probabili­

ties in (4.47) and (4.58). 

Fig. 4.11 plots the bit error probability against the number of channel paths. 

Results are shown without power control and with intJrasector power balancing. Again, 

a small amount of multipath diversity improves the performance significantly. How­

ever, downlink power control offers very little improvement in the area averaged bit 

error probability. 

Fig. 4.12 plots the bit error probability as a function of the normalized distance 

from the base-station. From this diagram, it is apparent that downlink power control 

is quite effective for combating the corner effect, and its usefulness tends to be more 

apparent when diversity is used. 
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4.5.4 Estimate of Downlink Capacity 

To estimate the downlink capacity, we follow the :same procedure as for the uplink. 

Once again, the bit error probability is alrnost constant throughout the cell if intra­

sector power balancing is used. As a result, the same analysis that was used for the 

uplink can be applied, except that ( 4.39) is slightly different. In particular, trans­

missions on the downlink can be made chip asynchronous by introducing a random 

chip delay into each of the waveforms. However, since one modulator is used, the 

transmissions from the same base-station will be phase synchronous. Moreover, the 

transmissions from other interfering base-stations will be phase synchronous with re­

spect to each other, but asynchronous with respect to the desired signal. Therefore, 

like the uplink, the effective processing gain is still increased by approximately 3 [10]. 

Furthermore, comparison with the results in [35] shows that the adjacent cells will 

increase the level of multiple-access interference by a factor of 1. 7. This is slightly 

higher than the factor of 1.5 for the uplink, and the difference can be attributed to 

the corner effect. Therefore, for the downlink 

1.7(K/6- l)L . 
( 4.59) 

The resulting downlink capacities are listed in Table 4.2. 

Comparison of Tables 4.1 and 4.2 shows that the downlink capacity is less than 

the uplink capacity. Mobile antenna diversity is necessary to prevent an excessively 

high error probability for channels with a single faded path, as shown in Fig. 4.11. 

Similar to the uplink, CDMA yields a larger capacity than TDMA provided that a 2 

or 3-tap RAKE receiver is used. 

4.6 Concluding Remarks 

This section has illustrated some of the typical properties and characteristics of a 

DS CDMA mobile radio system. For the uplink channel, a significant improvement in 

performance can be obtained by using macroscopic base-station diversity. Our results 

have also shown that average uplink power control will provide a nearly uniform bit 

error probability and outage probability throughout the system area. A significant 
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Downlink Capacity Estimates (Capacity CDMA/Capacity TDMA) 

Channel Antennas RAKE Selective Combining Maximal Ratio Combining 
Paths L nA Taps C Coherent Diff. Coherent Coherent Diff. Coherent 

1 1 3 0.27 0.15 0.2~7 0.15 
2 1 3 2.82 1.02 2.34 1.16 
3 1 3 2.48 1.62 4.42 2.11 
1 2 1 3.31 2.01 4.65 2.30 
2 2 1 2.82 1.02 2.34 1.16 
3 2 1 1.12 0.69 1.54r 0.79 
4 2 1 0.85 0 .. 53 1.18 0.60 
2 2 2 5.52 3.74 11. 7'7 5.41 
3 2 2 3.69 2.50 7.86 3.62 
4 2 2 2.78 1.88 5.90 2.72 
3 2 3 5.57 3.91 15.44 6.63 
4 2 3 4.18 2.94 11.59 4.98 

Table 4.2: Downlink Capacity Estimates (Capacity CDMA/Capacity TDMA) 

improvement can also be obtained from various microscopic diversity techniques and 

voice activity detection. For the downlink channel, downlink power control does 

not change the area averaged bit error probabHity. However, it is quite effective for 

combating the corner effect so as to provide a Inore uniform bit error probability and 

outage probability throughout the system area. The usefulness of downlink power 

control becomes more apparent when microscopic diversity is used. Finally, it was 

shown that CDMA can provide a larger capacity than TDMA provided that antenna 

diversity is used with at least a two-tap RAKE receiver on each antenna. If antenna 

diversity is not used, then CDMA will result in less capacity than TDMA if the 

channel exhibits a single faded link. It is to be noted that urban mobile radio channels 

typically exhibit less than 1 p s delay spread 60% of the time [25]. Hence, a CDMA 

system with approximately a 1 Mchip/s clock rate will experience a single faded link 

60% of the time in an urban environment. 
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Figure 4.1: Uplink transmissions from mobiles located in the shaded area will cause 

multiple-access interference with the uplink transmission from the reference mobile. 
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Figure 4.2: Downlink transmissions to mobiles located in the shaded areas will cause 

multiple-access interference with the downlink transmission to the reference mobile. 
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Figure 4.3: Triangular coverage areas will result when the three closest base-stations 

are used to provide macroscopic diversity for the uplink transmissions. 
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Figure 4.4: Uplink area averaged bit area probability against A,. Macroscopic base­

station diversity is used with a multipath rejection receiver. Uplink power control is 

not used; K 5, L = 2, a.nd p = 1.0. 
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Figure 4.5: Uplink area averaged bit error probability against number of mobiles per 

cell. Macroscopic base-station diversity is used with a multi path rejection receiver, 

and a comparison is made between error probabilities given by ( 4.24) and ( 4.28) ; 

L = 2, and p = 1.0. 
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Figure 4.6: Uplink area averaged bit error p1robability against number of channel 

paths. Results are shown for a multipath rejection receiver and a 2-tap RAKE receiver 

with selective combining. Average uplink power control is used; p = 1.0. 
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Figure 4. 7: Uplink area averaged bit error probability against number of channel 

paths. Results are shown for exponential and :rectangular power delay profiles. A v­

erage uplink power control is used; K = 20, p == 1.0. 
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Figure 4.8: Uplink bit error probability as a function of the normalized distance 

from the base-station. Results are shown for a multipath rejection receiver and a 

2-tap RAKE receiver with selective combining. Average uplink power control is used; 

K = 20, p = 1.0. 
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Figure 4.9: Uplink outage probability for various normalized distances from the base­

station. Results are shown for a multipath rejection receiver and a 2-tap RAKE 

receiver with selective cornbining. Average uplink power control is used; K = 20, 

p 1.0. 
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Figure 4.10: Uplink area averaged bit error probability against number of mobiles 

per cell, with voice activity detection. Results are shown for a multipath rejection 

receiver, and with and without average uplink power control; L = 2. 
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Figure 4.11: Downlink area averaged bit error probability against number of channel 

paths. Results are shown for a multi path rejection receiver and a 2-tap RAKE receiver 

with selective combining. The effect of usin1~ intrasector power balancing is also 

shown; p = 1.0. 
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Figure 4.12: Downlink bit error probability as .a function of the nonnalized distance 

from the base-station. Results are shown for a multipath rejection receiver and a 

2-tap RAKE :receiver with selective combining. The effect of using intrasector power 

balancing is also shown; ]{ = 15, p = 1.0. 
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5 Non-Iterative Algorit]h.r.n f(,r Adaptive Channel 

Estimation22 

5.1 Introduction 

The most widely used channels for digital communications are the voice band tele­

phone channels [23]. However, wireless channels are being used increasingly for digital 

communications. Second generation cellular rnobile telephone systems based on digi­

tal technology are being developed for the North American, European, and Japanese 

markets. These cellular markets are experiencing exponential growth. Currently, 

there are about 4 million mobile telephone subscribers in North America. It is antic­

ipated that this number will increase to 15-20 million by the rnid 1990's [49]. 

Many impairments appear when using HF or UHF /VHF channels for dig­

ital communications, such as multipath spread, multipath-fading, Doppler spread, 

and frequency offset [23]. Multipath spread causes InterSymbol Interference (ISI) 

between consecutive symbols, multipath-fading causes a very low received signal-to­

noise ratio when the channel exhibits a deep fade, and Doppler spread is indicative of 

rapid channel variations and necessitates an adaptive receiver with a fast convergent 

algorithm. 

The optimum (maximum likelihood) method for detecting digital signals cor­

rupted by ISI and additive noise is Maximum Likelihood Sequence Estimation (MLSE). 

One problem with MLSE is that the receiver c01nplexity is proportional to ML, where 

M is the size of the signal constellation and L + 1 is the length of the channel impulse 

response. This difficulty can be overcome by using reduced complexity receivers that 

retain most of the MLSE performance. Reduced-State Sequence Estimation (RSSE) 

[50], [51], and Delayed Decision Feedback Sequence Estimation (DDFSE) [52] are 

two such methods. It is well known that MLSE, RSSE, DDFSE, and other sequence 

estimation techniques can be efficiently implemented by using the Viterbi algorithm. 

Another approach is to use various forms of Sequential Sequence Estimation (SSE) 

22The work in this section was performed with the assistance of Kahlid Hamied. 
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with the Fano algorithm or stack algorithm [~55]. 

All sequence estimators require knowledge of the channel impulse response 

when computing the branch metrics, so that an adaptive channel estimator is nec­

essary. Various channel estimators have been proposed in the literature [56], [57]. 

Usually, a transversal digital filter with the least mean squares (LMS) algorithm is 

used for this purpose, because of its computational efficiency and simplicity in im­

plementation, [56], [58], [57]. It has been reported that the LMS algorithm performs 

almost as well as the Kalman algorithm for the purpose of channel estimation [57]. 

The usual procedure is to train the channel estimator with a known synchro­

nization sequence, and during this time the channel estimator is in "training mode". 

After the channel estimator has been trained, a decision feedback mechanism is used 

to adapt the channel estimator during data transmission, and the channel estimator 

is in "data mode." In a conventional receiver, the LMS algorithm is used for both the 

training and data modes. However, the Ll\1:S algorithm converges very slowly when 

the channel impulse response changes rapidly during the training mode. Further­

more, the accuracy of the channel estimate during the data mode, is quite sensitive 

to the accuracy of the initial channel estimate that is obtained after the training 

mode. Hence, for rapidly time-variant channels, the performance of the LMS algo­

rithm degrades. This problem can be remedied by using fast convergent recursive 

least squares algorithms, such as the Kalman algorith1n, during the training mode. 

Unfortunately, these algorithms are quite complicated to implement, because require 

multiplications and divisions. In [59], a non-·iterative algorithm was proposed for fast 

start-up equalization of baseband signaling on linear filter lSI (telephone) channels. 

This algorithm is extended in this section, so as to provide rapid equalizer training 

for adaptive equalization of quadrature modulation on multipath-fading lSI (mobile 

telephone) channels. A channel estimator that uses the proposed algorithm is very 

easy to implement in any DSP processor, because no multiplications nor divisions are 

needed. The algorithm only requires a specific training sequence. During the data 

mode, the adaptive channel estimator uses the LMS algorithm. 

The remainder of this section is as follows. Subsection 5.2 describes the system 
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and multipath-fading lSI channel model that is used to evaluate the proposed algo­

rithm. The algorithm is described in Subsection 5.:3, and the statistical properties of 

the noisy estimate are given. Finally, Subsection 5A discusses the performance of the 

new adaptive channel estimator by using software simulation studies. In particular, 

the algorithm is applied to the North American A]JPS D (IS-54) cellular standard. 

5.2 System and Channel Mo<iel 

The model chosen to represent the channel is the (L+ 1 )-tap transversal filter with 

tap spacing equal to the symbol duration T. The model is shown in Fig. 5.1 for D 

diversity branches, where TJt is the noise in the a,th diversity branch. The transmitted 

sequence is denoted by x 0 , x1 , ... and the sequence received over diversity branch d 

is denoted by yg, Yt .. .. The sampled impulse response of diversity branch dis 

Gd ( d d d)T = 9o, 9I , · • · , 9.L (5.1) 

All signals are written in baseband form and hence they are complex valued. The 

received sampled symbol at time t = kT is given by 

L 

d " d Yk = L.J 9i Xk-i + 'f/k k=8,S+1, ... (5.2) 
i=O 

where S is an arbitrary index and { 'T/k} are zero-Inean Gaussian random variables 

with variance ~E[ITJkl 2] =No. 

The tap coefficients {gf} are assumed to be independent zero mean complex 

Gaussian random processes, so that the { jgf!l} are Rayleigh distributed. It is impor­

tant. to note that in an actual channel, the tap coefficients may be correlated. Hence, 

our model is somewhat simplified, but it is widely used and accepted in the study of 

multi path-fading lSI channels [60], [61], [62], [1]. Regardless of the channel model, the 

adaptive channel estimator will work for any multipath-fading lSI channel. However, 

the exact performance will depend on the specific choice of channel 1nodel. 

In the simulation studies, the coefficients {gf} are obtained by using the 

method suggested by Jakes [63], with appropriate corrections to ensure that the co­

efficients {gf} are independent complex Gaussian rando1n processes. 
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5.3 The Non-Iterative Algorithm 

First assurr.te a noiseless environment, and chooseS= Lin (5.2). In this case equation 

( 5.2) can be written as 

L 
d ~ d 

Yk - L...J 9i Xk-i ~: = L,L + 1, ... (5.3) 
i=O 

Equation (fi.3) can be used to form consecutive (L + 1) x (L + 1) systems of linear 

equations. The starting index of the nth system (the subscript associated with yd is) 

Sn = L+n(L+1) n=:0,1,2, ... (5.4) 

where ( L + 1) is the number of unknown com.plex tap coefficients . 

If the transmitted symbols are known to the receiver (which is the case dur­

ing the training mode), then any linear system represented by (5.3) can be solved, 

assuming that the (L + 1) equations are linearly independent. The system of lin­

ear equations can be forced to be linearly independent by transmitting the following 

special training sequence 

-·1-j 

(1 + j)( -1) Lk-L/L+lJ 

k = 0,1, ... ,L- 1 

k==L,L+1, ... 

. . . ~~ L + N(L + 1)- 1 

where N is a positive integer, and l x J is the largest integer contained in x. 

(5.5) 

If the above sequence is transmitted, then consecutive (L + 1) x (L + 1) linear 

systems of equations of the following form can be generated 

where 

A-

1+j 

1+j 

l+j 

1+j 

-1-j 

1+j 

1 +j 

1+j 

n=0,1,2, ... (5.6) 

--1- j -1-j 

--1- j -1-j 

l+j -1-j 

1+j 1+j 
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d 
Ysn 

d 
9o,n 

d d 

yd YSn+l and Gd Y1,n 
n 11 

d 
Ysn+L 

d 
9L,n 

Any system of equations given by (5.6) is linearly independent. Assuming 

that the channel does not change during the formation of any system in Eq. (5.6), 

the solution of that system is given by 

d 
9i,n 

i=l, 2, ... , L 

n = 0, 1, .. . 

The division by 2(1 + j) can be avoided by de:lfining 

i = 0, 1, ... , L 

The {gi,n} can be found easily from {Yi,n} a.s follows: 

~(gf.n) = ~ ( ~(91,n) + ~(91,n)) 

("( d ) - 1 (n:(-d ) ~(·~d )) ... s 9i,n - 4 ~ 9i,n ·- !1i,n ' 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

where ~(z) and ~(z) denote the real and imaginary part of z, respectively. The 

division by 4 in Eq. (5.10) is simply perfonned by two logical shifts. 

Now assume that additive white Gaussian noise is present. Let {9~n} denote 

the noisy estimate of gf using the nth linear system i = 0, 1, ... , L, n == 0, 1, ... The 

solution of the nth noisy estimate is given by 1(5. 7) and (5.8), where Yt is given by 

(5.2). The mean square error of the noisy estirnate is 

i=0,1, ... L. (5.11) 
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If we assume that the channel does not vary during a time interval of length 

(L + 1)NT, where N is a positive integer, t:lb.en we can use (5.7) and (5.8) for n = 
0, 1, 2, ... , 1V - 1 and obtain N different solutions. Any difference in the solutions 

is due to noise, provided that the above assumption is valid. In this case, the mean 

square error of the estimate can be reduced by averaging the N different solutions. 

Taking the average over N, and denoting the new estirnate as gf, i = 0, 1, ... , L, and 

using (5.7) and (5.8) gives 

(5.12) 

(5.13) 

i =: 1, 2, ... , L 

The mean square error of the estimate in this case is equal to 

i=O,l, ... L. (5.14) 

For rapidly varying channels N must be chosen very carefully. If it is chosen too 

large, then the accuracy of the channel estimate willl degrade. 

5.4 Sim.ulation Results 

In this subsection, the new adaptive channel estimator is applied to the North Amer­

ican IS-54 digital cellular standard. It can also be applied to other cellular standards, 

such as the Japanese digital cellular standard, and to a lesser extent the European 

GSM-Systeml. The IS-54 standard uses 1r /4 qPSK and TDMA. Each frame is divided 

into six slots. Each slot consists of 162 symbols, of which 14 consecutive symbols are 

used for equalizer training and slot identification. It is assumed that the receiver is 

implemented using the MLSE structure shown in Fig. 5.2. 

Suppose that the channel consists of two, equal strength, Rayleigh faded rays, 

i.e., E[lg0 l2] == E[lg1 l2]. For this channel condition, Figs. 5.3 and 5.4 show the per­

formance of an MLSE receiver at 40 km/h and 100 km/h, respectively. In each plot, 
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three curves are shown. One corresponds to an ideal channel estimator where the 

branch metrics are formed by using an exact, but delayed version, of the channel 

impulse response. This delay corresponds to the decision delay of the Viterbi algo- -

rithm. For our purpose, we assume a decision delay of 8 symbols, although this can 

be varied. 

Another curve in each of Figs. 5.3 and 5.4 shows the performance when the 

LMS algorithm is used in both the training n1ode and data mode. In this case, that 

the synchronization sequence is assumed to precede the data sequence. The stepsize 

of the LMS algorithm was chosed to be 0.3, which gives near optimal performance. 

The final curve in each graph shows the performance when the new algorithm 

is used during the training mode, and the LMS algorithm is used during the data 

mode. Again, the stepsize of the LMS algorithm was chosen to be 0.3. For a channel 

impulse response of length 2, only 3 symbols are required to obtain a channel estimate 

with the new channel estimator. As a result, it is assumed that the frame structure is 

modified slightly when using the new algorithn1. In particular, four 3~symbol training 

sequences are equally spaced throughout the frame. Each training sequence is followed 

by a 37 -symbol data sequence. The remaining 2 syrnbols in each slot can be used for 

slot synchronization. 

At both vehicle speeds, the new algorithm in1proves the bit error performance 

significantly. In fact, at 100 km/h the LMS training algorithm yields an unacceptably 

high error probability. At this same vehicle speed, the new algorithrn keeps the error 

rate below 10-2 , which is acceptable for a properly designed voice coder. 
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Figure 5.1: Uncoded System with an Equivalent Di8crete-Time White Noise Channel 

Model, from [61] 
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Figure 5.2: MLSE Receiver Structure, from [63] 
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Figure 5.4: Performance of the New Channel Estimator at 100 km/h 
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6 Personal Communications and Microwave Radio23 

6.1 Introduction 

Recent proposals have been made by PCN America to use direct-sequence code di­

vision multiple-access DS CDMA as a channel access method for personal commu­

nication networks (PCN's ). It is anticipated that these PCN's will share spectrum 

with existing private microwave radio system.s in the 1850-1990 MHz band. In this 

study, we will determine the level of interference that a victim rnicrowave receiver 

can tolerate from an overlaying PCN that uses DS CDMA. At this point, two victim 

receivers have been considered. The first is the Harris Farinon DM2-4A-12 Digital 

Microwave Radio System. The second is a generic analog FDM/FM system. The 

overlaying PCN is assumed to use DS /BPSK modulation with raised cosine pulse 

shaping and various pseudo-noise chip rates or bandwidths. PCN systems having the 

following two bandwidths have been considered: 

• 1.25 MHz, corresponding to the DS CDMA system pr9posed by Qualcomm. 

• 48 MHz, corresponding to the DS CDMA system proposed by PCN America. 

The DS /BPSK transmitters and victiin receivers have been constructed in 

software using the Block Oriented System Simulator (BOSS) from Comdisco Systems. 

BOSS is a system time domain simulation package. The transmitter and receiver 

models, and various test systems, have been carefully constructed so as to meet all 

the appropriate manufacturer specifications and CCIR recommendations. Therefore, 

the performance results that have been obtained will closely reflect those that will be 

obtained from hardware implementations. 

The remainder of this section is organized as follows. Subsection 6.2 discusses 

the PCN transmitters, and Subsection 6.3 discusses the victim microwave receivers 

that have been implemented. Subsection 6.4 , describes the various experiments that 

were conducted to determine the level of interference that the microwave systems can 

tolerate from the PCN system. 

23The work in this section was performed with the assistance of Lih-Bor Yiin and Ming-Ju Ho. 
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6.2 Transmitter Models 

6.2.1 PCN Transmitters 

An overview of the transmitter used for the various PCN systems is shown in Fig. 6.1. 

As shown, the PCN transmitter uses dircect··sequence spread spectrum with binary 

phase shift keyed modulation (DS/BPSK). 

The data sequence in the PCN transrnitter is assumed to be random. In the 

particular system proposed by PCN America, the data sequence is a 32 kb / s delta 

modulated voice signal. The spreading sequence is also assumed to be a random 

binary sequence. In practice pseudo-noise (PN) spreading sequences, such as Gold 

sequences or Kasami sequences are used. Random spreading sequences have a power 

spectral density that is almost the same as deterministic PN sequences. Baseband 

filtering is used prior to modulation to control the shape of the transmitted spectrum. 

In particular, frequency domain raised cosine filtering is used with a roll-off factor 

of unity. Two different PN chip rates are included in this study; 0.625 Mchips/s 

and 24 Mchips/s, corresponding to modulated bandwidths of 1.25 MHz and 48 MHz, 

respectively. If a chip rate of 24 Mchips/s is us:ed with 32 kb/s delta modulated voice, 

then the processing gain is 750. 

6.2.2 Micro:wave Transmitter Models 

1) Harris Farinon DM2-4A-12 Transmitter: Fig. 6.2 presents an overview of the Har­

ris Farinon DM2-4A-12 microwave transmitter. The transmitter sends information 

using 16-QAM with a baud rate of Ts = 3, 223, 750 symbolsfs. As shown in Fig. 6.2, 

data is generated by using four independent random. binary data sources. In practice, 

the four data streams are generated by using: a serial-to-parallel converter. Under 

the assumption that the data bits are uncorrelated they can be effectively generated 

by the four independent random binary data sources as shown in Fig. 6.2. The four 

data sources are then processed with four stages; (2-2) differential encoding, gray 

encoding, 16 QAM modulation, and square-root raised cosine filtering. 

The C2-2) differential encoder is detailed in Fig. 6.3. Since 2 bits are inputed 
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into each encoder for each symbol, Ts/2 delay elements are used. The differential 

encoder performs the following operation 

(6.1) 

where ak is the input sequence to each (2-2) differential encoder and bk is the encoded 

sequence. ,With the encoder structure shown in Fig. 6.3, the seq'U.ence of even bits 

{ a0 , a 2 , a4 , • • ·, a2k, · · ·} is applied to the upper branch, and the sequence of odd bits 

{a~, a3 , a5 , • • ·, a2k+t, • · ·} is applied to the lower branch. The upper encoder output 

is the sequence { b0 , b2 , b4 , • • • , b2k, · · ·}, while the lower encoder output is the sequence 

{ bt, ba, bs, · · · , b2k+ 1 , · • ·} .. 

The differentially encoded data bits are then applied to the Gray encoder that 

is illustrated in Fig. 6.4:. The Gray encoded syrnbols are applied to the 16-QAM 

modulator. The resulting 16-QAM signal set is shown in Fig. 6.5. The use of Gray 

encoding ensures that the signal points closest in Euclidean d~stance differ by a single 

bit position. 

Finally, a square-root raised cosine filter is used to control the transmitted 

spectrum. A square-root raised cosine filter is used so that the receiver can use a 

matched filter to obtain a raised cosine rt~sponse. The roll-off factor of the raised 

cosine filter is chosen to be 0.0857. This rather small roll-off factor corresponds to 

a transmitted signal bandwidth of only 3.5 MHz. As a result of the small roll-off 

factor, the receiver is quite sensitive to timing phase jitter. In practice, the raised 

cosine filter must be placed before the 16-QAM modulator. However, the 16-QAM 

modulator provided in BOSS requires logical inputs. Therefore, we cannot filter the 

inputs before applying them to the BOSS 16-QAM: modulator. To circumvent this 

problem, we have implemented the modulator in equivalent complex baseband form. 

2) Analog FDM/FM Transmitter: An overview of the analog FDM/FM transmitter 

with 600 channels capacity is shown in Fig. t5.6. A white noise generator is used 

to produce a noise spectrum that simulates the spectrum that is produced by a 

multichannel multiplex·system. The noise level is chosen, according to CCIR Rec. 399-

3 [64], such that the ratio of the peak value to the rms value is about 12 dB at the 
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transmitter output. The noise source is then passed through a bandpass filter with 

high-pass cut-off frequency and low-pass cut-off frequency of 60 kHz and 2600 kHz, 

respectively. The bandpass filter has been implemented by using an Elliptic highpass 

and an Elliptic lowpass filter. Both filters are of sixth order and have 0.05 dB p-p 

ripple. The frequency response of the lowpass filter is shown in Fig. 6. 7 and the 

frequency response of the highpass filter is shown in Fig.6.8. The output of the 

bandpass filter represents a system of 600 voice channels operating at full traffic load. 

This signal is then processed by two different branches: the upper branch has a 

blocking (bandstop) filter while the lower branch dloes not. 

The function of the blocking filter is to ren1ove the signals in a certain voice· 

channel, whose center frequency in our system is 24:18 kHz. The roll-off characteristic, 

based on CCIR Rec. 399-3 [64], is shown in Fig. 6.9. The blocking filter has been 

implemented by using an elliptic eighth order filter with passband edges of 2438 

±60 kHz, stopband edges of 2438±1.5 kHz, and 0.05 dB p-p ripple. On the lower 

branch, a two-sample delay is introduced to offset the delay caused by the blocking 

filter. 

The pre-emphasis characteristic, as recommended by CCIR Rec. 275-3 (65), is 

given by the following expression: 

Relative deviation (dB)= 5- 10log [1 + 1 
6 " 95~25 ] , (6.2) 

+ (1.r..-L)2 
I lr 

where fr is the resonant frequency of the pre-·emphasis circuit and is equal to 3325 kHz. 

The variation of deviation with frequency :is shown in Fig. 6.10. The pre-emphasis 

filter has been implemented by using a second order pole-zero filter. 

The pre-emphasized signals are then frequency modulated. The peak frequency 

deviation, df, is given by 

(6.3) 

where d = 140 kHz is the rms frequency deviation per channel, andl N = 600 is the 

number of voice channels. The deviation constant is the ratio of df to the peak 
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value of the pre-emphasized signal. In our case:, the deviation constant is set to 

4.1172371 ~v1Hz/v. Similar to the digital rnicrowave case, the system is implemented 

in the equivalent complex baseband form. Therefore, the carrier frequency of the FM 

modulator is 0 Hz. 

6.3 Receiver Models 

This subsection describes the receivers models that have been implemented for the 

various victim microwave receivers. 

6.3.1 Harris Farinon. DM2-4A-12 Receiver 

Fig. 6.11 shows an overview of the DM2-4A-12 receiver. The receiver consists of 

a square-root raised cosine filter, timing circuits, and a 16-QAM demodulator. As 

shown in Fig. 6.11, ideal timing circuits have been assumed. Therefore, the effects of 

timing jitter are not included in the subsequent sirnulations. 

The purpose of the square-root raised cosine filter is to provide matched filter­

ing and to reject out-of-band noise and interference. 

The 16-QAM demodulator simply selects the signal points that are closest in 

Euclidean distance to the sample values at the output of the matched filter. The 

Gray decoder, shown in Fig. 6.12, on the inphase and quadrature branches maps the 

received signal point onto the corres:ponding data bits. The data bits on the inphase 

and quadrature streams are then processed by a differential decoder. As shown in 

Fig. 6.13, the differential decoder generates an estirnate of the information sequence, 

{ ak}' by the following operation 

(6.4) 

where { ck} is the sequence at the output of the Gray decoder. 

6.3.2 Analog FDM/FM Receiver 

The analog FDM/FM receiver is shown in Fig. 6.14. The upper and lower branches 

have exactly the same function. The receiver filter is designed to reject out-of-band 
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noise and interference. For this purpose, a 4-th order Butterworth lowpass filter with 

a passband edge 6 MHz and a passband attenuation of 1 dB has been used. The 

frequency response of this filter is shown in Fig. 6.15. 

A balanced discriminator detector ils used to implement the FM demodulator. 

The demodulated signal is then fed into the de-emphasis filter, whose transfer function 

is the inverse of that of the pre-emphasis filter. The roll-off characteristic of the de.­

emphasis filter is shown in Fig. 6.16. Finally, a bandpass filter with center frequency 

2438 kHz is applied to extract the signal power in that voice channeL The bandpass 

filter is matched to the bandstop filter in the transn1itter. It has been implemented by 

using an elliptic eighth order filter with passband edges of 2438± 1.5 kHz, stopband 

edges of 24~{8±60 KHz, and 0.009 dB p-p ripple. The frequency repsonse of this filter 

is shown in Fig. 6.17. 

6.4 Interference Tests 

6.4.1 Harris Farinon DM2-4A-12 Digital Mricrowave System 

The co-channel interference objective for a digital systern is the threshold-to-interference 

(T I I) ratio. As described in EIA-lOE [66, pp.21], it is defined as the ratio of the de­

sired signal power to the interfering signal power that degrades the bit error rate 

performance from 10-6 to 10-5 . The carrier-to-interference ( C I I) ratio is then deter­

mined by 

C I I = T I I + Fade :M[argin (dB) , (6.5) 

where the fade margin is 35 dB in the 1.9 GH:z frequency band. 

1) Test procedure: The test set up is illustrated in Fig. 6.18. White noise is applied 

to the DM2-4A-12 receiver so that the bit error rate is 10-6
. The spread-spectrum 

CDMA signals are then injected to the syste1m until a bit error rate of Io·-S is obtained. 

The relative level of desired signal power and interfering signal power is the desired 

T I I ratio. 

2} Test Results: The simulation result of the bit error probability for the DM2-4A-12 
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system, along with the theoretical bit error probability performance for 16 QAM, is 

shown in Fig. 6.19. When {b (bit energy-to-noise ra.tio) equals 15 dB or, equivalently, 

the symbol energy-to-noise ratio is 21 dB, the bit error probability is actually 10-6
• 

We also notice that a one dB degradation in bit energy-to-noise ratio increases the 

bit error probability from 10-6 to lo-s. It can be argued that the wide band 48 MHz 

CDMA signals appear as additive white Gaussian noise. If this is indeed the case, 

the interference produced by the CDMA signals rnust be such that they cause no 

more than 1 dB degradation in the received carrier-to-(noise plus interference) ratio 

of the microwave receiver. Therefore, the interference power must be roughly 6 dB 

below the thermal noise power. Hence, the bit energy-to-interference ratio should be 

approximately 27 dB. 

The simulation results from four different cases of CDMA interference are 

shown in Table 6.1 where we have assumed a fade margin of 35 dB. The first case 

is a 48 MHz CDMA signal where the carrier frequencies are exactly coincident. The 

second case is a 1.25 MHz CDMA signal with a. relative carrier offset of 0 Hz, 1 MHz, 

and 2 MHz. From Table 6.1, we observe that the simulation results are within 1 or 

2 dB of the expected 27 dB. 

Bandwidth 
48 MHz 

1.25 MHz 
1.25 MHz 
1.25 MHz 

Frequenc. 
OH 

y Offset 
z 

OH z 
1 M:l tlz 
2M: Hz 

T/1 C/1 
29 64 
26 61 
26 61 
27 62 

Table 6.1: Interference Objectives for Harris F'arinon DM2-4A-12 System 

6.4.2 ·Ana]log FDM/FM Microwave Jlladio System 

For analog FDM/FM system, the threshold is defined as· the RF carrier level that 

produces a flat signal-to-noise24 ratio (S/N) of 30 dB in the worst voice channel 

(2438 kHz in our case). Therefore, the carrier-to-interference ratios obtained from the 

24The noise here stands for intermodulation noise. 
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simulations are actually the thteshold-to-intt~rference (T /I) ratios. Like the digital 

microwave system, the real CIR should be 

C I I = T I I + Fade lVIargin (dB) . (6.6) 

The co-channel interference criterion is that the interfering signals introduce 

1 dB degradation in S/N, i.e., from 31 dB to 30 dB. The S/N can be converted to 

another measure, the noise power ratio (NPR), by the following relation, 

88- SIN= 71.6- NPR . (6.7) 

Thus, the co-channel interference criterion is that the interfering signals cause the 

NPR of the FDM/FM system to decrease frorn 14.15 dB to 13.6 dB. 

1} Test Procedure-NPR Test: The test set-up for the analog FDMIFM system is 

shown in Figs. 6.20 and 6.21. NPR is the ratio of the noise level in a measuring 

channel with the baseband fully loaded to the noise level in that channel with the 

baseband fully loaded except for the measuring channel. The channel is first adjusted 

so that the NPR is 14.6 dB, by adjusting the level of additive white Gaussian noise. 

Then the CDMA interference is applied to decrease the NPR to 13.6 dB. 

2} Test Results: The variation of NPR value with tirne, with no interference, is shown 

in Figs. 6.22 and 6.23. At 0.5 s, the 5,000,000 samples have been processed. The NPR 

value clearly converges to 14.6 dB. 

Figs. 6.24 and 6.25 show the simulation results of NPR for 48 MHz CDMA 

interference case. Two curves are drawn, which correspond to carrier-to-interference 

ratios of 25 dB and 28 dB, respectively. With CIR of 25 dB, the NPR converges 

to around 13.2 dB; while for a CIR of 28 dB the, NPR converges to 13.75 dB. We 

conclude that the actual CIR that drives the NPR to 13.6 dB is about 27 dB. 
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Figure 6.1: DS/BPSK Transmitter for PCN's. 
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Figure 6.2: Harris Farinon DM2-4A-12 Transmitter. 
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