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SUMMARY

The attainment and maintenance of air quality
standards is a complicated process. A e¢rucial elsement in
this process is the measurement of ambient air quality.

The configuration of an air monitoring network ﬁnd the
sampling frequencies employed must satisfy the objectives
of the network, meet the location criteria, and consider
the factors influencing location determination., Because of
the complexity of these often conflictive considerstions
and because.there is no standard procedure, the network
design process ls normally very subjective.

This paper develops a mathematical procedurs for
selecting optimum monitoring locations and sampling fre-
guencies. The procedure consists of three phases:

(1) atmospheric simulation modeling, (2) statistical
modeling, and (3) mathematical modeling. It employs data
snalysis and diffusion modeling currently required by EPA
and resolves the conflicting objectives of violation de-
tection and population protection by a sequential reduction
of the feasible set. Methods sre included for the following:

(1) Identifying and evaluating integer solutions,

(2) Identifying alternate optimal or suboptimal

network configurations,

(3) Evaluating the trade-offs between detection
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and protection capabilities,

(4) Investigating the effect of allocating

additional monitoring resources,

{(5) Determining new network configurations with

increased resources.

The procedure is successfully applied to the
particulate monitoring network of Fulton County, Georgia
with significant improvements over the present system in
both violation detection and population protection

capabilities,



CHAPTER I

INTRODUCTION

Background

During the years since the passage of the Clean Air
Act of 1970, much progress has been made toward a national
commitment to clean air. This progress is primarily the
result of the diligent efforts of government agencies at
three levels, federal, state, and local, for the sttainment
and maintenance of national ambient air quality standards.
At the federal level the Environmental Protection Agency
(EPA) has the overall responsibility of providing the
guidelines and technical lesdership necessary to achieve
the standerds, of assuring reasonable progress toward the
attainment of the standards, and of insuring the maintenance
of the standards after attainment., Each state has the
respongibility of establishing implementation plans for the
attainment and masintenance of air quality standards within
its boundaries. Some of the responsibility of implementa-
tioh has been delegated to local agencies.

The attainment of air quality standards is a
complicated process and involves many varied and often
conflicting considerations. The quest for attainment
involves assuring compliance of each existing or potential

source of air pollution through the cataloging of these



sources and their emissions (Emissions Inventory), the
issuance of operating permits to existing and new sources
(Permit System), the determination of violators (Field
Inspection), and the use of legal action against violators
(Field Enforcement), which sometimes involves extended
time tables of compliance (Compliance Scheduling). All of
these actions are aimed at the sources of pollution with
the purpose of producing ambient air of the required
quality, and, indeed, this is the only practical method.
But the net result of these efforts upon the ambient air
must be measured to ensure that the desired quality does
in fact exist. This is the function of Air Monitoring and
is conducted by all air pollution control sgencies.

Air monitoring data is the most accurate and only
tangible indicator to the control agencies of their
advancement toward their goals, i.e. the attainment and
maintenance of air gquality standards. If aeir monitoring
data is this important, then it is apparent that the
configuration of the air monitoring network is all
important to the production of useful air quality data.
Yet the Environmental Protection Agency, in fulfilling its
responsibility under the Clean Alr Act, has established
only subjective and often conflicting guidelines for the
design of an optimum air monitoring network. State and
local agencies must weigh subjectively such location

criteris as pollutant concentration, source location,



meterological conditions, population density, growth
projections, and geographical coverage and establish their
individual networks. In addition, they must resolve the
question of sampling frequency. This question arises from
the decision of thoosing continuous or intermittent sam-
ples which must be taken. The result of this subjective
network design procedure is a wide variation in the types
of networks constructed and extreme difficulty in assess-
ing from area to area the quality of the networks and

progregs toward clean air goals.

Problem Statement

Given the conditions just described, the existence
of a significant problem in the field of air monitoring is
apparent. Although air monitoring data is the only
tangible evidence of the attainment and maintenance of air
quality standards, there exist only subjective and often
conflicting guidelines for designing the air monitoring
nétwork which provides this data. A standard methodology

is needed for locating gir monitoring instrumentation, yet

none exists,

Purpose of the Ressearch

Therefore, a significant contribution to the field
of air pollution in general and to air monitoring in
particular would be the development of a mathematical

procedure for determining the optimum network configuration



for air monitoring instrumentation over a planning horizon.
The purpose of this research is to develop such a procedure.

If this procedure is to be useful and attractive,
it must address all or most of the location guidelines,
and it should be based upon or incorporate related methods
currently used by air pollution agencies. Two of these
methods are in the field of air pollution modeling.
Atmospheric simulation modeling involves the prediction of
air pollutant concentrations over a geographical areas,
Statistical modeling involves the prediction of air
pollutant concentrations with time.

The procedure developed will incorporate both
atmospheric simulation modeling and statistical modeling
with the intent of providing sufficient data for a
mathematical programming formulation and thus a system of
selecting optimum sir monitoring instrumentation locations
and optimum sampling frequencies,

So that the procedure will be realistic, it will be
developed for a specific area, Fulton County, Georgis, for

whieh the vast amount of needed data is available.



CHAPTER 11
LITERATURE SURVEY

Three aspects of the proposed procedure require a
search of the literature tc determine the state of the art.
These aspects are air monitoring network design, atmos-
pheric simulation modeling, and statistical modeling and
analysis of air pollutants. This chapter will c¢ite and
analyze research in thege areas and will indicate any

usefulness for the proposed procedure.

Air Monitoring Network Design

Most of the research in air monitoring network
design has been done by federal, state, and local pollution
control agencies. It ia one of their primary concerns but
has failed to attract much interest elsewhere. Most of
the results of that research are published in the form of
guideline documents by the Environmental Protection Agency
(2), (12), (13), (&), (17, (21).

The first consideration in the establishment of an
air monitoring network is a determination of its objectives.
The basic, fundamental goal of ambient air quality moni-
toring is the protection of health and welfare under the
Clean Air Act (16). Because this is too general to be of

specific help, more definitive objectives have been stated



as EPA reguletions and in EPA guideline documents. These
objectives are, however, still rooted in the basic purpose
of the law (16). General monitoring objectives that are
specified in several EPA guideline documents (13), (16),
(17), (21), (24) are the following:
(1) Ascertain attainment and maintenance of
National Ambient Air Quality Standsards.
(2) Provide data for emergency episode
prevention.
(3) Provide data for air quality planning
efforts including emission control
regulations.
(4) Monitor time trends and patterns.
(5) Provide data for research.
(6) Provide data to support enforcement
actions.
(7) Monitor source compliance with
regulations.
(8) Determine impact of specific proposed
or constructed facilities or source
concentrations,
The first five of these objectives are normally intended
to be met by basic, fixed networks; the others are rele-
vant to source-oriented networks (16). Baslc, fixed
networks are deployed over a significant geographical area

and are intended to provide consistent, ongoing data over



a period of many years. (Here fixed does not preclude
pericdic evaluation and reallocation but is to be dis-
tinquished from mobile or portable.,) Source-oriented
networks are developed for specific short-term purposes
and are more intensive in both time and space. They are
not intended to measure overall air quality., Because of
this, selecting monitoring locations in a source-oriented
network is usually a clear~cut procedure., Designing a
basic, fixed, ongoing network, however, is much more
difficult.

The development of a'permanent air quality
monitoring network includes determining the number and
location of sampling sites, selecting appropriate
instrumentation, determining the frequency of sampling,
and following established instrument siting criteria (16),
(21). Historically, most attention has been given to
selecting appropriate instrumentation and developing
instrument siting criteria. The Environmental Protection
Agency has established reference methods for the deter-
mination of each criteria pollutant and tests sall
instrumentation submitted to determine equivalency. The
specifications that must be met by each type of instru-
mentation are extensive, This and the fact that the EPA
must approve all instrument purchases by agencies
receiving grant money (virtually all monitoring agencies)

makes the instrument selection process easier, Specific



instrument siting criteria have also been established by
the EPA. Here instrument siting involves the physical
" placement of a monitor after a location has been chosen,
This criteria includes height from the ground, distance
from the street, distance from the edge of buildings,
heights from the tops of buildings, etc. It allows enough
latitude for the realistic placement of monitors and,
whether good or bad, is a standard procedure. Several EPA
guideline documents address instrument selection and
physical instrument siting (12), (13), (16}, (17), (21).
Determining the number and location of sampling sites and
selecting the sampling frequencies are the elements of the
network design process that have not been trested adequate~
ly, although at first this would not appear to be true.
The configuration of an air quality monitoring
network involves two distinct elements: the number of
sempling sites of various types and their geographical
locetion., Historically, networks were sized directly or
indirectly in relation to the available resources, and the
sites were distributed with as much consideration as
possible of sources, meteorclogy, topography, etc. (16),
(21}, The Environmental Protection Agency Regulations
(4O CFR 51.17), in detailing the requirements of State
Implementation Plans, specify & minimum number of moni-
toring sites and a minimum sampling frequency in each Air

Quality Control Region as a function of population and the



priority clasgificaetion assigned to it for each criteria
pollutant., Here, priority classes are based on pollutant
concentration estimates. Table 1 lists the criteria
pollutants and the concentration ranges for each priority
class, Table 2 contains the required minimum number of
sites and sampling frequency as well as the measurement
method, This method of determining minimum sampling
requirements has serious shortcomings. First, the air
quality data that was used for determining priority class-
ification in many instances was very limited and very
inaccurate. In some cases it was based on surveys only
three months in duration. Yet, that original priority
classification is very difficult to chenge even with
thorough and more accurate data. Second, although popu-
letion may be g meaningful index for determining sampling
requirements, it is very unlikely that the correlation
between population and factors affecting air quality is
congistent from region to region. However, in the years
since minimum networks were established, they have been
expanded and modified in the light of increasing knowledge,
experience and funding (16}, (21).

Recently, the emphasis in air monitoring has
shifted from the determination of air quality to the
attainment and maintenance of air quality standards (16),
{17), (21). In concert with this shift in emphasis has

been a change in the manner of designing monitoring networks,



Table 1.

10

Criteria for Classification of
Air Quality Control Regions

Concentrations in micrograms per cubic meter (ppm in parentheses)

e L e Lo

Pollutant Priority —
I I1 111
Sulfur Oxides
annual arithmetic mean >100 60-100 < &0
(.04) (.02-.04) (.02)
24-hour maximum >455 260-455 < 260
(.17) (.10-17) {.10)
3-hour maximum >1300 <130
{.50) (.50)
Particulate matter
annual geometric mean > 95 60-95 < 60
24-hour maximum >325 150- 325 < 150
Carbon monoxide
8-hour maximum > 148 < 142
(123 (12)
1-hgur maximum > 55 < §5a
{48) (48)
Nitrogen dioxide
annual arithmetic mean >110 <. 110
(.06) {.06)
Photochemical oxidants
1-hour maximum >195 < 195
{.10) {.10)

2 concentration in milligrams per cubic meter.



Table 2. Recommended Number of Air Quality Monitoring Sites

Classifi-

cation of Measurement Minimum frequency Rinimm numder of air
region Pellutant method! of sampling Region population quatity monitoring sitesh

1

I

e

Suspended particulates

Sulfur dioxide

Carbon monoxide

Photochemical oxidants

Nitrogen dioxide

Suspended particulates

Sulfur dioxide

Suspended particulates

Sulfur dioxide

Hignh volume sampler

Tape sampler

Pararosaniline or
equivalentd

Kordispersive
infrared eor
equivalent®

Gas phase chemilumi-

nesence or
equivalentf

24-hour sampliing
method (Jacobs-
Rochheiser method}

High volume sampler

Tape sampler

Pararosaniline or
equivalentd

High volume sampler

Pararosaniline or

One 24-hour sample
every & days?®

One sample every
2 hours

One 24-hour sample
every 6 days (gas
bubbler}a

Continuous

Continuous

Continuous

Ore 24-<hour sample
every 14 days
{gas bubbler)d

One 24-hour sample
every 6 daysd
One sample every
2 hours

One 24-hour sample
every 6 days

{gas bubbler)a
Continuous

One 24-hour sample
every 6 daysa

One 24-hgur sample

Less than 100,000
100,000-1,000,000
1,000,001-5,000,000
Abave 5,000,000

Less than 100,000
100,000-1,000,000
1,000,001-5,000,000
Above 5,000,000
Less than 100,000
100,000-5,000,000
Above 5,000,000

Less than 100,000
100,000-5,000,000
Above 5,000,000

Less than 100,000
100,000-5,000,000
Above 5,000,000

Less than 100,000
100,000-1,000,000
Above 1,000,000

[
4+0.6 per 100,000 populationC
7.5+40.25 per 100,000 population®
12+0.16 per 100,000 popylation®
One per 250,000 populatfanc up to
eight sites.

3

2.5+0.5 per 100,000 por “ationC
6+0.15 per 100,000 populations
}H0.0S per 100,000 populationt

140,15 per 100,000 populationt
6¢0.05 per 100,000 populationt

i
140.15 per 100,000 population®
§+0,05 per 100,000 populationt

1
140,15 per 100,000 populationt
6+0.05 per 102,000 populationt

3
a]m.s per 100,000 populationc
3}

3
1

k|

equivalentd every 6 days
{gas bubbler)2
3Equivalent to 61 random sampies per year.
quuivﬂent to 26 random sampies per year.

“rotal population of & region. ¥hen

required number of samplers includes a fractfon, round-off to nearest whole number.

quutvalent methods are {1} Gas Chromatographic Separation-Flame Photometric Cetection (pravided Teflon fs used throughout the instry-
ment system in parts exposed to the air stream;, {2) Flame Photometric Detection (provided interfering sulfur compounds present in
significant quantities are removed), (3} Coulometric Detection (provided oxidizing and reducing interferences such as 03, NO2, and
H25 are removed}, and {4) the automated Pararosaniline Procedure.

LL
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Whereas, initially, the size of monitoring networks was
determined by rescurce limitations, now the aggregate size
of the monitoring effort will be determined as a result of
meeting various specific needs, and resource concerns will
affect primarily the length of time required for the net-
work to evolve into its ultimate configuration (16), (21).
However, one guideline document (16) states:

. « « Trecognizing that, for at least the next

seversal years, resource availability will con-

tinue to operate as a constreint, a reallocation

of network facilities may be more feasible than

an increase in network si:ze.

The specific needs of a monitoring network are based
upon the objectives of air monitoring networks previously
cited end are discussed in several EPA Guideline Documents
(2), (13), (16), (17), (21) as criteria for locating the
sampling sites. The general criteria stated in one
guideline (17) are the following:

Monitoring stations must be pollution oriented;
Monitoring stations must be population oriented;
Monitoring stations must be source oriented;

Monitoring stations must provide areawide
representation of air quality.

P P Ty
AcC oD
N’ Nt St S

Other guidelines (2), (16), (21) state more specificsally
that monitoring must be performed in the following aresas:
(1) Areas where concentrations are currently
highest;
(2) Areas projected to have highest concentrations;
(3) Areas which are expected to have the most

rapid growth;
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(4) Areas which have the highest population
density and/or totel population;
(5) Clean areas that can be used to estimate
background concentraticns,

In following these location criteria, one must also
consider the factors influencing the determination of the
locations. These are meteorology and c¢limatology, source
location, source strength, and topography (13}, (16), (17),
(21)., In addition, the economic decision of whether to
place more than one type of monitoring device (i.e. for
different pollutants) at the same location must be
considered. One guideline (16) in clarification of this
question states that it is important initially to design
a separate network for each pollutant and only then to
consider combining sites. However, Hickey et al. (28)
have determined that the costs of an air quality moni-
toring system can be reduced by limiting the number of
sites to which monitors are distributed and by altering
the method of data reduction and handling. Hence, it is
possible to reduce operating costs through location
decisions, though this is a less important criterion than
othersy.

All of this leads one guideline document (17) to
say:

Therefore, the selection of the number, location
and type of sampling stations within a AQCR is a



1

complex problem without a purely objective solution.
« « « The network chosen will be the result of
subjective judgments, based upon available evidence
and the experience of the decision team.
This seems like an accurate assessment, and it is not
surprising that monitoring networks such as those in New
York (17), New Jersey (62), and Los Angeles (12) bear
little resemblance to each other. The need to quantify

some of this subjectivity and establish a standard proce-

dure for locating air monitors in a network is apparent.

Atmospheric Simulation Modeling

In contrast to air monitoring network design, air
pollution modeling has enjoyed the interest of many
researchers outside of the air pollution agencies and has
benefited accordingly. This outside interest has probably
resulted from the gimilarity of air pollution modeling to
other types of mocdeling. However, praise should be given
to the Environmental Protection Agency not only for
contributing significantly to the reseerch in this area
but also for documenting the usefulness of other models,
contracting the development of models, and issuing guide-
lines which recommend the use of certain models and
exemplify that usage.

Atmospheric simulation modeling is used most often
in air quality planning efforts. An atmospheric simulation
model is based upon quantitative descriptions of the

transport and dispersion of pollutants in the atmosphere
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and is used to establish the relationship between air
pollutent emissions and ambient air concentrations. Once
this relationship has been established, predictions of
future air quality can be made with different planning and
control strategies, and the effectiveness of these stra-
tegies can be assessed (2), (15), (22). (Burton and
Sanjour (8) and Pechan, Burton, and Sanjour (50) add an
interesting and useful tool to this assessment in the form
of an integer programming technique for evalusting the
cost of different strategies.)

There are many different kinds of atmospheric
simulaetion or dispersion models, varying In complexity and
utility, but, basically, three general types can be
identified (15):

(1} Box models

(2) Gaussian plume models

{(3) Numerical simulation models.

Each type of model is significantly dlfferent from the
others in spproach, level of sophistication, and results,
Consequently, each should be used for different purposes.

The box model is the least sophisticated type of
model and provides the least detail of air quality infor-
mation. It considers only total area-wide emissions and
uses only general meteorological data, if any. Concentration
estimates are either area wide or site specific. Only the

impact of total pollutant emissions on air quality can be
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determined; neither the spatial dlstribution of emissions
nor that for air quality levels can be determined., Ex-
amples of this type of model are the Rollback Model, the
Appendix J Model, the Miller-Holzworth Model, and the
Hanna-Gifford Model (2), (15), (22). These models require
only hand calculations,

Gaussian plume models are the next step upward in
terms of level of sophistication and can provide very
detailed air quality informetion. Models of this type have
been in use for a consgiderable period of time. Turner (63)
gives a brief history of their development and references
for further details. These models consider detalled
point/line source and area source emissions end meteoro-
logical data, Because concentration estimates are produced
for any site, these models have considerable utility in air
quality planning efforts., Examples of this type of model
are the Air Quality Display Model, the Climatological
Display Model, the Sampled Chronological Imput Model, and
the APRAC-1A Model (2), (15), (22). BRecause these models
require a great deal of data and a high speed digital
computer, they are costly and time consuming. Also, the
increased level of gsophistication provides the opportunity
for more errors.

Numerical simulation models are the most sophisti-
cated of dispersion models but are still in a relatively

formative stage. They attempt to provide pollutant
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concentrations on a small physical scale in very detailed
two and three dimensional patterns. For this reason,
thegse models are most applicable to determining the
localized impact of individual sources on air quality.
Because they require a great deal of computer time, these
models are expensive even on this smaller scale, but,
because they are operationally more flexible than the
gaussian models, they offer a potentially more accurate
simulation method (15).

All of the models just discusased have significant
weaknesses and inaccuracles., Several researchers address
these. Hameed (26) compares several diffusions models and
concludes that the simple ones are inconsistent (i.e. no
consistent error between predicted concentrations and
observed air quality) and the more complex ones are usually
in error by about a factor of two. He points out the need
for better models. Clearyet al. (10) attempt to model
particulate diffusion with differential equations. These
equations describe the effect of gravity fall and earth
boundary conditions, but do not constitute a completely
useful model. Horie and Fan (32) also use differential
equations and mechanical engineering principles to predict
short-term pollutant levels, Lamb and Seinfield (37) use
Bulerian and Lagraﬁgian models, include nonlinear chemical
reactions, and simulate photochemical smog in a very

promising simulation effort., One model that has been
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developed, although not perfected, the SAI Photochemical
Model, includes atmospheric chemical resctions (2), (22).
Peterson (52) uses eigenvectors of meteorological data to
predict sulfur dioxide levels in broad city-wide patterns
with some success. He points out that diffusion models
need locelized meteorological data to achleve accuracy.
Knox and Lange (35) diascuss the frequency distributions
of pollutants from point and area sources that should be
more accurately modeled. The interest of these researchers,
although it has not provided better models yet, does pro-
vide hope for better models in the future,

Table 3 lists the more commonly used and accepted
models and the characteristics of each (2). Primarily
because of its reliability and the detail of its concen-
tration predictions, a gaussian type atmospheric simulation
model such as AQDM offers the best method of predicting
the spatial variation of pollutants but is applicable to
particulates and sulfur dioxide only and only for annual
average concentrations., However, this model is currently
used by most air pollution agencies; indeed, EPA requires
its use. Consequently, it is the likely candidate for

inclusion in the proposed mathematical procedure.

Statisticel Modeling and Analysis

Only during the past ten to fifteen years has there

been significant efforts in statistical modeling and
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Table 3. Summary of Simulation Model Characteristics
Averaging

Pollutant Time Meteoro- Concen- Applic-

Specifi- Speciii- imission logical tration Lase of Avail- Reli- abtlity
Model Name cation cation Data Data Estimates Use ability ability to AQAS
o] 1hack Any Ay 1 1 3 1 1 3 3
Appendix J Ox 1 hr 1 1 3 i 1 3 3
Miller- 1 hr,
Holzworth 50, , TSP Annual 1 3 3 1 1 1 3 .
Hanna - 50, ,TSP
Gifford co Annual 1 4 3 1 1 1 3
lanna -
Gifford 50 , TSP 1-24 hr 2 5 2 2 1 1 2
w/Ps? model  50;,TSP 1-24 hr 3 5 1 2 2 1 1
wi HIWAY Co 1-24 hr 3 5 L 2 Z 1 1
AQIM, [IM 50, , TSI Amnuaal 3 4 1 3 z 1 1
sein, P R S0, ,TSP 1-24 hr 3 5 i 3 3 2 1
APRAC-1A 04} 1-24 hr 3 5 i 3 2 2 1
sa1b 0,00 1-10 hr 2 5 2 3 3 2 2

a N
“Point Source

hThL‘SQ models are currently in a developmental and debugging phase; they are not available for general distribution

as computer progyams.

A. Pollotant Specification
Any pollutant
Specific Pollutants (560, TSP, €0, Oy, NO7)

B. Averaging-time Specification
Any averaging-time
Annuil Average

i to 24 hour Average

. imlssion Data
1. Area-wide Fmissions Total
2. Total emission distributed as finite area
KOUTCE S

%, Detaitled point, line, and area sources

N, Meteorological lotn
I, Nooe
2. Average wind speed
Y. Average wihixl speed amd mixing heighrt
4

I'requency distribution of wind direction,
wind speed, stahility, and mixing height

lourly variatioens of wind direction, wind
speed, stability, and mixing height

w

Key to Table
E,

Concentration Estimates

1. FEstimates at any specified point

2. One estimate for each area source grid
3. One estimate applicable to entire AQMA

Ease of Use

1. Slide-rule

2. Small computer effort
3. Major computer effort

Availability

1. Open literature

2. National Technical Infermation Service
3. IPA, upon request

Retiobhility
1. Can be verified and calibrated

2. Verification is incomplete, possibility of
calibration is uncertain

3. Questionable; acceptable for crude estimates only

Applicability to AGAS

1. Can distinguish betwecn specific source and land
use type

2. Can distinguish hctween land use types only
3. Considers no distinction between sources or land uses
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analysis of ambient air pollutant concentrations, This
was primarily because of the absence, until recently, of
sufficient and accurate data to permit this analysis. By
far the greatest effort and contribution in this regard
has been made by Ralph I. Larsen as an employee of federsal
air pollution research agencies. His analysis and modeling
algso precipitated a number of reports either supporting or
criticizing his work.

The first article contalning Larsen's model was
co-authored by Charles E, Zimmer, another major contributor
in this area, and presented in the December, 1965 Journal

of the Air Pollution Control Association (65). In a 1969

jssue (39) of that journal & refined version of Larsen's
model was published, and in 1971 (41), the Environmental
Protection Agency adopted the model and issued it in
document form for use by air pollution agencies. Larsen's
model was based on an empirical analysis of seven years of
ambient air data from eight cities in the U. S. The
general model he developed has the following character-
istics (39), (h1):

1. Pollutant concentrations are lognormally
distributed for all averaging times.

2. Median concentrations are proportional to
averaging time raised to an exponent.

3. Maximum concentrations are approximately
inversely proportionsal to averaging time
raised to an exponent,

From these characteristics, Larsen developed equations for
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calculating various parameters at various averaging times.
These equations can be used not only for reducing real data
and comparing it with alr quality standards but also for
predicting pollutant concentrations. Thus the model can

be used for interpretation, comparison, and prediction.

In a 1967 publication of the Journal of the Air Pollution

Control Association , Larsen (38) included in this basic

model equations for predicting the frequency of occurrence
of air pollutant dosages of various intensities. This

part of the model was not as accurate or useful and was
dropped in later versions., In three later articles, Larsen
(4LOo), (43), (L&) presented “An Air Quality Data Analysis
System for Interrelating Effects, Standards, and Needed
Source Reductions™ which was based on his model,

After the adoption of Larsen's model by the EPA, s
number of articles were written concerning it. Bernarie
(7) gave evidence supporting the validity of the lognormal
distribution for pollutant concentrations. Singpurwalla
(60) gave a theoretical proof of Larsen's empirical find-
ings about maximum concentrations by investigating extreme
values from a lognormal law. Kahn (34) presented =
heuristic justification of the lognormal distribution of
pollutant concentrations, However, not all of the articles
were supportive. Patel (49) pointed out what he considered
were two basic errors: (1) The implicit asssumption of

independence between concentrations observed at different
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times and (2) the interchange of exponentiation and
expectation in deriving the equation for calculating the
expected maximum concentrstion. He illustrated a sub-
stantial departure from independence in some of the data
and showed that the interchange mentioned above produces
less than maximum values. Larsen (42), in response,
acknowledged some possible errors but defended his model
on the basis that it works well with real data and that
its usual applications (in planning) allow a margin of
error, Naustadter and Sidik (L4L8) supported Larsen's model
and pointed out errors in Patelts calculations of indepen-
dence. Their own calculations reflected a small positive
correlation in continuous data but not in intermittent
data. They also indicated that the error involved in
interchanging exponentiation and expectation is smsall,
Marcus (U45) suggested that Larsen reached some of his
empirical results because the data he analyzed was not

ad justed for trends. The result of this controversy
surrounding the model can be seen in later EPA guideline
documents (2), (18) which recommend the model but caution
its use.

Other attempts or suggestions have been made
regarding the modeling of ambient air pollutant concen-
trations. Patel (L9), in criticizing Larsen's model,
suggested using a more complex autoregressive normal

stochastic process to better describe ambient air
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concentrations., Marcus (45) concurred and presented such
a model but lacked the facilities for doing the analysis.
Shoji and Tsukatani (59) offered a model based upon the
spectral density function of alr pollutant concentrations
which is approximsted by the Markovian spectrum. Wilkins
(6l4) devised a system of equations for describing data
from a monitoring network in isopleth form on a TV screen
for analysis and prediction, None of these models have
been developed to a useful stage (especially for air
pollution agencies) and are certainly not as accepted and
tested as Larsen's. They do however provide promise of
better models in the future.

A difficulty arises when making inferences about
certain parameters of air pollutant concentrations, such
as means, medians, and maxima, for which ambient sir
standards have been established. The confidence intervals
which can be established around these values are a function
of sample size., Therefore, an optimum sampling frequency
must be selected for each site in a monitoring network.

Several researchers have addressed this frequency
selection problem. Saltzman (57) presented three charts
for determining confidence limits, per cent exceeding
certain values, and sample size, but the charts did not
prove very useful in practice. In a later article (58)
he presented a complicated theory relating sampling size

to bioclogical effects in the body and suggested certain
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relationships. W. F. Hunt (33) developed a more useful
set of equations for calculating confidence intervals
about the annual mean. The equations are a function of
the frequency of sampling, the standard deviations of the
logarithms of the air pollutant measurements, and the
required confidence levels. Thus, with an estimate of the
standard deviation, the precision of a sempling plan can
be determined for any level of confidence or period of
time. Phinney and Newman (53) have demonstrated the use
of these eguations on particulate data in Indianapolis.
Hunt's method has been recommended by the EPA {2). Hale
(25) developed a different equation for determining the
sampling frequency required to obtain the desired confi-
dence interval about the mean. Kretzschmar (36)
developed a method of constructing charts (and presented
a get) for determining confidence intervals.

None of these methods, including Hunt's, is used
very often by air pollution agencies, because the EPA has
established sampling requirements for each pollutant. For
intermittent ssmpling, this is a choice of every third day
or every sixth day sampling. Neustadter and Sidik (48)
have questioned these sampling frequencies and have shown
with a Monte Carlo analysis that neither is adequate for
determining the second highest pollution level within
acceptable error bounds. (Some national standards are

"not to be exceeded more than once per year®.) However,
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there is some question as to the validity of their
analysis, because they assumed an infinite population
gize and thus had large error bounds even with continuous
sampling. Currently, for reassons of economy, most

pollution agencies take samples every sixth day. The EPA

is considering a blanket decision of requiring every third

day sampling. It would seem much more reasonable to make
a case by case decision. A mathematical procedure for
locating air monitoring instrumentation should address

the problem of sampling frequency selection,
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CHAPTER IIX
FORMULATION OF THE PROCEDURE

A major concern of air monitoring efforts is
designing monitoring networks, and, of those networks, the
basic fixed network is the most difficult to design. The
configuration of the network and the sampling frequency
employed at each location must satisfy the objectives of
the network, meet the location criteria, and consider the
factors influencing location determinatlion. Because of the
complexity of these considerations and because there is no
standard procedure, the network design process is normally
very subjective, If all or most of these complex consid-
erations could be adequately treated mathemstically, this
subjectivity could be eliminated or greatly reduced. This
chapter presents three separsate, although interrelated,
phases which formulate a mathematical procedure for
addressing the considerations involved in air monitoring
network design. These three phases are atmospheric simu-
lation modeling, statistical modeling, and mathematical

modeling (math programming).

Atmospheric Simulation Modeling

Atmospheric simulation modeling is a valuable and

appropriate tool to use in a standard procedure not only
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because it is widely used by air pollution control
agencies, but alsc because it addresses explicitly the
factors influencing location determination: meteorology
and climatology, source location, source strength, and
topograephy. By using atmospheric simulation modeling
first, the procedure begins where pollution begins, at the
sources, The Air Quality Display Model is the most widely
used and tested atmospheric simulastion model, and thus the
only one presently acceptable for lnclusion in a standard
procedure. As other models are fully developed, they can
be included in the procedure, and thus it can be expanded
to consider more pollutant types.

The Air Quality Display Model is based upon a
diffusion model developed by Martin and Tikvart in 1968,
It assumes the following:

(1) A Gaussian distribution, in both the vertical

and horizontal planes, of the plume spread
from a source (See Figure 1.).

(2) No gravity fallout of the effluent.

(3) ©No reduction of the effluent by chemical

reaction.

(4) Total reflection of the plume at the earth's

surface.

Basic imputs to the model are a comprehensive
emissions inventory, including both point and sarea sources,

and meteorological data as a joint frequency distribution
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of wind speed (6 classes), wind direction (16 cardinal
points), and stability class (Turner's (63) classes 1-6)
along with an sverage mnnual mixing height, The model
determines the impact of all sources at a given receptor,
for a given set of meteoroclogical conditions. It then
weights this impact by the frequency with which that
particular set of meteorclogical conditions occurs and
sums over all meteorclogicel conditions to produce annusl
average concentrations of sulfur dioxide and total

suspended particulate,

Figure 1. Coordinate System Showing Gaussian
Distribution in the Horizontal and
Vertical,
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The basic equation for determining these average

concentrations X is:

T=2°9 2 Q £{e,5,N) exp[- 1-(_H_ﬂ

@ S N [T 6‘;8 uy (2T x/16) 2@,

where Q = emigsion rate,
f(e,S8,N) = frequency during the period of interest
for wind direction interval @, stability
class S, and wind speed class N,
28 = vertical dispersion parameter at downwind f
distance x for stabillty condition 8,
Uy = representative wind speed for class N,
HE = effective stack height for wind speed u.
For the development of this equation and a detailed
description of the Air Quality Display Model see reference
(3). The model is calibrated with existing air quality datsa
using regression analysis techniques.

The model considers expllicitly meteorology and
climatology, source location, and source strength. It does
not consider topography and, therefore, introducea more
errors., But the calibration method can reduce the errors
to an acceptable level and produce estimates of annual

average concentrations at any location. These can be used

as a basis for addressing network objectives and considering

location criteria.
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Statistical Modeling

Annual average concentrations alone are insufficient
for adequately addressing network objectives and location
criteria. If monitoring stations are to be pollution
oriented to provide for the attainment and maintenance of
air quality standards, then concentration estimates for
other averaging times are needed, and the variability of
the concentrations must be considered. Primarily because of
the work of Larsen and the interesat he initiated this infor-
mation can be generated statistically.

It is now widely accepted that pollutant concen-
trations in the ambient air are lognormally distributed
with time. Let:

X = {xi}

Y = {yi}

the set of pollutant measurements,

the logarithmic transformation of the

measurement values,
N = the population size,
and n = the semple size.
Then the basic equations of a lognormal distribution are

the following:

N
2 ¥y ;ln Xy

¥ N N

= the population arithmetic

mean of the logarithms
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il 2
2 (ﬂy'yi)
G& = ] = the population standard
N
deviation of the logarithms.
n n
; T4 12 In x4
m_ = = = the sample arithmetic
y n n
mean of the logarithms
n
(my‘ Yi)e
sy = ! = the ssample standard deviation
n-1
of the logarithms
I lati tri £ th '
= = e popu o c
f*gx population geometr mean o e
measurements
Ty
Géx = 8 = the population geometric standard
deviation
m
mgx = e y = the sample geometric mean
]
sgx =e Y = the sample geometric stendard deviastion
n
2%y [_
m = ] = the sample arithmetic mean, '
n

The relationship between the sample arithmetic mean, the
sample geometric mean, and the sample geometric standard

deviation is expressed as

2
m_ = me -% 1n g,

g
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Thus, with the annuel average concentrations predicted by
the appropriate diffusion model and estimates of the
geometric standard deviations based upon existing air
monitoring data, the sample gecometric mean can be caslculated.

Larsen (41) developed the following empiricel equa-
tions for calculating the geometric mean and geometric

standard deviation for different averaging times:

v
m
_ a
mgb = m(_ﬁ-")
-] = 8 VLE
gb ga
In (ty ¢ 7/ t)
v =
In (tyop 7 t,)

where a = one averaging time,
b = another averaging time,

t = averaging time,

and t total averaging time, usually 1 year,

tot
The information which can be generated from these
equations is still not in a completely usable form. What
is needed is a single value that incorporates both the
magnitude and variability of the concentrations and their
relationship to the ambient sir quality astandards., Such a

value is the probability of exceeding an ambient air quality
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standard, and it can be crlculated from the parameters
already generated. The probability density function of a

lognormal distribution is

2
-(In C = )
£, (C/T=t) = L JE |, c>o0
c/t oxp 2¢<

ﬁ?ﬁ T&t c vt

]

0 , otherwise,

where T denotes the various averaging times. Thus, the
probability of exceeding an ambient air quality standard

3 is

it

P (In C > 1n S/T=t)

In ¢ = In S -
P ( 2yt It/ p=t)

P (c>S/T=t)

Syt Tyt
in S « M

=P (2> It/ p=t)
Tyy

for T less than one year (i.e. for ambient air quality
standards for averaging times of less than one year). For
T equal to one year (i.e. yearly standards) a modification
must be made.

The annual standard for particulates is expressed as
a geometric mean., The mean of a normsl distribution is
normally distributed with standard deviation o/ VN (30).

Since the log of the geometric mean is the mean}..\.g of a
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normal distribution with standard deviation c—-y, then the log
of the geometric mean is normally distributed with mean P‘y
and standard deviation G”y/ N. Therefore, the probability
of the annual geometric mean)u.g exceeding the geometric

mean standard Sg is

P (P‘g > Sg) =P (1n,ug> 1n Sg)

P(ln;u. -;: >ln Sg -}xy)
o./NN

cry/ﬁl'

in S_ -
P (Z > 2 Ly,
G'y/\/ﬁ“

This method of calculation must again be modified to
accommodate the annual standard for sulfur dioxide which is
expressed as an arithmetic mean. The modification is
accomplished by using the relationship between the means
previously expressed. The probability of the annual
arithmetic mean m exceeding the annual arithmetic standard
sa is

2 2
P (m > Sa) = P (me =% 1n"sg > 5,8 ~%1n 5g)

2
P (mg > S, 1n 58)

2
in ng- }"‘y 5 1n (Sae »1n Sg)-MY

TUNN TYANT

= P (
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2
In (5,073 %8) Ly
= P (Z > )

Gy AN

Since in actual calculations the population parameters
will be replaced by the sample estimates, both of the
probabilities of exceeding annual staendards are dependent
upon the sample size, As the sample s8ize is changed the
calculated probability changes, because in effect the know-
ledge about the distribution changes, Therefore, if the
original probability is less than one half, incresasing the
sampling frequency will decrease the probability, if the
original probability is greater than one half, increasing
the sampling frequency will increase the probability.

Thus, it is possible to generate for each prospective
location the probability of exceeding each of the ambient
air quality standards and, by varying inputs to the
gsimulation model, to identify areas where concentrations
are currently highest, areas projected to have highest
concentrations in the future, and areas which will be
affected by rapid growth. These are some of the location
criteria discussed in CHAPTER II,

When the overall objective of air monitoring is
considered, i.e. the protection of health and welfare, and
when the general monitoring objectives of a fixed network

are also considered, it appears that the problem of air
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monitoring is one of detection. Therefore, it would be
advantageous to translate the probabilities of exceeding
standards into the probabilities of detecting violations
of the standasrds. This would alsc make it possible to in-
corporate into a single value the question of sampling
frequency, because the probabilities of detection would be
dependent upon the sampling frequency employed as well as
the probability of exceeding a standard.

The taking of ambient air samples for various
averaging times can be considered a Bernouilli process
since the trials are assumed independent, there are only
two possible outcomes for each trial, and the probabilities
remain the same throughout the trials. Here the probebili-
ties are those of exceeding a standard for a certain averag-
ing time and, because of their method of calculation, can
be assumed unchanging for averaging times of less than one
year. Let the random variable X denote the number of
successes (i.e. detections of a violation of a standard).

Then X has a binomial distribution given by

p{x) = (;) o (1-p)*%, x=0,1,2,...sn
=0 s Otherwise ,
where n = the number of trials or samples,
p = the probability of exceeding a standard,

X = the number of successes or detections,

and p(x)= the probability of x successes in n trials.



37

National ambient air quality standards for averaging times
of less than one year are not to be exceeded more than once
per year; Fulton County standards are not to be exceeded.
Therefore, in the binomial setting the probability of a
detection is P{(x = 2) for national standards and P(x = 1)
for Fulton County standards where

P(x=2)=1=-p (0) - p (1)
1 - p (0).

it

and P (x =1)

By using different values of n corresponding to different
sample sizes, a probability can be generated for each
sampling frequency.

The probability of detecting a violation of an annual
ambient air quality standard can also be calculated using
the binomial distribution., Because of clearly observable
trends in yearly averages, estimates of annual means must
be based upon one year of data only. Therefore, in the
binomial setting, the probability of detection is P(x=1)

and n, the number of samples, is equal to one. Thus,

p(1) = (1) p' (1-p)"""
= p.

P (x=1)

This means that the probability of detection of the

violation of an annual ajir quality standard is equal to the
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probability of exceeding that standard. Since the probsbi-
lity of exceeding the annual standard varies with the number
of samples, a probability of detectlon can again be generated
for each sampling frequency.

Thus, by modeling statistically the annual average
concentrations produced by the atmospheric simulation model,
a single value has been developed which can be used to
evaluate the attainment of certain air monitoring objectives
and to measure how well certain location criteria are met
at each potential sampling location and for each sampling
frequency employed. These objectives and location criteria
are those associated with pollutant concentrations. Still

to be addressed are those associated with population dosage.

Mathematical Modeling

Now that a means of evaluating potential air
monitoring sites has been developed, a procedure is needed
for selecting the optimum number of sites, the location of
each site, and the sampling frequency to be employed at each
site. This problem falls into the clags of facilities
location problems which have been widely studied in recsnt
years. Considering the type of data available from the
simulation and statistical modeling, a discrete space model
can be developed with n discrete, potential sampling locations,
Aggociated with each pollutant type there are a

varying number of ambient air quality standards. For each
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of these air quality standards, a probability of exceeding
the standard can be generated for each predicted concentra-
tion. Also, for each pollutant type there are either one or
two types of measuring devices or monitors; these types are
continuous and intermittent. For each type of intermittent
measuring device, there are at least two different sampling
frequencies which can be employed., Since, for each samp-
ling frequency, a different probability can be generated,
each intermittent monitor operating at a particular sampling
frequency can be considered as a different type of measuring
device, Therefore, the types of measuring devices which
may be mssociated with each pollutant type are continuous,
intermittent with sampling frequency A, intermittent with

sampling frequency B, etec. Let

]

1 the number of ambient air quality standards

it

and m the types of measuring devices,

Then there are 1 times m probabilities of detection which
can be generated at each potential sampling location, Since
there are n potential sampling locations, there are 1lmn
probabilities associated with each pollutant type. If

these probsbilities are summed for each network configura-
tion (i.e. number of monitors and location) and associated
sampling frequencies, that summation can be used to evaluate

each network configuration. Consequently, a valid objective

function for a mathematical programming formulation is
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1 m n
Maximize > 2 Z P3 gk Xijk
i=1 j=1 k=1

where pijk is the probability of detection of & violation
of ambient air quality standard i with monitor type j at
location n and xijk repregsents the locgtion vector X, The
value of xijk can be either one or zero only. If xijk
equals one, then instrument device j will be placed at
location k to detect a violation of standard i. The
objective function just formulated is linear,

The constraints which must be satisfied by an optimum
air monitoring network must now be formulated. A major
constraint is the number of measuring devices which are
being placed. A lower bound 1s the number currently
available. A constraint of this type is associated with
each type of measuring device. However, since only the
total number of intermittent measuring devices is known,
and each device can be used for any desired sampling fre-
quency, only one constraint can be formulated for inter-
mittent type measuring devices. Therefore, there will be
only two constraints dealing with the number of messuring
devices to be used: one associated with continuous monitors
and one associated with intermittent monitors., These can

be formulated as
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1 n
> > Xy S Py
=1 K=

(1)

where b1 is the number of continuocus monitors and b2 is the
number of intermittent monitors. Another constraint is that
only one type of measuring device operating at one sampling
frequency should be located at a particular sampling location.

This constraint can be formulated as

1
> > Xiqc £ 15 VKo (2)
i=1 j=1

The final constraint necessary for g linear program-
ming formulation deals with the proximity of monitors to
each other. For large metropolitan areas a fine resoclution
of geographic variation of pollutant concentrations is
needed in certain sections. But when placing monitors in
these sections, it is necessary to insure that they are not
clustered, because the probebilities associated with each
grid of this fine resolution are usually not independent.
Therefore, by formulating & constraint which limits the
distance between monitors, it is possible to take advantage

of the finer resolution of pollutant concentrations without
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sacrificing the independence of the probabilities, This
constraint also prevents monitors from being clustered
around strong point sources and addresses the location
criteria of providing adequate geographic coverage. It can
be formulated best in a general form {(and later via the
computer) by noting that the area for consideration should
be covered by a rectangular matrix of locations with

dimensions n, by n, as in Figure 2,

— e o o
—-—— e e ==
-y -—— e =

n

—

Figure 2. Rectangular Grid-covering

Then the general monitor displacement constraint can be

formulated as

]

1 m
Z xijkf_‘l » p 1,2,...,1’11—54'1, (3)
=1 j=1 kEI(p’Q) q = 1,2,-..,n2—8+1,

1

where s is the side length in grids over which the constraint
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applies and

I(p,a) = {K:K= (p+s,-2)n,+(a+s,=1), 8,=1,2,...,8;
3121,2’...,3}

Note that constraint (2) is subserved by constraint (3) and
therefore can be dropped from the general formulation.
The general linear programming formulation is the

following:

1 m n
Maximize Z = E; jz EZ: P ik %14k

i=1 j=1 k=1
1 n

Subject to z Z X5k £ Py
i=1 =1

(1)

i=1 j=2 k=

1l m

Z z xi-ké—JI! p=1,2,...,n1-3+1, (3)
i=1 j=1 kﬁI(p,qg q = 1,2, 000,n,-8+1

As an example of the constrsint matrix formulation
consider the area formed by n, = 3 and n, = I with the grids

numbered as in Figure 3,



Figure 3. Example Grid-covering

Let 1 =1 and m = 3, 8ince n = 12, the total number of
probabilities is (1)(m)(n) = 36. Let s = 2; this means
that only one monitor can be placed in each four square

grid area. Constraint (3) becomes

)
>SS X =t.prp=12,a=1,23

and I (p,q) ={K : K = (p + 5,=2)4 + (q + s,-1), 8,= 1,2;
8,= 1,2
Note thsat I (1,1) = {1’23536}9
I (1,2) = {2,3,6,7}, ete.

These sets are shown in Figure 3. There will be
(n1-2+1) (n2-2+1) =6

The complete constraint matrix is shown in Figure L.

Because of the large number of locations and the
relatively small number of monitors which will usually be

congidered in the network design process, it is very likely
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there will be alternate optimal or slightly suboptimal
solutions (i.e. network configurations) to the linear

programming problem just formulated.

1 11711117111171171171111111111111 1111 1 1 1 1 1
X 3§ 123123123123123123123123123 1 2 31 2 31 2 3
k 111222333414555666777888999101010111111121212
(1){1111111111115-_‘01
111111111111 11111 11 11 11 =b,
114111 111111 =
111111 111111 =1
( 111111 111111 =1
3) 111111 111 1 1 1 =1
111111 111111 =1
111111 11111 1=1

Figure L. Example Constraint Matrix

In keeping with ZPA guidelines, which state that the
first consideration should be pollutant concentrations and
the second populstion dosage, the procedure thus far has
addressed the air monitoring objectives and location
criteria associated with pollutant concentrations while
also considering the factors influencing location deter-
mination. Since the prospect of alternate optimal solutions
to the linear programming problem suggests the inclusion of
other considerations, now is the time to address the ob-
jectives and location criteria associated with population
dossage.

The geographic variation of the population affected

by pollutant concentrations for averaging times of one day
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or longer is fairly well represented by the standard
population density. For averaging times of eight hours or
less, consideration should also be given to employment
density and shopping density, because the inclusion of
these densities represents more accurately the geographic
variation of the population that will be affected by these
shorter term concentrations. When devising these densities
for shorter term effects, proper adjustments must be made
in the standard population density. A population density
can be developed for each potential sampling location for
each averaging time associated with an ambient air quality
standard. To place this In the same format as the
probabilities of detection, a population density can be
generated to correspond to each probability of detection
which is generated, although there will not be as much
variation in the population densities (i.e. The population
density associated with several different averaging times
may be the same.). The summation of these population
densities can be used for jJjudging alternative network
configurations.

Now to follow the same formulation scheme used in
developing the previous linear programming problem, these
population densities can be combined with the location

vector X in an objective function as in the following:

m n
Maximize Y = E; 25: qijk xijk
i=1 j=1 k=1
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where qijk is the population density that will be protected
by the detection of a violation of standard i with monitor
type j at location k., This objective function will be
subject to the same constralints as the first LP problem

and one additional constraint., This additional constraint
is the objective function of that first LP problem, and its
inclusion assures that only optimal solutiona to the first
problem will be considered as optimal solutions to the
second problem, The final formulation of the second linesar

programming problem is the following:

Maximize Y =
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where Z* is the optimum objective function value of the
firat LP problem.

It is still possible that there will be alternate
optimal solutions to this second LP problem, If there are,
the set of optimal solutions can further be reduced by cost
and siting considerations such as ease of placement, ease of
access, and security. Consideration can also be given to
combining monitoring sites which measure different pollutants
into one site so long as the optimum design of each monitor-
ing network is not violated. 7Until now, no consideration has
been given to combining sites, This is in accordance with
EPA quidelines which state that a monitoring network for each
pollutant should be developed individually and only then
consideration given to combining sites within the networks.

In summary, this phase (math programming) of the pro-
cedure selects the optimum network configuration and sampling
frequencies by a sequential reduction of the feasible region.
The first step of the sequence reduces the feasible region
according to monitoring objectives and location eriteria
associated with pollutant concentrations. The second step
of the sequence reduces the feasible region according to
monitoring objectives and location criteria associated with
population dosage. The third and final step of the sequence
reduces the feasible region according to siting and cost
considerations and in addition allows for an element of

variation which helps to achieve reality in the location

procedure,
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CHAPTER IV
APPLICATION OF THE PROCEDURE

A mathematical procedure has been formulated for air
monitoring instrumentation location and sampling freguency
selection. The procedure consists of three phases, each of
which uses s modeling technique to refine existing informa-
tion about emissions and air quality and to make predictions
so that the many varied and often conflicting criteria for
air monitoring network design can be considered mathema-
tically. The first phase of the procedure, atmospheric
simulation modeling, considers the factors influencing
location determination and provides input to the second
phase of the procedure, statistical modeling of pollutant
concentrations. This second phase addresses the air moni-
toring objectives and location criteria associated with
pollutant concentrations and provides input into the third
phase of the procedure, mathematical modeling or programming.,
This final phasé addresses nct only monitoring objectives
and location criteria associated with pollutant concentrations
and population dosage but also cost and siting considerations
and culminetes in the selection of the optimum monitoring
locations and sampling frequencies to be employed. Thus

the procedure insures that air monitoring objectives are
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satisfied, location criteria are met, and factors influ-
encing location determination are considered and, therefore,
guccessafully treats mathematically what previously has been
a very subjective network design process.

This chapter presents an application of the mathe-
matical procedure to the network design process in Fulton
County, Georgia to illustrate its use and test its per-
formance., The application will concern the design of a
particulate monitoring network and a sulfur dioxide moni-

toring network only,

Predicting Concentrations with the

Atmospheric Simulation Model

The Air Quality Display Model (AQDM) (3) has been
cited as the most accurate and reliable for predicting the
geographical variation of annual aversage concentrations of
particulaste and sulfur dioxide. Therefore it was used in
the Fulton County test case,

Before a discussion of the input data is begun, it is
necessary to describe the co-ordinate system which will be
used throughout the application process. The most convenient
and widely used system for air pollution activities is the
Universal Transverse Mercator (UTM) system which is discussed
in reference (3). The UTM coordinate system is used to
construct a grid system which covers the area of interest.

Figure 5 shows the UTM coordinate system and Fulton County's
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jurisdictional boundaries., The location of all point
sources, area sources, air monitoring network sitesg, and
receptors (the points at which pollutant concentrations
are predicted) will be specified in UTM coordinates.

The required input data includes:

(1) Point source emissions data,

(2) Ares source emissions data,

(3) Meteorological data,

(4) Air quality data.

The development of this data and the use of this model is
very expensive and time-consuming, but the fact that the
Environmental Protection Agency requires the use of this
model in all sair quality control regions for planning and
for attainment and msintenance considerations means that,
with only a small additional effort, the application of this
model necessary for inclusion in the mathematical location
decision procedure can be achieved.

The point source emissions data necessary for input
to the AQDM can usually be obtained from EPA. In the
Fulton County tesat case, this data was updated with more
recent data and estimates obtained from both the Fulton
County Air Pollution Control Program and the State of
Georgia Environmental Protection Division (EPD). Although
monitors will be placed only within the jurisdictional
limits of Fulton County, pollution sources outside of its

jurisdictional limits must be included in the model because
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of their impsact upon the air quality inside of the county.
Figure 5 shows the geographical location of the most sig-
nificant of these point sources.

Area source emissiong data is much more difficult to
obtain than point source emissions data, Area source
emissions are those which cannot be pinpointed to individual
point sources or which result from so masny point sources
that they cannot be identified individually. Emissions of
this type include fugitive dust from paved and unpaved
roads, emissions from home, office, and industrial heating,
asutomobile emissions, aircraft emissions, and many others.
The density of these emissions must be described geogra-
phically over the region of interest. The ususl method is
to obtain estimates of the total emissions of each type of
area source for the entire region and then to allocate
these estimates to subregion areas using the appropriate
allocation parameter, i.e. population, employment, trans-
portation, etc., This results in several allocations with
different spatial resolutions. A process called master-
gridding is used to combine all of these into one set of
area sources. Several EPA quidelines (2), (19), (20), (23)
discuss and illustrate this allocation procedure. There are
many inherent inaccuracies associated with this laborious
procedure and these result in inaccurate emissions data
which causes difficulties later in the atmospheric simulation

modeling. Cne of the major inaccuracies, estimating amounts
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of resuspended psrticulate matter, is discussed in reference
(55). For the Fulton County example case, the area source
emissions data was obtained from a very comprehensive report
by PEDCO-Environmental Specialists, Inc. (5) which was
prepared under EPA contract using EPA methods. The most
gignificant ares source emissions indicated by this report
were investigated for accuracy and compared to existing
Fulton County data. Corrections were made where they were
warranted., Figure £ shows the area source representation
in the UTM coordinate system.

The meteorological data required by the AQDM must be
in the form of a joint frequency distribution of wind speed
(6 classes), wind direction (16 cardinal points), and
stability class (Turner's cksses 1-6). This information
was obtained for Fulton County from the National Climate
Center (NCC) in Ashville, North Carolinsa via the Georgia
EPD., The required annual average ambient temperature and
pressure were also obtsined from the NCC, and the annual
average mixing height was obtained from references (46) and
(47},

Ambient air quality data is necessary for correlating
predicted pollutant concentrations with observed air quality.
Because of inaccuracies in the prediction process, pre-

. dictions are meaningless until an acceptable correlation is
achieved. For the example application, existing air quality

data was obtained from the Fulton County Air Surveillance
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Network and supplemented with data from the Georgia EPD
network sites near Fulton County. Table 1 of the Appendix
lists the network sites and the observed air quality values.
Figure 6 shows the geographical location of the monitoring
s8ites listed in Taeble 1.

To achieve a proper correlation between predicted
pollutant concentrations and observed alr quality, it is
mandatory that point source data, area source data,
meteoroclogical data, and air quality data cover the same
period of time. For the Fulton County application this was
the calender year 1975. Once an acceptable correlation has
been achieved, pollutant concentrations are predicted for
future years. At this time any knows changes in emissions,
including addition or deletion of sources, should be input
to the model. Meteorological data too must be changed.
Rubin (56) suggests using either the historical one year
data which produces the worst concentrations or a long-term
average stability wind rose for predicting future concen-
trations. In this application a five-year stability wind
rose was used to predict concentrations for 1976.

A somewhat modified version of the Air Quality Display
Model was obtained from the Georgia EPD, adapted to the
Fulteon County IBM Systems 370 computer, and verified and
validated using the test city data specified in reference
(3). Because of the very large number of calculations

performed, the AQDM proved to be very time consuming on the
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computer, In fact, to segregate the time requirements into
acceptable increments, Fulton County had to be broken down
into several smaller regions and the model applied to each.
The resulting receptor grid system is shown in Figure 7.
Note that in the northern and southern ends of the county
the grid resolution is not as fine as in the central region.
This variation in resolution was used because the variation
in pollutant concentrations is not expected to be as great
in the less developed northern and southern regions of the

county as it is in the highly developed central region

(Atlanta) where most of the emission sources are concentrated.

Also, note that receptor locations are the centroids of the
individual grids.

Obtaining an acceptable correlation between predicted
pollutant concentrations and observed air quality is a very
difficult process., There are many sources of errors in both
the input data and the model procedure which cause this
difficulty. Some of the most frequently occurring reasons
for poor correlation are the following:

(1) 1Inadequate or inaccurate emissions data,

(2) Unrepresentative air quality data.

{(3) Complex topography and/or meteorology not

accounted for in the model.

(4L) 1Incomplete description of source variastion (the

model cannot account for diurnal or seasonal

variation).
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{5) Atmospheric processes not accounted for in the
model.

(6) Imperfect modeling of area sources.
For a discussion of these problems see references (2) and
(3). An acceptable correlation.for particulate concentrations
was obtained for the Fulton County test case only after
several thorough examinations and adjustments of the input
data. Due to inaccuracies in the input data and the model
procedure, predicted pollutant concentrations in the central
county region (Atlanta) were very close to observed concen-
trations, while predicted concentrations in the surrounding
area were approximately one-half of observed concentrations.
This does not mean that the model performs better in the
central business district but rather that in the area source
allocation procedure too much emissions were allocated to
that area and too little to the surrounding area. Therefore,
the county was separated into two areas and two different,
acceptable correlations were obtained: one for the central
business district and one for the surrounding area. Un-
fortunately this produces and.ill-defined or gray area
surrounding the central business district, because the exact
place where the correlations change cannot be definitely
pinpointed with existing air quality datea. This gray area
is shown in Figure 7. More air quelity data, better emissions
allocatioﬁ procedures, better modeling procedures, or all

three are needed to resolve this problem.
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Just prior to this modeling and analysis, the EPA and
Fulton County judged that, due to problems in the sampling
procedure, all datas from intermittent monitoring sites for
sulfur dioxide was invalid. This left only three continuous
monitoring sites which could be used in the correlation
procedure for sulfur dioxide. Although an acceptable cor-
relation was obtained with these remaining sites, the
predicted annual average concentrations of sulfur dioxide
are not as reliable.

From the correlation data, the model develops equations
for adjusting predicted concentrations. These equations were
developed for Fulton County from 1975 data, and then, after
proper changes were made in the input data (i.e. changes in
meteorological data, point source data, area source data) to
simulate calender year 1976, they were used to predict the
geographical varietion of annual average concentrations of
particulates and sulfur dioxide for that year. These

predicted concentrations are listed in Table 2 of the Appendix.

Generating Probabilities with the

Statistical Madel

Although the Air Quelity Display Model contains a
statistical segment based on Larsen's model, it is neither
sufficient nor scceptable for the required statistical
modeling and analysis. Therefore, a computer code was

written for use on PFPulton County's IBM System 370 computer
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to implement the statistical procedure developed in Chapter
III. After verification and validation, this code was used
to model the time varistion of ambient air pollutant concen-
trations and to calculate pollutant concentrations for the
averaging times of air quallity standards, the probabilities
of violating these standards, and the probabilities of
detecting these violations with different monitoring devices
and sampling frequencies. It was glsc used to generate,
based on these probabilities and the linear programming
problem formulation, input data for the linear programming
solution procedure of the third phase,

The required input data for this statistical model
consists of the predicted pollutant concentrations of the
atmospheric simulation model and a corresponding estimate
of the geometric standard deviation of these concentrations
for each receptor location. The success of the procedure in
determining the optimum monitoring locations and sampling
frequencies depends upon the accuracy of the input data in
this phase. Because it was successfully correlated with
existing air quelity data, pollutant concentration datsa
generated with the Alir Quality Display Model is sufficiently
accurate (although there is certainly room for improvement).
However, there is no readily available, accurate method for
generating estimates of the geometric standard deviations at
receptor locations., Becsuse obtaining these estimates would

necessarily involve calculating day to day variations in
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pollutant concentrations in addition to annual averages, any
accurate estimation procedure would involve a model more
sophisticated than the AQDM. The only other alternsative is
sampling the ambient air st every receptor location to
obtain estimates; this 1s impossible. Recognizing these
problems, a method was developed which takes advantage of
estimates of the geometric standard deviation (G3D) which
exist for each site in the current air monitoring network
in Pulton County. This method consists of a simple linear
geographical interpolation of GSD's between monitoring sites.
While this procedure admits to the existence of no larger
GSD than the highest measured in the monitoring network,
and this may be unlikely, no evidence exists to indicate
which receptor locations may have larger GSD's., This
estimation procedure is given some validity by the dispersion
of the existing network sites (i.e. a concentration of sites
where emissions are highest and variation is probably great-
est, and some estimates in lesser impacted areas). |
Regardless, the fact is no better method exists., Estimates
of the G3SD's, resulting from this method for particulates
and sulfur dioxide at each receptor location, are listed in
Table 2 of the Appendix.

Also required for input to the statistical model are
the applicable ambient air quality standards and the asso-
ciated averaging times of these standards. Since in every

cage Fulton County air gquality standards are as stringent or
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more strihgent than national or atate air quality standards,
they were input as the standards not to be exceeded for the
calculation of the probabilities of violation. Table L lists
the Fulton County ambient air quality standards and associated

averaging times for total suspended particulates (TSP) and
sulfur dioxide (502)'

Table . Fulton County Ambient Air Quality Standards

Averaging Standard
Pollutant Time (pg/m )

2l Hrs. 150

T3P 1 Yr. 60(m,_)

g
1 Hr. 715
S0, 2ly Hrs. 229

1 Yr. i3(m)

First, the atatistical model uses the equations of
Larsen (41} to calculate the predicted pollutant concen-
trations and corresponding geometric standard deviations for
each averaging time for particulates and sulfur dioxide.
Next it uses the probability equations developed in Chapter
III to calculate the probability of exceeding each standard
at each receptor location given the predicted concentration
and geometric standard deviation for that averaging time and

that receptor, Since Fulton County standards are not to be
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exceeded, the probability of exceeding a standard is the
probability of violating a standard. Table 2 of the Appendix
lists the calculated averaging time parameters and associated

probabilities for each TSP and S0, standards.

2
The final input to the statistical model is the
sampling frequencies which can be employed to detect
violations of each standard, Both continuous and intermittent
monitors can be inc¢luded merely by specifying the sampling
frequency. A sampling frequency of 330 days per year
(considering historical per cent downtime) represents
continuous monitors. Any smaller sampling frequency
repreosents intermittent monitors operating at that frequency.
For particulates there is only one type of monitor. It
could be operated (in the Fulton County example) at a
sampling frequency of either 60 days per year or 120 days
per year. For sulfur dioxide there are two types of
monitors: (1) continuous and (2) intermittent. The
intermittent monitors can be operated at a sampling frequency
of either 60 or 120 days per year. Therefore, for
particulates, there are two sampling frequencies which can
be employed for detecting a violation of either the 2h-hour
or annual standard; while, for sulfur dioxide, there are
three sampling frequencies which can be employed for
detecting a violation of either the 2l~hour or annual

standard. Since intermittent monitors collect 2lj-hour

samples only, they cannot be used to detect a violation of
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a standard with an averaging time of less than 2l hours.
Consequently, there is only one sampling frequency (i.e.
continuous) which can be used for detecting a violation of
the one hour sulfur dioxide standard,

The statistical model uses the Binomial equations of
CHAPTER III to calculate a probability of detection of a
violation of each standard for each sampling frequency which
can be employed. This means that there are a total of four
probabilities associated with particulates, two for each
standard, and seven probabilities associated with sulfur
dioxide, one for the one hour standard and three for each of
the other two standards., Table 2 of the Appendix lists the
calculated probabilities, associated with each sampling
frequency, of detecting a violation of each TSP and 802
standard for each receptor location in the Fulton County
example case.

The computer coded statistical model also sets up the
objective function values (i.e. detection probabilities) and
generates the constraint matrix of the linear programming
problem, using the methods of CHAPTER III, in the proper
format for input to the computer solution procedure used in

the third phase.

Sequential Reduction of the Fesasible

Region with the Linear Programming Model

In the linear programming formulation of CHAPTER IV,
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for the Fulton County example, 1 = 2 and m = 2 for particulates
and 1 = 2 and m = 3 for sulfur dioxide, where 1 is the number
of standarde and m is the number of sampling frequencies,

Since for every positive probability of violating a standard
theré will be a positive probability of detecting a violation,
the number of probablilities in the largest set of probabilities
associated with a standard for s pollutant, out of all of

the sets associated with the standards for that pollutant,

is the number of receptor locatlons or sites which will be
considered for monitor placement. Receptor locations with
probabilities of zero will not be considered. Therefore,

from the output of the statistical model, k = 122 for
particulates and k¥ = 10 for sulfur dioxide. The conse~

quences of the small number of sites to be considered for
gulfur dioxide monitor placement will be discussed fully in
subsequent chapters. The immediate consequence is that the
problem is simplified and the location procedure need not be
uged for designing the sulfur dioxide network. Therefore

the procedure will be carried out for tetal suspended
particulates only. The resulting matrix of potentiasl locations
for particulate monitor placement is shown in Figure 8.

In considering the grid resolution used in the at-
mospheric simulation model and the recommended distance
between monitora specified in reference (16), it 18 concluded
that for this example s should equel two., This value of s

will alsc be used in the sections of larger grids beceuse of
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the limited number of sources and the limited variation of
concentrations in those areas.
The linear programming formulation for particulates

in the Fulton County example then becomes the following:

2 2 122

Maximize 50 57 ST Pjigic *ik
i=1 j=1 k=1
2 2 122

Subject to Z Z Z xijk =< b

-
L}
—
L
"
-
E)
]
-

M
M

Z Iijkf‘." » p=1,2,...,n1-8+1,
Kel (pDQ) g = 1’2,ooo’n2-s+1

i-h
"
—
Code
]
-

xijk =0

where b is the number of particulate monitors and
I(p,q) = {k; k=(p+s1-2)n2+(q+32-1),32=1,2 3 s1=1,2}.

In Fulton County the number of monitors currently available
for placement is thirteen and therefore b = 13 initislly,
but the value of b will be varied to determine the effect of
expanding the network.

The constraint matrix was generated by the computer
program used in the statisticel modeling. It was neceasary
to 1limit the rectangular grid-covering ares described in
CHAPTER III to include only the portion of receptor locations

composed of grids two kilometers square (n1 = 15 and n, = 13).
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The four kilometer square grids and some two kilometer
square grids were excluded. These grids outside the rect-
angular covering area were then added to the constraint
matrix, All of the grid squares in this covering not
included in Fulton County are glven zero probabilities,

The sets of probabilities of size 122 for some sampling
frequencies and standards alsc contain some zero probab-
jlities. Therefore, the ccnstraint matrix and the objective

function were reduced to include only x variables which

ijk
have positive probabilities. This reduc:d matrix and the
objective function probabilities were output from the
statistical model computer program in the format necessary
for input to the linear pregramming solution procedure used
in this phase.-

This linear programming solution procedure consists
of a computer coded package called Subroutines for Experi-
mental Optimization (SEXOP) (4) which was obtained from the
Massachusetts Institute of Technology via Georgia Tech. It
is composed of 2l subroutineas which, in addition to solving
large linear programming problems (specific dimensions must
be input) and allowing for the addition of columns to the
problem, will also permit changing of the right hand side
and the objective function and will perform & parametric
analysis on each.

In the second LP problem formulation the objective

function of the first LP must be added as a constraint (row).
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Since the SEXOP procedure allows only the addition of
columns, the first LP problem was transformed into its dual
to take advantage of this SEXOP feature in solving the

second problem, If the reduced constraint matrix is de-
signated A, the right hand side B, and the objective function

coefficients P, the first problem becomes the following:

Maximize Px

Subject to Ax =< B

v
o

X

The dual of this problem is then:

Minimize wB

Subject to -wA = -P

Iy
o

w

The population densities needed for the second LP
problem were celculated from the Atlanta Regional Commission
(5L4) population estimates for 1976. Since only the parti-
culate network is being designed and there are no standards
with averaging times of less than 2l hours for particulates,
it was not necessary to consider employment density and
shopping density in determining the population densities
subjected to the particulate concentrations., If the

population densities are designated D, the second LP problem
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becomes the following:

Maximize Dx
Subject to -Px = .z¥%
Ax = B
x =0

The dual of this problem is the followilng:

Minimize -w1z*+w2B
Subject to w1P - w2A<£;-DV
w12: 0 L = 0
Since SEXOP is only a package of subroutines, a control
program was written to use the needed subroutines in proper
order. This control program reads in the data for the first
LP dual problem, calls the appropriate subroutines to solve
the problem using the primal simplex procedure, resds the
population densities for the second LP dual problem, reop-
timizes, adds the objective function of the first LP as a
column, and reoptimizes using the primal simplex method.
This procedure was followed not only to determine the maximum
valuea of the objective functions for the existing number of
monitors but also to determine the curve representing the
maximums thet can be atteined with any number that can be

placed in the area. These curves can be viewed as system
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effectiveness curves,

This math programming solution procedure accomplished
a two step sequential reduction of the feasible region. The
next chapter discusses the results of this procedure and the
third reduction described in CHAPTER III. It also discusses
the system effectiveness curves that were generated by this
procedure and the optimum monitoring networks that can be

designed for Fulton County.
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CHAPTER V
MODIFICATIONS AND RESULTS

There sare two problems associated with the
identification of the optimum network sites from the resulis
of the sclution procedure used in CHAPTER IV, The first
problem, the probable existence of alternate optimal sites
and therefore network configurations, has been partielly
addressed by the inclusion of population dosage considerations
in the second LP problem formulation. Also the exiatence of
alternate optimal sites has been cited as beneficial from
the point of view of actual siting of the monitors. (If a
selected grid srea is unacceptable, alternate sites or
configurastions could be examined,) However, the identifi-
cation of these alternate optimal sites or network
configurations is very difficult, and, even when identified,
an examination process would have to be developed to
evaluate all of the alternatives (which could be numerous).
The second problem is that integer solutions cannot be
aasured to either LP problem. This is true becsuse neither
matrix of coefficients is totelly unimodular; the conatraint
matrix contains many odd cycles. Thus, the optimal solution
to the problem set may not be in a totally usable form. A

procedure is needed to resolve non-integer solutions should
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they appear. Hopefully, an optimal integer solution can be
identified from the (hypothetical) alternative solutions.
However, if one cannot be identified, a suboptimal, integer
solution must be selected, This chapter discusses how these
problems can be resolved in selecting the beat particulate
monitoring network for Fulton County, both with existing
resources and with additionael resources,

Fulton County's current resources for particulate
monitoring consist of 13 intermittent monitors., The network
configuration of the linear programming solution to the first
problem with b = 13 is shown in Figure 9. As anticipated, an
integer solution was not achieved. When the second problem

was solved using the constraint

%

> Y. Pigk Figx = 2
13 &

where Z¥ is the optimum objective function value of the firast
problem (Z* =z the detection capability), no change in
configuration occurred. Yet the correasponding objective
function value of the second problem Vol (Y* = the protection
capability), was only 60 percent of the maximum achievable
without the above constraint, Since the detection probabil-
ities are not absolutely acecurate, it seems necessary to
investigate the effect on the solution configuration of a

tradeoff between protection capability and detection

capability. Therefore, the above constraint was modified to
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the following:
#
222 Py M=% (- €)
i Jj k

For 1=€=20, the detection capabillity of the solution to the
protection problem will be within 100€ percent of its optimal
value. The protection problem was then solved with increas-
ing values of €, Table % shows the detection capabilities
and protection capabilities for these values of &, The

table shows that a five percent decrease in the detection
capability yilelds a protection capability of 84 percent of
its maximum, a ten percent decrease yields a protection
capability of 91 percent; and a twenty percent decrease
yields a protection capablility of 99 percent.

Table 5. Summary of Monitor Location Results:
13 Monitors

€ 0.00 0.05 0.10 0.20 1.00
Detection (1)10.324 (1) 9.882
10.783 8.626 b5
Capability ©{2)10.,208 (2) 9.605
Protection (1)88.522 (1)95.346
63.455 106,469 107.320

Capability (2)90.L432 (2)99.156
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When evaluating trade-offs such as these, it must be
remembered that the primary objective of an air monitoring
network is detection. Thersefore, the 95 percent detection
capability, 84 percent protection capability solution was
chogen ag the best for Fulton County. The five percent
decrease in detection is well within the error limits of the
detection probabilities and the increase in protection
capability achieved is significant., Further reductions in
detection capability do not yield significant increases in
protection capabllity., This solution configuration is shown
in Figure 10, The configuration for the 90 percent, 91
percent solution is shown in Figure 11, Again integer
solutions were not achieved. However, the configurations
are such that only two possible integer sclutions can be
identified. An evaluation of these two ihtegor solutions
reveals that one has superior detection capability, while the
other has superior protection capability. These values are
also shown in Table 5. To be consistent with monitoring
objectives the solution with 96 percent detection capability
and 83 percent protection capability should be chosen as
optimal for Fulton County.

The current particulate monitoring network in Fulton
County operates on a six day sampling schedule, At this
frequency, it has a detection capability of 5.87 and a
protection capability of 77.84. If the sempling fraquency

were increased to a three day schedule to matech that of the
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chosen model sclution, the detectlion cepability would be
increassed to 7.649. (These values are actually biased because
the current configuration violates a monitor proximity con-
straint., This means that one monitor, according to the

model formulation, is being wasted. However, this monitor

was not excluded from the capability calculations.) The
model solution cited as optimal for Fulton County would
operate with a three day sampling frequency and would increase
the detection capability 76 percent over the current network
with six day sampling and 35 percent over the maximum
achievable with a three day sampling frequency. This im-
provement in detection capability is dramatic., The
improvement in protection capability of 14 percent is leas
dramatic. However, it is still signifiecant congsidering the
fact that it is easier to identify population densities than
pollutant densities in the network design process. A
comperison of the current network configuration and the
optimal model configuration is shown in Figure 12,

As indicated previously, the selected model network
according to the solution results, would operate with a three
day sampling frequency. However, when the detection prob-
sbilities with a six day and a three day sampling frequency
are compared, as in Table 6, it is evident that at least one
and possibly more of the monitoring sites could be operated
on a six day sampling frequency with very little decrease in

the overall detection capability. In actusl situations the
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sampling frequency decision must consider cost factors. The
present formulation does not consider costs. Therefore,
although one announced intent of this procedure was to make
the sampling frequency decision-and it does indicste the
beat frequency given the model criteria-it cannot, except in
certain clear cases such as the one in Table 6, actually
evaluate the tradeoffs involved in the decision. Although
cost 19 a8 less important criterion than detection and
protection, a cost model should be developed.

Table 6. Detection Capabilities at
Various Sampling Frequencies

Location Detaction Probabilit
Three-day Efx-gay

146 912 .703
153 .B12 . 648
155 .978 .851
168 842 . Th2
172 « 131 161
185 .66l 1120
187 .8l2 . 655
189 Lél .268
191 1183 . 281
210 812 . 566
23l .857 .621
236 . 927 . 729
346 31,000 #.994

* Six-day sampling could be used.

It is possible that one or more of the grids in the
optimum model network will fail to provide a suitable site

for physically placing the monitors. Should this occur, cone
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or more alternates must be selected. These alternates can
easily be identified by giving the unacceptable grids zero
detection probabilities and population dengities in the input
data and resolving the LP problems. If there are alternate
optimal configurations, this will guarantee their selection.
If there are no alternate optimal configurations, the best
suboptimal configuration will be selected. This method
avoids identifying any alternate optimal configurations
unless they are needed.

When a new solution is achieved, the resulting network
configuration may be changed completely. (Therefore it is
not reasonable to merely select alternates for the unaccept-
able sites using only judgment.) This procedure was tested
on the chosen model network by arbitraily declaring two sites
unacceptable. The resulting configuration and network

capabilities are shown in Figure 13.

The previous discussion has dealt with designing the
optimal network configuration using the monitoring resources
currently available, Of equal interest is the result of
allocating additional resources to the monitoring effort.
To investigate this effect in Fulton County, the detection
and protection capabilities were determined from the solution
procedure for recources from zero to the maximum that can
be placed in the county given the model constraints.

Plots were made of these capabilities for various

values of €. These plots are shown in Figures 14 and 15.
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From these plots it is clear that the marginal value of the
monitors begins to drop off rapidly as the number of monitors
increases beyond fifty percent of the maximum., Thias maximum
is actually 38, Therefore, significant improvement in the
particulate monitoring network can be achieved by adding
monitors to the system up to aepproximately 21, Twenty-one
monitors obtain 80 percent of the maximum achievable detec-
tion capability and 81 percent of the maximum protection
capability. Figure 16 shows the tradeoff between detaction
and protection capabilitles for any number of monitors and
any value of €, The curves in Figures 14, 15, and 16 are
system effectiveness curves. They gllow not only the de-
termination of the optimal monitoring network for a given
number of monitors but also for any inereased number of
monitors up to the total system optimum. By using these
curves {and the corresponding model results) and the methods
for resolving non-integrallity and identifylng alternates
developed in this chapter, the best particulate monitoring
system can be identified for Fulton County, both now and in
the future.

As indicated in CHAPTER IV, the spplication of the
procedure to the sulfur dioxide monitoring network was
discontinued after the results of the second phase were
obtained. Only a few of the detection probasbilities had
positive values. There were not enough to warrant the

application of phase three of the procedure. In selecting



86

e:0.00
e-_'.0.0S
€ = o0
€=1.00

X/ 3-a0y

X G-day

"/"
[ 1 ] 1 I I ] | T T ]

T 11
9

3 15 21 27 33 39 45

x Present Network

Figure 1. Detection Capability Versus Number of Monitors



87

T [ T [ T [ 7 77T 71 T ]
I PR A A A P
Monitors |

x Present Network

Figure 15. Protection Capability Versus Number of Monitors



Qe opteQ BSOSO OHW

monitors

5 10 15
Detection Capability

Figure 16, Trade-offs Between Protection
and Detection Capabilities



89

the beat sites for the monitors, it i3 only necessary to
consider the small number of detection probsbilities and
their associated population densities and choose those with
the highest values, while considering monitor displacement
criteria. The tradeoffs involved can be effectively consid-
ered without the aid of linear programming., Figure 17 shows

the S0, model network which results from such an analysis.

2
The network consists of only three monitors. Fulton County

currently has three continuous SO2 monitors and six inter-
mittent monitors. Therefore, the current resources exceed
the requirements. However, recall that only three monitoring
sites had produced usable historical monitoring data; all
data from intermittent monitors was declared insccurate by
the EPA and Fulton County. Thus, the correlations of the
diffusion model and the resulting predictions of SO2 con-
centrations were based on insufficient data. Before the
results of the application of this procedure to the 302
monitoring network can be accepted, a larger data base must

be developed.
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CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS

A mathematical procedure for air monitoring instru-
mentation locaticon and sampling frequency selection has been
developed. The need for such a procedure arises from the
necessity of developing air monitering networks in the quest
for clean air and the lack of a structured, objective method
of satisfying monitoring objectives, meeting location cri-
teria, and considering the factors influencing location
determination,

The procedure which has been developed incorporates
atmospheric simulation modeling and statistical modeling
currently used by air pollution agenclies and, by further
developing the statistical modeling, provides sufficient
data for a mathematical programming formulation and thus a
means of selecting instrumentation locetions. It has been
succegsfully applied to the particulate monitoring network
of Fulton County, Georgia with significant increases over the
present system in both violation detection and population
protection capabilities. In addition, it generates valuable
information for evaluating the potential benefits of allo«
cating more sources to the monitoring effort and for

determining new network configurations with increased

resources,
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Because the methodology employed is quite general, the
procedure can be easily adopted, understood, and implemented
in other air quality regions. However, the procedure is not
without shortcomings, and these have led to certain conclu-
gions regarding its usage and recommendations for further
development,

The data base required by the procedure is extensive.
However, the data preparation effort is reduced considerably
by the use of data whose development is currently required
by EPA. At least in metropolitan areas the data base should
be readlly aveilaeble, One type of dets not readily available
is estimates of the geometric standard deviations of the
pollutant concentrations at each receptor of the network grid.
These are available only at current monitoring sites and in
Fulton County were obtained for other sites by interpolation.
A procedure for generating or more accurately estimating
these values is needed., Since the location procedure is
dynamie and should be applied at specific time intervals to
reassess the network design, the data base will be constantly
enlarged and initial inadequacies in this and other data can
be overcome in subsequent years.

The atmospheric simulation model used in the procedure
could only predict concentration of particulates and sulfur
dioxide and these with limited success due to inadequacies
and inaccuracies in both the model and the input data., Better

methods are needed in developing input data particularly ares
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source emissions, Since the procedure is highly dependent on
the integrity of the simulation model, improvements in the
model structure would achieve more confidence in the results
of the procedure. Models which predict concentrations of
other pollutants such as carbon monoxide can be incorporated
into the procedure when these models become more reliable

and as more input data is developed. Modification of the
mathematical model to address any specific location or dis-
placement criteria peculiar to another pollutant should be
achievable,

Primarily because of the atmospheric simulation model,
the procedure is expensive in terms of computer resources.
However, simulation modeling is currently required by EPA in
metropolitan aréas, and thus the added costs of the procedure
are only those of the statistical modeling and the mathe-
matical solution procedure which are not exceasive,

A stated objective of the development of the location
procedure was the selection of the optimum sampling frequency
at each selected monitor location, The procedure does in
fact indicate the optimum sampling frequency according to
the stated criteris and provides information for determining
the capabilities of the system at other sampling frequencies,
However, except in certain obvious cases, it does not allow
a true evaluation of the trade-offs between sampling fre-
quencies, because it does not explicitly consider the

associated monetary costs involved in the tradeoffs.
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Therefore, an extension of the procedure to further address
the selection of optimum sampling frequencies is needed,

Although it was possible to identify optimum lecation
configurations from the results of the mathematical solution
procedure, significant improvements could be made in this
area. Methods were developed for identifying integer
solutions from the fractional solutions obtained and for
identifying slternate sites. These additional methods wers
needed because the solution procedure chosen was not really
sulted to the problem as formulated. Linear prograsmming was
chosen as the solution procedure because of the sizs of the
problem (and potential problems) and the fact that no better
procedure exists for the special structure of this problem.
(At least the author is unaware of its existence.)

The size of the problem can actually be reduced by
further considerations. For a given standard, at any site,
the constraint vectors for all sampling frequencies are
identical, Since only one frequency can be selected, only
the one yielding the largest detection probability need be
considered. If more than one standard is considered, the
constraint vectors for continuous monitors would be identi-
cal, ae would the constraint vectors for intermittent
monitors, Therefore, at a given site for a particular
monitor type, only the standard with the highest probability
of detection need be considered. These observations reduce

the number of location variables from lmn to 2n., Thia
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reduction was actually made by the linear progremming proce-
dure. However, in the interest of considering a smaller
problem, the reduction could be made by the statistical
model when the input data for the solutlion procedure is
generated.

The smaller problem is seen to be a set-packing
problem {L5,47) with two additional generalized upper bound
constraints., The set-packing problem la a integer program-
ming problem; however, there is still no known procedure for
golving it with additional constraints., Therefore, for
future procedure improvements, the major effort should
perhaps be concentrated toward the development of better
solution procedures,

In summary, a procedure for air monitoring instru-
mentation location and sampling frequency selection has been
developed to treat mathematically what has previously been a
very aubjective process. Through application te real world
data, it has been shown to give significantly improved
solutions to existing monitoring networks, Although this
procedure is not the finel word in solving the location
problem, it hopefully represents a substantial step toward

that end.
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Table 1. Monitoring Sites Used in the Diffusion Model

UM Coordinates

Annual Mean gt: £m3!

Easting

137
42
745
n
728
734
737
Thl
739
736
725

740
752

728
730

Northing

Fulton County Sites

T3P

3730
3738
3730
3745
371
3738
3743
3743
3737
3739
3745
3716

Georgla EPD Sites

3742
3755
3722
3759
3752

70

62
50
50

50,

97
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