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SUMMARY

A-¥ Analog to Digital Converters are well-known for their high dynamic
range (bit resolution) and robustness to circuit imperfections. Conventional A-T
ADCs are designed around switched capacitor circuits using some form of distributed
feedbaék or feedforward or both in the modulator loop. The loop coefficients are
realized using capacitors. Passive components like capacitors in an integrated cir-
cuit have associated limitations—value spread, matching and limited programmability.
This thesis propoées the appliéation of floating-gate techniques to address these is-
sues. Electronic potgntiometers(e—pots) are floating-gate elements which can provide
accuraté and programmable on-chip reference voltages. These voltages determine the
‘ feedback cpefﬁcients of the modulator. With e-pots, the modulator can be optimized
-while in operation to correct for fabrication mismatches, or to realize various noise
shaping functions. The e-pots can be re-programmed in the event of any environ-
mental detefioration to retrieve desired response. An experimental chip thafc can
implement second through fourth ordgr modulators has been fabricﬁted?ﬁi:n a05,um
CMOS process. Simulation and experi;ﬁenﬁal resulfs for a second order Ijnquulat‘or on
this prototype are presented. Preliminary experimental results of a thi:ci moidulator
are also shown. The prototype is used as a i)roof of concept device to explére t?he: limi-
tations of the proposed technique. Circﬁit level optimizations to improve pérf();rrﬁance

are considered.



CHAPTER 1

OVERSAMPLING ANALOG TO DIGITAL

CONVERTERS

The features of oversampling data converters are reviewed. The advantages of over-
sampling converters are considered with particular emphasis on A-¥ noise shaping

converters. Typical performance metrics and their definitions are discussed.

1.1 Owverview of Oversampling ADCSs

Data converters are divided int';o two categories—Nyquist rate converters and oversam-
pling converters, according to the ratio of the sampling rate to the Nyquist rate. The
ratio is referred to as the oversampling ratio-M. Typical values of M for oversampling
converters found in prior literature are from 16 to 256 [2, 4, 7, 21, 8]. A-X ADCs
belong to the class of oversampling data converters. |
Over-sampling ADCs are based on trading off accuracy in amplitude for accuracy
in time [2). The final digital output is obtained from several coarsely quantized,

generally 2-level encoded samples. Oversampling affords the following advantages:
1. Relaxed anti-aliasing filter requirements at the input.
2. Dedicated Sample and Hold circuits are not necessary.

3. Relatively high tolerance to circuit imperfections such as comparator offsets and



integrator gain variations.

Under certain assumptions [21], the error introduced by quantization can be shown
to hdve the characteristics of white noise, uncorrelated with the input signal. Over-
sampling spreads the quantization noise over a wider frequency range, thereby reduc-
ing the fraction of noise power in tile bandwidth of interest. To make the process
more efficient and obtain. higher résolution, noise-shaping converters place the quan-
-ti'zer in a feedback loop. Such a system selectively attenuates the in-Eand noise, while
leaving the signal spectrum unaltered. A noise shaping converter employing a coarse
quantizer, goes by the name of A-¥ modulator. The order of a modulator refers to

the number of integrator elements in the forward path of the loop.

1.2 A-Y Analog-to-Digital Converters

A-3 Analog to Digital converters are well-known for their high dynamic range and
" robustness to circuit imperfections such as variations in integrator gains [1, 6, 10, 16,
26].

1.2.1 Principles

The converter works by shaping tlié Q‘uantization noise spectrum of an 6ver-sampled
low-resolution signal, to push rnést of the noise power into frequencies far beyond the
band of interest. Thereafter, a decimation filter removes the out of band quantization
error from the output, giving a higil-rjtasolution digital signal. The converter consists
of two building blocks-the modulatqir' which shapes the noise and the decimation

filter. A first-order modulator is shown in figure 1. It consists of an integrator and a
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* Figure 1: Block diagram of a first order A-£ modulator.

‘1-bit quantizer in a feedback loop. The integrator is typically realized using switched
. capacitor circuits, while the 1-bit quantizer is a comparator. The DAC output could
be a scaled version of the cjuantizer output.

When the integrator output has positive(negative) polarity, the quantizer feeds
back a positive(negative) reference voltage that is subtracted(added) from(to) the
input. The integrator accumulates the error between the input and the quantized
output, and the comparator forces this error value towards zero. Thus the local time

average of the output tracks the local time average of the input. This is true provided

the integrator does not saturate. The decimation filter computes the local average

and uses the number so obtained as a digital representation of the analog input signal.

1.2.2 Performance Metrics !

A-Y modulator performance is measured using the following metrics {17, 18]. All

spectral computations are perforrhed in the bandwidth of interest.

1. Signal-to-Noise Ratio [SNR]: SNR is defined to be the ratio in decibels of

the signal power to the noise power at the modulator output. It is measured



using a spectral analysis (FFT) of the output. An FFT by itself introduces
spectral power ]éakage between adjoining frequency bins [8]. Windowiﬁg func-
tions are used to minimize spectral leakage and improve the SNR estimate. In
practice, SNR is computed by taking the ratio of the rms signal to the rms
noise, which includes all spectral components minus the fundamental, the first

four harmonics and the DC offset.

. Signal-to-Noise and Distortion Ratio [SINAD]: SINAD is evaluated as the
ratio in decibels of signal power to the power of all spectral components minus

the fundamental and the DC offset. For sinusoidal input signals, the first N |
harmonics of THD, usually the 2"¢ through 5 harmonics are included. SINAD

* is specified for a given input frequency and sampling rate.

. Total Harmonic Distortion [THD]: Harmonic distortion is produced by ADC
non-linearities. For pure sine-wave inputs, tlie harmonic distortion components
in the output spectrum are at frequencies which are integer multiples of the

- applied sinusoidal frequency. The output THD is computed as the ratio in

decibels, of the rms sum of the amplitudes of the first four harmonics of the
input signal frequency to the amplitude of the fundamental.

\/A%{Ii72,rms + A%IDS,rms + A%IDAl,rms + A%iDS,rms) (1)

THD = 20logyo ( "
fin,rms

. Spurious-Free Dynamic ﬁAnge [SFDR]: SFDR is the ratio in decibels of
the rms amplitude of the fundamental to the rms value of the next-largest

spurious/harmonic component, excluding DC offset in a specified frequency

4



range. SFDR is specified when harmonic distortion and spurious signals are
considered undesirable in the ADC output spectrum, for a pure sinusoidal input.
SFDR is measured usually by applying a near full-scale sinusoidal input such

as -1dBFS (dB full-scale) and plotting the FF'T of the output.

A in,rms
SFDRyp = 20logyo (-f—) ()
AHDmaz,rms
or
SFDRdB = 2010910 (—M-) (3)
ASPURmaw,rms

Complete specification of SFDR requires specifying the sampling frequency as

well as input frequency and amplitude at which the measurement was made.

. Dynamic Range [DR]: The dynamic range of a data converter is the input
signal amplitude range it can handle. DR is defined to be the ratio in decibels,
of the power of a full-scale sinusoidal input for undistorted output to the power
of a sinusoidal input for which the SNR is 1. It is shown [21] that for a single-bit

quantizer with modulator order L, and oversampling ratio M,

_ 3L+ 1M

DR = ==Ly (4)

. Effective Number of Bits [ENOB]: ENOB expresses the resolution of the
ADC in terms of effective number of bits in its digital representation. ENOB is
specified at a particular input frequency, amplitude and sampling rate. ENOB

is directlyv related to SINAD and is expressed as,

SINAD,p — 1.76

ENOB = 6.02

(5)




1.3 Research Outline

‘This research focuses on building single loop, 1-bit A-X modulators, using switched

capacitor techniques, to address the following issues.

1. Lack of Programmability: The modulator parameters, such as integrator
gains and feedback coefficients cannot be modified or optimized after fabrica-
tion.

2. Capacitor Spread: Capacitor ratios are set to achieve particular coefficient

values. A large capacitance spread results in an increased overall area, which

could be a bottleneck for multichannel ADCs on a single die.

Specifically, fhe goals of this thesis are to demonstrate the feasibility of using
floating-gate voltage references in a A-Y modulator. Results from current litera-
ture [5, 19] are used to model system behavior at a higher level of abstraction, incor-
porating as much circuit information as possible. Behavioral simulations are used to

design modulator elements. Circuit performance is evaluated using SPICE simula-

tions and experiments on a silicon prototype. The implementation of the decimation
filter is not considered in this work. Rather, aﬁ ideal decimation is assumed and
post-processing of modulator output is carried out in software.

These goals are part of a collaborative effort in the Integrated Computational
Electronics Lab to apply floating-gate techniques to the space of various A-to-D and
D-to-A converters.

The rest of this work is organized as follows. In chapter 2, the architecture of

the proposed modulator incorporating floating-gate elements is described. Chapter 3



details the high-level models used to describe the modulator and determine optimum
coefficients. In chapter 4 the circuit implementation and simulation results are pre-
sented. The experimental measurement setup and results are dealt with in chapter 5.
Chapter 6 concludes by stating how limitations of the current prototype are being

addressed.



CHAPTER II

PROGRAMMABLE DISCRETE-TIME

FLOATING-GATE A-£ MODULATOR

This chapfer describes the proposed programmable A-Y modulator with floating-gate
elements. This architecture was discussed in [22] and refined in t23]. Floating-gate
elements called e-pots [11] are used to provide programmability to the mobdulator. The
structure and programming of of. e-pots ié reviewed. This is followed by details of
hdw e-pots are incorporated into the modulator as programmable reference voltages.

Figure.2 shows é conventipnal nt* order modulator. The proposed alternate im-
plementation incorporating e-pots is shown in figure 3. The modulator architecture
is a Distributed Féedback '(DFB) with Cascade of Integrators (COI) in the forward

path [3]. The integrator gains are kept constant to reduce the degrees of freedom of

the circuit. The feedback coefficients are programmed using e-pots. The use of e-pots
provides the following advantages—No depéndence on capacitor ratios; Capacitance .
spread may be reduced; Circuit is prégrarijmable while in operation; Multiple transfer

functions can be realized for a given modulator order.
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Figure 3: Schematic of the n*" order modulator with the 1-bit DACs in the feedback loop replaced
by e-pots and associated circuitry. The order of the modulator can be chosen using digital select
pins. The digital output determines which e-pot element is in the feedback loop. This approach,
currently restricted to tuning the feedback path, can-be extended to include variable integrator gains
in the forward path.

2.1 Electronic Potentiometers(e-pots).

Figure 4 shows the structure of a basic e-pot. E-pots are on-chip, non-volatile ana-
log memory cells with voltage outputs, that can be individually addressed and pro-
grammed. The stored voltages can be programmed and held for extended periods
of time with low noise and drift. They also have good power supply noise rejec-
tion [9, 11]. An e-pot uses the floating-gate of a MOS transistor as a charge stor-
age element. Programming the memory element is done using controlled quantum
mechanical phenomena-Fowler-Nordheim tunneling [15] and hot-electron injection

through thin SiO, [9, 11].
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Figure 4: (a) Simplified e-pot structure. (b) Shift register to address each e-pot in an ar-
‘ray{Adapted from [9]). The e-pots are fabricated as a regular array structure with additional control
circuitry to address and program each of them separately. Each integrator feedback stage requires
two e-pots. During programming, the e-pot output voltages are multiplexed onto a single pin to
minimize pin count.(Adapted from [11])

Referring to figure 4, the amplifier has its positive terminal connected to an ex-
ternal reference voltage. The negative terminal is a floating-node. Connected to the
negative terminal is a pFET transistor for injection, a tunneling capacitor, and a
feedback capacitor.

To lower an e-pot’s output voltage, electrons are removed from its floating gate by
the process of Fowler-Nordheim tunneling. A high voltage V;,, is applied to one end
of the tunneling capacitor. The other end of the tunneling capacitor is connected to
the floating node. The effective energy barrier is lowered so that electrons can tunnel
through the gate oxide. To raise the e-pot output voltage, electrons are added to the
floating gate using hot-electron injection. A method for pFET injection [11] is shown
in figure 5. A high voltage V;n; is placed across the source and drain of the injection

pFET when the current e-pot is selected with SELECT=1 and injection is enabled

with INJECT=1. The NAND gate is implemented using pseudo-NMOS logic so that

10 -
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Figure 5: A method for pFET injection. The inverter and capacitor C,. are used to compensate
for the capacitive coupling into the floating-gate node through the drain-gate overlap capacitance.
the digital control signals-INJECT and SELECT do not have to operate at the high
Vinj voltage level. The gate-source voltage of the pFET is controlled by setting V.
so as to place the pFET in the subthreshold regime. Some of the holes that have
diffused across the-channel, on entering the high electric field region at the drain
are acéeléréfed enoﬁgh, to launch an impact ionization event. This creates a hole-
electron pair. If the kinetic energy of the electron exceeds 3.1eV, the silicon-silicon
dioxide energy barrier potential, the electron is injected into the oxide and onto the
floating-node [14].

Figuré 6 shows the tunneling and injection processes as a function of time. The
output falls and rises linearly. Vc%m,,.i:sg the compensation voltage source. Its function
is similar to that of the inverter ;ho'wﬁ in figure 5. In both tunneling and injection
processes, switching on tunneling %)r injéétion results in a step change in voltage which

capacitively couples onto the ﬂoafing{gate node and causes an offset in the floating-

gate voltage. For tunneling, the tﬁnnéiing capacitor is itself the coupling mechanism.

11



1.8 .

121 .

Memory Cell Output Voltage (V)

Tunneling On l
0.8

: ’ Injection On L
0.6

0 5 10 15
time (s)

Figure 6: Tunneling and injection processes in an e-pot. Note the linear relation between voltage
and time.(Adapted from [11])

For injection, it is a combination of the channel-gate capacitance as well as the drain—
gate overlap capacitance. Vomp and the compensation capacitors C, can be chosen
to reject the tunneling or injection induced offset for a narrow range of Vi, and Vi,

voltages.

E-pots have been characterized.foAr their noise properties, dynamic range and
PoWer Suppiy Rejection Ratio(PSRR) [9, 11). The rms noise voltage at the e-pot
output voltage is on the order of 1-2 mV, this number being very similar to other
floating-gate amplifiers [12, 13]. It has also been found that tunneling and injection do
not contribute significantly to the noise [12]. The dynamic range has been found to be
approximately 84 dB (14 bits), using a 5V supply with 4V linear range, and typical Cy

capacitors of 2pF at room temperature (T=300K). The PSRR of the e-pots is 39 dB.

12



Table 1: EPOT parameters in a 0.5um CMOS process.(Adapted from [11])
‘ Parameter Value
1/fnoise 3.6uV /fsqrtHz
Thermal noise | 2.2uV/vHz
a 0.034V/°C
Injection rate 150mV/s
Tunneling rate 410mV /s
DR(5V supply) | 84 dB(14 bits)
PSRR 39 dB

The primary contribution to the PSRR degradation is from the amplifier [9, 11].
E-pot voltage references exhibit temperature dependence [9](see Table 1). The
temperature coefficient « is significant. From a performance perspective a 10°C tem-
peraturé change could result in nearly 340mV change in each e-pot and lhence nearly
680mV of mismatch for a pair of e-pots used in the same modulator stage. This
could be a serious drawback of this architecture, since the modulator does not have
compensation (such as that used in bandgap references). However, direct SNR mea- .
surements on the modulator at room temperatures indicate much better stability of

e-pot outputs than predicted by prior measured data. One possible explanation could
be that the prior data [9] was obtained by setting the bias voltages of the device un-
der test using potentiometers. General purpose potentiometers typically do not have
very good temperature stability. The overall température variation of the e-pot volt-
ages in these experiments cbuld have been influenced by the potentiometers. In the
present test setup all bias voltages are set by commercially available IC Digital-to-
Analog converters such as the '10-bit MAX5250 and the 12-bit MAX536 from MAXIM

Semiconductor, followed by low-pass filters. Nevertheless, for‘ high performance data

13



converters, the temperature stability of floating-gate elements is a critical requirement

and needs further investigation.

2.2 E-pots in a Programmable A-Y Modulator

The e-pots used in the modulator are fabricated as a linear array. The Select digital
input shown in figure 4(a), is used to turn the tunneling or injection process on/off on
an addressed e-pot. The addressing mechanism for the e-pot array consists of a shift
register aﬁd a synchronization output. A logic ‘1’ is shifted through the register, on
the rising edge of é clock signal. Tunneling/Injection are enabled only on the e-pot in
whose position the ‘1’ currently resides. The sync output goes high whenever the ‘1’ is
scanned past the last e-pot of the array. The Tunnel input starts/stops the tunneling
operatioh on the currently addressed e-pot. Similarly, the Inject input starts/stops
the injection operation.

As seen in figure 3, each integrator stage has two e-pot outputs connected to
the feedback path through a two-input analog multiplexor. When the modulator

operates, depending on the instantaneous polarity of the latched digital output, one

of the e-pot outputs is switched into the feedback path.

14



CHAPTER III

SYSTEM MODELS

Transistor level analysis of A-Z modulators is tedious and time consuming. Several
methods have been advocated to capture the performance of A — ¥ modulators at a
higher level of abstraction [5, 19, 21]). The transform domain approach on a linearized
modulator system is the simplest. A linear model of a second-order modulator is
shown in figure 7. The quantization noise is modelled as an additive white gaussian
noise source, uncorrelated with the input signal and placed before the quantizer. A 1-
bit quantizer is essentially a comparator and therefore responds to the sign of its input
alone. In thellinearized system, it is abstracted as a variable gain block, the gain &
varying as a function of the amplitude of the quantizer input. Two independent input
~ variables can bev identified — the quantization noise source (N) and the input signal

“source (X). Therefore two transfer functions can be computed in the z-domain, the

Noise Transfer Function (NTF) and the Signal Transfer Function (STF) respectively.

N
X bl
b2 oy

z-1 z-1

Bl
b2 ~
prd
AN

Figure 7: Transform domain model of a second order modulator.
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Figure 8: Schematic of a typical second order modulator system model implemented in
SIMULINK. The model can be run directly or invoked using MATLAB commands. Results are
available as variables in the MATLAB workspace and can be post-processed using built-in func-
tions. .

For a second order modulator the two transfer functions can be computed in terms

of gain £, integrator gains b; and b, and feedback coefficients fb; and fb; as below.

Y(z) k- by - by
X(z) (2-1P24(z—=1)-k-by- foo+Fk-by-by- fb
Y(z) k- (z—1)°

N(z)  (2=124+(z—=1)-k-by- fby+k-by-by- by

STF(z) = (6)

NTF(z) = (7)

It is desired that the STF pass signals in the bandwidth of interest unaltered,
and the NTF attenuate quantization noise in the same frequency range. The design

variables are the integrator gains — b; and the feedback coeflicients — fb;. The design

variables can be ‘used to _place the poles apb_mpriately (Note that the location of
zeroes in the chosen topology is fixed at z=1). It musf be apbpreciated that thé pole
iocations are a function of the quéﬁtizer gain k. Hence to maintain stability it must
be’ enéured that the poles lie within thev unit circle over all values of k. In practice
however, it is more difficult to keep the modulator stable at small values of k. This
situation correspdnds to a large amplitude integrator output causing overload.

The transform approach is primarily a frequency domain tool. It is not amenable
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to including circuit level information such as the non-ideal behavior of op-amp in-
tegrators. Simulation of initial conditions and observation of the evolution of the
output over time is not possible either. Another major drawback is the inability to
predict stability of higher-order modulators.

Therefore, for fast design, but with better reliability than transform approacl,
time domain behavioral models have been proposed in [5, 19]. In this work, a
SIMULINK model based on equations describes various modulator blocks as well
as their non-ideal behavior and calculates the optimal feedforward and feedback coef-
ficients. The following effects are considered — finite gain, gain-bandwidth, slew rate,
saturation voltage and input referred noise V,; of op-amps, clock jitter, clock and
channel charge feed-through and the % noise due to switches. For simplicity, e-pots
are modelled as ideal sources. A more accurate model would account for circuit be-
havior of e-pots (such as noise). The system model implementation of a second-order
modulator in SIMULINK is illustrated in figure 8. This model can be extended to

higher order modulators by adding integrators and feedback coefficients. However

analysis and optimization for higher order modulators could be complicated by the

large number of permutations of t}ie design variables that are possible.

3.1 Clock Jitter

The sampling precision is degraded by the clock jitter, clock feed-through, channel
charge feed-through and thermal noise voltage due to switches. Sampling clock jitter

results in the input signal not being: sampled at regular intervals. TFor sinusoidal
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Figure 9: Clock jitter model implemented using SIMULINK constructs. Zero order hold block is
an abstraction for an ideal sample-and-hold circuit. '

inputs Asin(wt), the error e(t) introduced can be estimated as in [5] as
e(t) = z(t + 6) — z(t) = Alsin(wt + 8) — sin(wt)|=Adwcos(wt) (8)

which can be rewritten as

e(t) = Jdit [Asin(wt)) 9)

where § represents the uncertainty in sampling instant, A the amplitude of the input
signal and w the angular frequency. ¢ is modelled as a Gaussian random variable.

The sampled value at an instant ¢ = nT may be written as
#(nT) = z(nT) + e(nT) - (10)

The SIMULINK model of the clock jitter is shown in figure 9. It can be shown that
if o(d) is the standard deviation of the sampling uncertainty, BW is signal bandwidth,
and M is the oversampling ratio, then the modulator sensitivity to the clock jitter [8]
is expressed as |

SNR = —20logy (11)

27rBWa(6)}

)
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Figure 10: Switch circuit used in SC integrator (sampling phase).

3.2 Clock Feedthrough and Channel Charge In-
jection

Two effects are considered in this section—clock feedthrough and channel charge in-
jection, both of which result in an error voltage imposed on the sampling capacitor.
Before describing the models, it.is critical to remind the reader‘ that modelling these
effects precisely in an analytic manner is an intractable problem [1]. The models pre-
sented here are simplistic and only represent the qualitative information about the
underlying processes at work. At the time of writing this document it was brought
to the attention of the author that a more rigorous treatment of these effects is found
in [1].

The clock transitions are coupled to the sampling cgpacitor through the parasitic
overlap capacitances of the transistor switches. As a result, an offset error voltage
is storedlon the sampling capacitor. Consider the error voltage magnitude imposed

on the sampling capacitor C;, when switches of widths W, and W), are used as in
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figure 10.

WiCovn  WpCoup
Cr Cr (12)

AV = Vyj

where Cr = W;,Copn + WyCo,p + C) is the total capacitance at the sampling node,
Vear is the magnitude of tlie clock pulse and C,,, and C,,, represent the overlap
capacitance per unit length associated with nFET and pFET transistors respectively.
This error. can be reduced using a series connected dummy switch, with source and
drain short-circuited [25] and fed by a clock phase of opposite polarity to the main
sampling switches. When MNI and MP1 turn off, MND turns on and induces a
voltage change of opposite polarity on C; through its coupling capacitance 2W,4C,, .
This concept is illustrated in figure 10.

The choice of width 6f W4 to cancel out clock feedthrough effect can be deter-
mined as follows. Assume lengths of all switches to be identical. For convenience
assume C,y, n=Coyp. From linearity considerations it is practical to choose the aspect

ratios of the input switches MN1 and MN2 as,

A
Wo _tp (13)

W,  pn

From the analysis in [25] we have for AV=0

2CounWnd = WoCovm — WyConp

WaiConn = 0.5W,C (”—"’—1)
nd“Yovn — . : n“oun I/Vn

0.5(@ - 1) W, (14)

Hp

I/V'nd

When a switch (nFET or pFET) is turned off, the channel charge redistributes it-

self towards the input source or towards the sampling capacitor in a non-deterministic
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manner. This phenomenon of charge injection may be mitigated by using comple-
mentary MOS switches (as shown in figure 10). The principie used is that when the
switches turn off, opposite charge packets injected by the nFET and pFET devices
caﬁcel each other. However, since the charge injection has an input signal dependence
as shown in (15), »the cancellation is effective for only one input level. The signal de-
pendent error is included via (15) in the model. The switches are sizgd such that
W,L,=W,L,.

Wy LyCos (Vin — Virp) — WaLuCos(Vop — Vin — Virw)
C,

AV = (15)

3.3 Thermal Noise

Consider the stray insensitive SC integrdtor shown in figure 11. T}here are four
switches corresponding to the two non-overlapping clocks phases b, ‘and ®,. Non-
ideal switches cause a thermal noise voltage to be sampled in addition to the input
signal. If R,y ¢q is the non-linear resistance of the switches in series with the sampling
capacitor Ci, then the mean-square noise voltage 4T R,, qAf due to the switches
is band-limited by C; to vZ = % If the noise is assumed to be white, and spread
over the frequency range 0-£, then over-sampling by a factor M would reduce the
baseband noise to 7~ MC [5], since the signal bandwidth is now restricted to 5% If the
effect of the integrating capacitor Cs is included, then the total mean-square noise

voltage is v2 = MC T_(14b), where b =
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Figure 11: Schematic of stray-insensitive SC integrator with sampling-¢; and integrating—¢2
clock phases indicated. The delayed clock phases ¢;4 and ¢24 are used to reduce charge feed-through
errors.

3.4 Integrator Op-amp Parameters

The open-loop gain, slew rate, bandwidth and equivalent input noise of the integrator
op-amp can be obtained from SPICE simulations. The rms output noise of an op-
amp over a given bandwidth can be referred back to its input as a noise source—Vj;,
in series with the input. Since the ADC is a sampled data system, the total noise
estimate must include the contribution from the high-frequency op-amp noise folding
into the baseband due to sampling.

The output stage of the op-amp places limits on the signal swing. A saturation
~ block in the integrator model restricts the o}utput to Vs around the mid-supply
voltage, where Vot = kVpp, (k < 1).

The finite gain of the op-amp affects integrator performance. The transfer function

22



of an ideal integrator with gain b can be expressed as

bz!
1—271

H(z) = (16)

In the SC integrator shown in figure 11 the finite gain—A, of the op-amp modifies

(16) in two ways. First, the ideal transfer function is modified to

bz~!

H(z) = = (17)
To obtain «,
b .
H(z=1) = 7=— = Aypamp(w = 0) (18)
The time-domain equation modelling this behavior is
y[n] = bz[n — 1] + ay[n — 1] (19)

Second, during the integrating phase, the SC integrator behaves like a charge

amplifier with a nominal gain of b= C}/C». It can be shown that b is modified to

v = |~ 2] [1_01:L02]=b[ _1“] (20)

Yo
v;

02 02 Av A‘U

The above equations are included in the integrator model shown in figure 12.
3.5 Time-Domain Response of SC Integrator

An important consideration in the behavioral model is the evolution of the integrator
output. The analysis presented in [19] is modified to include the finite gain parameter
a. The integrator response depends on the bandwidth and slew rate of the op-amp.

For convenience a 50% duty cycle for the sampling and integrating phases is assumed.

Let the n*! integration phase stretch over (nT — £ < ¢t < nT). Let the input sample
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Figure 12: Integrator model representation in SIMULINK.

just prior to the start of this phase be denoted by Vi, i.e. Vis = Vj,(nT — T/2).

Assume the op-amp has a single dominant pole. Then output in the nt" integration

phase is of the form,

vo(t) = ave(nT —T) + V(1 —e¥) (21)
N st —_—
previous cycle output after .leakage linear response term

where the time constant 7 is m. UGBW denotes the unity-gain bandwidth of

the integrator op-amp, « is defined in (18) and b = C1/Cs. vo(t) has maximum slope

att =0,
%Se T ‘/is - (22)

d
m= a'()o(t)h:o =) -
If the op-amp slew rate SR < m, then the output slews initially and then acquires a

linear response. The duration ¢ = ¢, of slew can be computed as the time at which

the output slope equals SR.

bVis o b‘/is__ h tO] _ [‘/1,]_
- —SR=>SR—Te —T[l—i—T =Sto=10b T (23)



The output at the end of the slewing period maybe written as,
vo(to) = ave(nT — T) + SRty (24)

Combining the slewing response term (24) with the linear response term in (21) the

total response is given by
Vo(t) = ao(nT — T) + bV;s + (SRtg — bVis)e™ 7" (25)
Substituting for to, we get
| vep (-E-Sen)
vo(nT) = av,(nT — T) + bV;s — sgn(Vi;)SRre \ 7 % (26)

In the above derivation, the positive and negative slew rates of the op-amp, SR+
and SR~ are assuméd identical. In a real op-amp the poéitivé and negative slew rates
may be asymmetrical, but a good design can keep this asymmetry small.

Figure 12 shows the SIMULINK implementation of the integrator model discussed.
Note the use of a time domain construét implementing an if-then clause to realize a
linear or slewing response. Also note the implementation of integrator gain léakage,

saturation and input referred noise terms.

3.6 System Modeling Results

Table 2 shows specific values for variious circuit and process level parameters in the
model. The parameters used in the;integrator model are indicéted Table 3. These
values are deliberately pessimistic as compared to results from circuit level simulations
shown in chapter 4, so as to provide sufficient design margin. Optimal coefficients for

a second order modulator are obtained by iterative search and listed in Table 4. The
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Table 2: General parameters for a second order modulator system model.
Process parameters are specified for 0.5um CMOS. L,,.s is the gate length for switches.

Parameter | Value Parameter | Value
VDD +25V Lmos OGum
Cox 2.45fF /um? | Bandwidth | 4kHz
Vo 0.7V |Verp| 091V
F 2.048 MHz | OSR 256

Table 3: Integrator model parameters for a second order modulator.
SR, UGBW, V,,; are op-amp slew-rate, gain-bandwidth and noise parameters.

Parameter Value | Parameter | Value

by 04 by 0.8

a; 0.9996 | a» 0.9992

Viat 0.9 Vpp | Ay(0) 60 dB
UGBW = 1/277 | 30 MHz | /v 10pV (rms)
SR 20 V/us | Ceample 1pF

-loop coefficients obtained by iterative search, satisfy fb, > 1.25fb;, 0.1 < b, < 0.8
for stable operation, as described in [§]. The iterative search procedure used to find

the optimal coefficients is described below.
1. Initialize process and circuit parameters for the model.
2. Define a suitable ampl_itude level, frequency for the analog input.

SIMULINK model‘;resulfé for a second order modulator.

Table 4:

b1- First Integrator Gain 0.4
b2- Second Integrator Gain . 0.1-0.8
fbl- First Integrator, Feedback 0.4
fb2- Second Integrator Feedback 0.5
SNR [dBJ- Signalito Noise Ratio | 98.45
OL [V]- Input Overload iLevel 0.6551
DR [dB]- Dynamic Range| 100.82
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Figure 13: Full spectrum plot of second order modulator output.

. Constrain all coefficients to lie in the range 0.1 to 0.9. Constrain the step in

every coefficient value to be 0.1.

. Use a nested loop structure to execute the model for all combinations of the

coefficient values.

. Determine the best 20 coefficient vectors (by, b2, f01, fb2) using SNR as the cri-

terion.

. For each of the chosen 20 vectors re-run the model varying the input amplitude
to measure dynamic range and overload level (The overload level is the input

amplitude at which the SNR starts drooping after reaching a peak).

. Choose the vector(s) that give highest SNR, widest dynamic range and highest

overload level.
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Figure 14: Magnified view of the bandwidth of interest from figure 13
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Figure 15: Second order modulator, integrator output histogram.
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Table 5: Measured time complexity of behavioral model routines

Operation Average time(MEX) | Average time(w/o MEX)
SNR 0.044 min 0.24 min

SNR & Spectrum Plot | 0.12 min 0.35 min

DR (100 points) 4.75 min

8. Coefficient values are refined further by repeating above steps with coefficient

24.25 min

vectors around the coarse optimum and reducing the step size.

An interesting observation made during the course of the behavioral model devel-
opment effort, was the speed-up given bj éoriverting mosf on the optimization code
from MATLAB M-file format to a C-like compiledl form called thq MEX format. This
observation is documented in this work in Table 5. The table lists the average tirhe
required for performing an operation for a given coefficient vector. The ability to

predict the performance of the modulator for a given set of coefficients as well as the

- ability to do it quickly is a definite advantage to any designer.

Figures 13 and 14 show example plots of the SNR obtained in behavioral simu-
lation. Peak SNR obtained in figure 14 is =97 dB. The zoomed-in view in figure 14
indicates the presence of the third harmonic in the output spectrum. The integrator

histograms are shown in figure 15. The integrators do not get overloaded for the

optimal coefficients chosen.
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CHAPTER IV

CIRCUIT DESIGN AND SIMULATIONS

This chapter discusses the design of the modulator as well as its sub-circuits. The top
level circuit schematic for a second order modulator is shown in figure 16. The circuit
consists of two switched-capacitor integrators, comparator, latch and two analog

multiplexors.

4.1 Integrator and Switch Design

The SC integratofs are the critical blocks of the modulator. It is well-known that
the linearity and noise of the integrator closest to the input determines overall per-
formance to a large extent. A balanced-cascode op-amp (see figure 17) with load
compensation, is used for all integrators. The input differential pair aspect ratio is

Cc2
c2

. C1
Vin_~. c1
1d A0 2
’1(:|'|'|< -0 2
2 v o } Latch [ Vout
mi i
_ ]“‘ Vmid Vmid T

epot+
epot-
epot+
epot-

Figure 16: Circuit schematic of second order modulator.
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Figure 17: Op-amp used in SC integrator. Circuit schematic of balanced-cascode topology.

Table 6: Aspect ratios of integrator op-amp transistors.

Device W | L

MO 117 | 1.2
M1, M2 40.8 | 1.2
M3, M4, M5, M6, M7, M8 | 33.6 | 1.5
M9, M10, M11, M12 8.40 | 1.2

made large to reduce the input-referred noise. The transonductance of the load tran-
sistors is lowered by using longer devices for thie same purpose. The symmetry of this
topology is expected to reduce the systematic offsets. The first stage gain is low due
to the low output impedance of the diode connected load transistors. The gain can
be improved by increasing the length of the load devices. The gain is recovered by
using cascodes in the output st;age. The op-amp has a class-AB output stage giving it

symmetric slewing properties. The designed aspect ratios for the op-amp are shown
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Figure 18: Bias circuit for the integrator op-amp. Current reference IREF is external to the chip.

Table 7: Aspect ratios of bias circuit transistors.

Device W | L

MN1, MN2, MN3, MN4 | 117 | 1.2
MN5, MN6 24 |.1.2
MP1, MP2, MP3, MP4 { 33.6 | 1.5
MP5 81 [1.5

in Table 6. The bias circuit to set V., V,. and Biasop is shown in figure 18. The as-
pect ratios of the bias circuit devices are indicated in Table 7. Figure 11 in chapter 3
shows the block diagram of the stray-insensitive integrator built using the op-amp
\ above. The SPICE simulation results for the op-amp are summarized in Table 8.

Switch design is governed by sizing for linearity, charge-injection and speed con-
siderations. The SC integrator employs the bottom-plate sampling technique to mini-
mize signal dependent charge injection. This is achieved through delayed clock phases
®14 and Poq4. In figure 16 when the switches labelled 1 are turned off, the charge injec-

tion from these switches remains to a first order approximation, signal independent.
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Table 8: Post layout simulation results of integrator op—ainp.
TIiait = 40pA. All parameters measured with Cp, = 1.5pF. Noise is computed over
0 — 10 kHz with folding noise contribution included.

Value

Parameter Value Pararheter
Gain 85.59 dB UGBW 41.55 MHz
SR* 47.0 V/us SR~ '38.9 V/us
PM 53.85° | JvZ,(rms) | 1.0518 pV

Now with one plate floating, turning off the switches 1abélled’1d a little later does
not introduce any signal dependent cl'large-injeétion €rTors.

CMOS switches are used in the SC integrator. The switches labelled 1d are
connected directly to the input and are sized for linearity, i.e. equal R,, for the
" pFET and nFET. Hence the pFET aspect ratio is made larger than that of the
nFET by a factor puy/up. The bottom-plate switches labelled 1 are sized for partial
cancellation of charge-injection errors as WyLy=WpLp. This choice of aspect ratios
also serves to cancel clock feedthrough errors due to gate-drain overlap capacitances.

It has been shown that for best speed-preciéion tradeoff [25] minimum L switches

are to be used. With L fixed, increasing the width decreases the resistance but

increases the parasitic capacitance of the sampling network. An optimum width is to
be found that satisfies Iinearity‘and speed considerations.
From the above criteria the designed values for input and bottom-plate switches

are listed in figure 19.

4.2 Comparator and Latch Design

The design constraints for the comparator in a A-% modulator are relaxed, since the

non-idealities undergo noise-shaping. Hence there is no need for a pre-amplifier or
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Figure 20: Master-Slave flip-flop realized using pseudo-static latch.
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offset cancellation circuit. In this work we use an open-loop op-amp that is designed
for use in the integrators.

A master-slave flip-flop, implemented using pseudo-static latch [24] is used to clock
the modulator bit stream for external measurements as well as internal feedback.
Figure 20 shows the schematic of the flip-flop. Tile flip-flop was chosen because of
its simplicity as well as its.requirement of non-overlapping clocks, which are already
available in this circuit. The analog multiplexors in figure 16 are implemented using

transmission gates.
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Figure 21: Schematic of the clock generator that generates the non-overlapping clock phases. The
capacitors (500fF) are used to increase the non-overlap period.
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Figure 22: Second order modulator baseband spectrum plot. SNR=85.9 dB at OSR=256
BW=4kHz(SPICE). -

4.3 Clocking Scheme Design

An on-chip circuit [6] generates the clock phases shown in figure 11 and ﬁgure 16. The

circuit generates the non-overlapping clock phases ®; and ®, as well as the delayed
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clock phases ®,4 and ®o4 used to reduce charge injection errors. .
The schematic is shown in figure 21. The capacitors shown in the schematic,
increase the load on the gates and thereby the propagation delay. This helps to

increase the non-overlap period between the phases.

4.4 Simulation Results

SPICE simulations for input sinusoid at -1dB below overload level of 0.65V obtained in
SIMULINK, gave SNR=85.9dB for a BW=4kHz and over-sampling ratio(OSR)=256.
For an input signal of amplitude -1dB below the overload level computed by the

behavioral model, a plot of the FFT spectrum is shown in figure 22.
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CHAPTER V

EXPERIMENTAL MEASUREMENTS ON

SECOND AND THIRD ORDER MODULATORS

The IC prototype is fabricated in a 0.5um CMOS process with a scalable architecture

up-to 4t* order. Experimental results are shown for a second-order modulator.

5.1 FEzxzperimental Setup

The custom test setup is shown in figure 23. The Stratix FPGA from Altera and
the Nios development board form the core of the setup. The FPGA is loaded with
VHDL modules including a 32-bit Nios processor, PLL, SPI interface, TRIMATRIX
on-chip memory and custom data sampler block. C functions have been written for
the Nios processor to liandle tasks such as transferring data and commands between
the host PC and the FPGA board, initializing the modulator test board, navigating
and monitoring e-pot outputs and controlling tunneling and injection processes. The
compiled and linked C code is downloaded onto static RAM (SRAM) blocks on the
Nios development board. MATLAB 6.5 has built-in support for the ethernet protocol.
Hence the C functions resident on the SRAM can be invoked using a MATLAB
interface via ethernet.

The FPGA I/Os operate at 3.3V rails. The low-jitter PLL output of the FPGA

provides the external clock input to the modulator. The PLL frequency is chosen to
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Figure 23: Custom test setup to evaluate modulator performance-an Altera Stratix FPGA de-
~velopment board that executes e-pot programming and data sampling routines. The modulator
prototype is located on a custom 4 layer PCB with separate analog and digital ground planes. The
FPGA interfaces with the PC using a ethernet link. The FPGA controls the generic board and also
sets up external bias voltages to the prototype.
be 2 MHz. The clock is level-shifted to 5V rails using a 74ACT541 IC level shifter.
Ringing on the clock line at transitions, caused by trace inductance and capacitance
is damped by adding a small series resistance (100 ohm).

A copy of the PLL clock that feeds the modulator is internally provided to the
custom data sampling Block on the FPGA. The sampler reads in 1-bit data on the
falling edge of the clock. The falling edge is chosen for sampling because (1) The
modulator output is produced at the rising edge of the clock. It has nearly half a
clock period to settle. (2) Clock skew on the board does not affect the sampling.

A 512k long stream of modulator 1-bit samples .is stored on the FPGA on-chip
TRIMATRIX memory in the form of 8-bit words. Sampled output data is trans-
ferred to the PC via ethernet. To minimize spectral leakage, the data is sarﬁpled
coherently [18] and a four term Blackman-Harris window function [8] is employed on

the sampled data before generating an FFT in MATLAB. The B-H window is chosen
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Figure 24: Measured magnitude response of IC input bandpass filter.

because the largest leakage component is below -92 dB and the SNR degradation due

to the window is less than 3.8 dB [8].

All measurements are made using a 1kHz sinusoidal input. To improve the fre-
quency selectivity of the input signal, an IC second-order bandpass filter(Q=50)
MAX274 from MAXIM Semiconductor is employed after the function generator. This
filter is tuned to 1kHz with near 0 dB attenuation at the resonant frequency. The
measured response of the filter is shown in figure 24. Actual center frequency is
1009 Hz, with attenuation of —0.85 dB. Attenuation at 1kHz is —2.14 dB. Attenuation
at the band edges is =~-52 dB.

The minimum amplitude of the function generator output is only 10mV,,. To
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Figure 25: Modulator test board layout showing key functions. Bias network consists of buffer
amplifiers and passive low pass filters. Analog input is given through an RF-SMA socket and a 5:1
transformer. The FPGA interface provides the sampling clock to the modulator and reads in the
digital bit stream. The programming interface controls the tunneling and injection operations.

enable better dynamic range measurements, a high-quality audio transformer SP-21
with turns ratio 5:1 is interposed between the filter and the chip input. The secondary
advantage of using this transformer is that the output is center-tapped, and hence,
the input common-mode voltage can be applied to the center-tap. The sinusoidal

test signal at the transformer output swings symmetrically above and below this DC

voltage. In the experimental setup, the input common-mode is set to 1.850.
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5.2 PCB Design for the Modulator Test Board

i

Design gu.idelines for mixed-signal circuits are adopted to minimize degfadation of
modulator performance due to board layout as well as provide visibility for debug
purposes [20]. Figure 25 shows the functional layout of the modulator test board.
The 4-layer modulator test board is designed with a split ground plane. The analog
and digital portions of the circuit are located as far away frqm each other as possible.
Separate analog and digital grounds are used, and are star connected at the. point
where the board gets its power input. Clock trace is kept short and away from
sensitive analog circuitry. Sensitive analog inputs and outputs use RF-SMA sockets
for better isolation.

The power suppiy pins of every IC on the test board are decoupled by a parallel
combination of two capacitors (10uF, 0.1uF) to reject noise effectively as well as to
ensure stable DC power supply. The decoupling capacitors are placed very close to
the IC power supply pins for effective operation. Bias voltages to the test prototype
are also decoupled similarly. Sufficient number of test points are provided to monitor
DC voltages on the board and modulator test outputs using either a multi-meter or
an oscilloscope. Figure 26 shows a partial view of the routing layers and the split
ground planes. The analog blocks are to the left side while the digital blocks are
to the right. In figure 27 the soldered test board is shown while in operation. The
decoupling capacitors that obscure the modulator prototype from view, were added

to filter out noise on bias voltages effectively.
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Figure 26: Partial view of the routing layers of the modulator test board as well as the separate
ground planes. Note that the analog circuits are mounted on the AGND side while the digital
circuits are over the DGND side.

5.3 Coefficient Programming and Measurements

The pin-out of the modulator is shown in figure 28. The die is packaged in a 40-
pin ceramic DIP. While programming the device, CLOCK and SYNC are used to
navigate the e-pot array. DI GINJEQT énd DIGTUNNEL are select inputs that turn
on/off the injection and tunneling iop.eir‘::i’ci:on respectively. The e-pot currently being
programmed or read is monitored %at fhe pin CHIPVOUT. The remainder of the
programming interface consists of bias.voltag.es.

When the modulator is in operation (échieved by bringing reset to inactive and

turning on the modulator clock), the three signals of interest are VIN-the analog
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Figure 27: Soldered test board in operation.

input signal, C LK-the modulator clock at 2 MHz and the modulator output DOUT.
The order of the modulator is selected using the pins ORDERSEL1 and ORDERSEL2.

Visibility into the internal nodes is provided in several ways. The CURRMEAS pin

is normally connected to ground. However, for debug, an ammeter can be inserted
between the pin and ground to sense the bias current of the integrato;‘ op-amps. The
" operation of the decoders that select the modulator order can be verified by observing
ORDER1 through ORDER/. For correct operation only one of these outputs should
be at logic high. Pins INTOUT1 through INTOUT/ are buffered integrator> outputs.
They can be used to indicate if the integrators aré stable or overloadéd. VMID is

the input common-mode voltage. It can be set either with an external 2.5V voltage
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DUT PIN DIAGRAM

1 "INTOUT2 INTOUT3 40
2 "INTOUT1 INTOUT4 39
3 ~CHIPVOUT LATIOUT 38
4] iriiiti DVDD COMPOUT 37
5 FOLBIAS CLKOUT 36
6 “VREF[ T AVDD 35
7 "OUTBIAS ORDER4 34
8 . VTUN ORDER3 33
9 DIGINJECT ORDER2 32
10 "CLOCK RESET 31
1| "VCOMP VPC 30
12 TTVINY ORDER1 29
13 “PDBIAS ORDERSEL2 28
14 DIGTUNNEL ORDERSELI 27
15 GND "VNC 26
16 SYNC| " AVDD 25
17 NC 24
18 BIASOUT DOUT 23
19 BIASIN CURRMEAS 22
20 VMID CLK 21

LEGEND:

MODULATOR OUTPUT

EPOT OUTPUT . . | T

PROGRAMMING INTERFACE T

POWER SUPPLY,, . || . ||

MODULATOR CLOCK|

WG
Figure 28: Chip prototype pin-out diagram. The die size is 1.5mm x 1.5mm and is packaged in

a 40-pin ceramic DIP.

reference or by a DAC. The DAC option is provided to allow an adjustable common-

mode voltage. AVDD and DVDD can be set at any level between 3.3V and 5V through
LM317 adjustable voltage regulators. The current setup sets AVDD and DVDD to
5V. The RESET pulse is used before every data sampling run, to start the modulator
in a known state.

The die photograph of the complete modulator is shown in figure 29. At the top
are the e-pot array elements as well as the navigation circuits. The bottom left portkion

of the die contains the clock phase generator. The forward path of the modulator,
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Figure 29: Modulator die photograph.

consisting of integrators, comparator and latch is located in the center.The unused

sections of the die are covered by metal fill layers required by the fab.

5.4 Second Order Modulator Results

On the IC prototype, a second order modulator is programmed at run-time with the
following coefficients - fp; = 0.8, fiz- = 0.6 to give the best performance. b, = 0.4
and by = 0.8 are the fixed integrator gains. By run-time programming 1we imply that
the e-pots are programmed while the input and sampling clock are active. In other
words the modulator is actually producing a digital bit stream. From a survey of
current literature, this is the first time such an initialization of the modulator has
been attempted. The programming is carried out in two passes sequentially starting

from the integrator closest to the input. The first pass is used to place the e-pots
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Figure 30: Illustration of typical second order modulator noise shaping. At high frequencies the
shape of the curve departs from a smooth high pass transfer function. This is not catastrophic as
these frequencies are well beyond the range of interest.

in a coarse range around the true target value. The second pass is used to get the
precision.

In the second order modulator experiments the coefficient fs is increased over the
value predicted by SIMULINK to provide for increased stability margin. The increase
in fp1, however isvempirical and needs :tq be correlated with the model. The voltages
corresponding to the coefficients as well as other pins of the modulator are listed in
Table 9. Figure 30 shows a sample two-sided spectrum illustrating the noise shaping |
performed by the modulator.

Figure 31 shows the idle channel noise spectrum. The idle channel noise spectrum

can be used to determine if the modulator suffers from unwanted tones in the output
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Figure 31: Output spectrum of second order modulator for zero signal amplitude. Idle channel
noise indicates the performance of the modulator during periods of signal silence. Noise floor=-95 dB.
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Figure 32: Output spectrum of second order modulator for 360mV,, input sinusoid at 1 kHz.
SINAD=51.23 dB, SNR=51.69 dB, Fin=1 kHz, Fs=2 MHz, BW=8 kHz.
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Table 9: Key voltage values for a second order modulator. Refer figure 28 for pin
level details.

Pin/Signal | Voltage [V]
Vmid 1.850
Voutbias 1.800
Ve 2.500
Veomp 2.650
Viun 14.00
Vini ' 6.500
VibLplus 3.330
Vfbl,minus 0.370
Vfb2,plus 3000
Vfb2,minus 0.700

spectrum when the input is absent. Figures 32 and 33 show experimental power spec-
trum and DR respectively for i;lle tuned modulator. The input frequency is 1 kHz.
The signal bandwidth for computing SNR anci SINAD (Signal-to-noise and distor-
fion) is chosen to be 8 kHz. Dynamic range is computed by plotting SINAD versus
input amplitude, normalized to the input value that gives peak SNR. SINAD includes
contributions from noise as well as 2" through 5 harmonics. The peak SINAD is

used to calculate the ENOB using (5) in chapter 1. The noise floor is around -95 dB.

Figure 34 shows how run-time tuning out of the e-pot output mismatch can help to
reduce harmonic distortion significantly. The experimental measurements are sum-
marized in Table 10.

Several valuable observations resulted from the prototype testing. The noise floor
was higher than expected. Possible causes could be the noise on the external bias
voltages as well as power supply and digital noise coupled into the substrate. Experi-

mental observation of noise on the power supply pins showed values of about 40mVy,.
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Figure 34: E-pot output mismatch induced second harmonic distortion. Better mﬁtching by
run-time programming can reduce such distortion. (a) After tuning, (b) Before tuning. Second
harmonic reduced by 10 dB for input signal amplitude of 360mVpp at 1 kHz.
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Figure 35: Spectral plot showing improved noise floor due to precise matching of e-pot coefficients.
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Table 10: Summary of experimental results for a second order modulator.

Parameter Value
Fsample 2 MHz
OSR 125
Bandwidth 8 kHz
Finput 1 kHz
Vinpp 560 mV,,
SNR pmax 56.80 dB
SINADax 55.24 dB
ENOB ~9
Dynamic range | 55 dB
Noise Floor —95 dB

The deviation of the noise floor from the simulated values could also be the attributed
to the fact that the transient analysis in SPICE does not simulate thermal or 1/f noise.
Hence simulations indicate the effect of quantization noise only. An educated guess
would be that the modulator performance in the baseband is dominated by thermal
and 1/f noise rather than the quantization noise. The noise shaping is on expected |
lines. However a peaking is noticed in the 700 kHz-800 kHz frequency range. It could
be the result of é peaking in the noise transfer function at these frequencies. However
its dependence on coeflicient values that set the transfer function poles needs to be
quantified.

Second harmonic distortion was noticed. The dominant cause is experimentally
determined to be the e-pot output voltage mismatch for a given stage. It was found
empirically that the distortion was reduced considerably by programming e-pots such
that the feedback coefficients for each stage were matched to within a 1-2 mV. How-
ever, during run-time measurements of the e-pot values, deviations of the order of

7-10mV were noticed from the programmed values. The transients at clock edges
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Figure 37: Idle tones in the output spectrum. Tone frequencnes are 1 kHz, 2 kHz and 3kHz. Tone
amplitude is below -83 dB.
could be responsible for these temporal changes. The magnitude of the change was
reduced by increasing the tail current of the e-pot amplifier ostensibly to enable the
e-pots to drive the capacitive load.

The matching seems to have an impact on the noise floor too. Figure 35 shows
a spectlfél plot fér a 200mVy, input whe}‘e the e-pots have been matched to 0.05%.
The noise floor is improved by. abéut 5 dB as compared to figure 31 and is close to-
-100 dB. Figure 36 shows a magniﬁed view of the baseband spectrum for the same
experiment. This is to be compare(i w1th the results obtained in figure 32. However in
th‘is prototype, It was not possible to sﬁstain the accurate matching of the e-pots over
an extended time duration. At hig}il 1nput amplitudes where the integrators saturate,

matching of e-pots has little impact on distortion.
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Figure 38: Third order modulator noise shaping.

During idle channel noise measurements, occasional tones were observed in the
output spectrum. Tones are a known phenomenon in second-order modulators not
employing dithering [21]. When the channel is idle, the gaussian white noise approxi-

mation for the quantization noise and consequently the noise shaping concept are not

valid. Figure 37 shows a snapshot of tones in the output. Observed tonal amplitude

was below —83dB.

5.5 Preliminary Third Order Modulator Results

At this time a third order modulator is being programmed in a similar manner as a
second order modulator described in the previous section. The following coefficients

are being used - fy; = 0.3, fro = 0.8, fos = 0.9. b = 0.3, by = 0.4 and b3 = 0.8 are
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Figure 39: Baseband spectrum of a third order modulator for a 40mV,, sine input.

the fixed integrator gains. The modulator is stable for input voltage amplitudes less
than 120mV,,. Figure 38 shows a sample two-sided spectrum illustrating the noise
shapihg performed by the third order modulator. The peaking at high frequencies
is noticed here too, as in the case of the second order modulator. The shaping
is less steeper than expected for a classical third order modulator. At this time an
explanation is being sought for this behavior. Figure 39 shows the baseband spectrum
for a 20mV,, sinusoidal input. Comparison with the second order modulator sbectra
indicate a higher noise floor as well as the presence of increased harmonic distortion
contributing to a lower signal-to-noise ratio. Efforts are on to investigate how the

spectral quality of the output can be improved.
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CHAPTER VI

CONCLUSIONS AND FUTURE WORK

This work represents the first experimental foray into using floating-gate circuits in
discrete-time A-Y modulators. It has been shown here that floating gates can be
used in A-X modulators achieving close to 9 bits of resolution. Experimental results
show a maximum SNR of 57 dB and a DR of 55 dB. Currently third and fourth order
modulators are being tested using the experimental setup described in chapter 5. A
simple topology has been used for the modulator. With better topologies, improved
performance can be expected.

Experimental investigations also revealed limitations of the integrator and e-pot
amplifier circuit blocks. The integrator op-amp is load stabilized. This is a problem
since the op-amp sees a varying load in different clock phases. The e-pot amplifier

is being redesigned to be low noise as well as to be able to drive large capacitive

loads. A further PSRR optimization of e-pots is also being carried out. Better layout
design to minimize injected substrate noise due to sampling clock and other digital
signals is in progress. The current integrator topology uses single-ended amplifiers.
Hence common-mode rejection is poorer. The redesigned .chip will use fully differential
circuits to achieve better linearity and common-mode noise rejection.

An evolution of this work to target continuous-time modulators is being pursued

concurrently. The A-¥ continuous-time modulator uses a Cascade-Of-Integrators
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Figure 40: Continuous-time A-Z modulator architecture. Floating-gate transistors set the G,,
of the integrator and the current of the modulator feedback. The forward path is implemented as a
Cascade Of Integrators topology.
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Figure 41: G,,-C integrator circuit schematic used in the continuous-time modulator.
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structure consisting of a tunable subthreshold G,,-C integrators and a tunable 1-
bit current DAC for negative feedback. The architecture can be seen in figure 40.
The G,,-C integrator is designed to run at subthreshold current levels and to take
advantage of floating gate programming techniques. The proposed architecture can
be seen in figure 41. The differential pair, M1 and M2 are attached to floating gate
inputs which allow for improved linearity and an ability to program out offset due to
threshold voltage Vry mismatch. Bias transistor M3 is set by a CMFB circuit (not
shown). Transistors M13 and M15 are also programmable by floating-gates and allow
for the removal of current mismatch in the output leg. For a given SNR, the modulator
has lower power consumption than the discrete time realization because of the use of

subthreshold currents.
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