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Fig. 1: Anoverview of the VisIRR system. Given about half dliom academic papers in the system, the user can start bingsa
query (A), e.g., a keyword ‘disease.’ By performing clustgrand dimension reduction, VisIRR visualizes the regttdocuments
in a scatter plot and a table view (B) along with a topic clustenmary (B)(E). In the scatter plot view, a circular noderesents
a query-retrieved item, and a rectangular one does a recndedédtem. Their node size encodes the number of citatiofter A
identifying a few documents of interest, the user can assigm his/her preference in a 5-star rating scale both in tesqalot
and in a table view. Based on this preference feedback, gteraynow provides a list of recommended items in anothee té@blv
(C), and furthermore they are projected back to the exigaagter plot view (B) so that the consistent topical perspecan be
maintained. To better understand the recommended itemsistir can apply ‘computational zoom-in’ on this set, whinleg a
clearer scatter plot with a more semantically meaningfolmary (D). Finally, the system provides the option to chadifferent
recommendation schemes based on contents, a citationmketmal a co-authorship network.

Abstract—We present a visual analytics system called VisIRR, which is an interactive visual information retrieval and recommen-
dation system for document discovery. VisIRR effectively combines both paradigms of passive pull through a query processes for
retrieval and active push that recommends the items of potential interest based on the user preferences. Equipped with efficient
dynamic query interfaces for a large corpus of document data, VisIRR visualizes the retrieved documents in a scatter plot form with
their overall topic clusters. At the same time, based on interactive personalized preference feedback on documents, VisIRR pro-
vides recommended documents reaching out to the entire corpus beyond the retrieved sets. Such recommended documents are
represented in the same scatter space of the retrieved documents so that users can perform integrated analyses of both retrieved
and recommended documents seamlessly. We describe the state-of-the-art computational methods that make these integrated and
informative representations as well as real time interaction possible. We illustrate the way the system works by using detailed usage
scenarios. In addition, we present a preliminary user study that evaluates the effectiveness of the system.

Index Terms—recommendation, document analysis, dimension reduction, clustering, information retrieval, scatter plot
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These days, researchers are faced with a deluge of new Eaypear-
ing each day, any of which might potentially contain a newetliep-
ment which could be critical to one of the questions he or slivies-
tigating. The challenge is similar to that of finding an aahié needle
in a haystack each day, with limited attention and time reszsi

This problem regime is highly under-explored, comparedh#okil-
lions that have been invested in the related paradigm of wakchk.
Instead, the researcher or analyst is solving a subtletigeatise prob-
lem for which each of several documents provides clues. Bjnge
this as an information retrieval (IR) problem, the focushiis tpaper is

e Preference-based personalized recommendatinraddition to
exploratory analysis of query-retrieved results, VisIRRorts
recommendation of potentially interesting documents terais
based on the preferences users assign to documents. This rec
ommendation enables users to discover those documents user
query processes cannot reveal easily. The back-end recemme
dation module, which is based on PageRank-style graph-diffu

sion algorithm B3], performs efficiently with large-scale data.

To integrate all these capabilities into a mature visualydita sys-

on the long tail, orecall (making sure as few relevant documents arff™M, We incorporate various building blocks for front-endIG and

missed), while in web search the focus is generally on thekguigrat-

back-end computational algorithms. This paper mainly gmesthese

ification of precision (making sure the first page of hits or so contaif?uilding blocks in more detail with detailed usage scersrithe rest

very relevant documents).

In general, search is a form obtill” technology, in which the user
takes actions by forming and issuing queries. However, énfd-
mer case where a high recall is concerned, what queriesue,issy.,
proper keywords, becomes crucial in order for users to nhted doc-
uments of their interest. As a way to compensate this issuegom-

mendation, or a “push” technology, in which the system finds things

of interest to suggest to the individual user, has recerggnipopular
in various domains. Whereas a search engine is more or kstess
and the same for all users, a recommendation system invoérssn-
alization, remembering aspects of the state of the useesasts and
investigations so far.

In the context of visual analytics, the document analysis Ibag
been one of the main areas studied. Visual analytics systamdscu-
ment data, such as IN-SPIRES and JIGSAW R1], can help giving
an overall understanding about a set of documents as wedl/aaling
their intra-set relationships that would have been diffieuid time-
consuming without the help of interactive visualizatiorowéver, de-
spite the fact that personalized recommendations seemambural
fit with interactive visualization in that it directly utidles the history
of user interactions, there are few instances of such wottkervisual
analytic community.

of this paper is organized as follows. Sectibdiscusses related work.

Section3 explains the front-end GUI modules and comprehensive us-

age scenarios that highlight the key capabilities of théesys After-
wards, Sectiort mainly discusses how we efficiently handle all the
necessary information from a large-scale data corpus witatable
expansion, and Sectiddescribes computational methods used in the
back-end of the system. Sectiérbriefly presents the user study we
conducted to evaluate the system. Finally, Seciaroncludes the
paper and discusses about the future work.

2 RELATED WORK

Information seeking behavior is a complex human activityd ane
that varies dramatically with system capabilities and 'ss@odel of
those capabilities30]. lll-defined document search tasks such as liter-
ature searches are often termed 'exploratory search’ tasksntrast
with more defined tasks such as finding a known, specific item fr
among a set. In the past, traditional information retridvas focused
much more on the latter than the former.

In the context of exploratory interfaces, information fgireg [35]
and scent theory34] suggest making clusters of related data clear
and facilitating the process of finding new clusters of ieser To that
end, many search result visualization systems also worlontert

As one of the milestones to fill this gap, we present a nove} dowith automated clustering algorithms, especially wherirtfamation

ument visual analytics system called VisIRR, an interactiis"ual

“I"nformation “R”etrieval and “R”ecommendation for docwant data,
which effectively combines traditional query-based infiation re-
trieval and personalized recommendation. Basically, as 8eFig.1,

VisIRR adopts a scatter plot as a main visualization formilainto

IN-SPIRE. In other words, the documents to be visualizedfiase
clustered into several groups via a clustering algorithich ten pro-
jected to a 2D space via a dimension reduction algorithm. évew
VisIRR features various novel aspects compared to exisystems,
as follows.

o Efficient large scale data processinyisIRR currently handles
about half a million documents and scales linearly with eesp

space is extremely large or unstructured. The Pacific Nathwab’s
SPIRE system (and IN-SPIRE follow-on) uses clustering twaex
common themes, and includes several visualization compei45.

Its Themescape component is an abstract 3D landscapeidemta
document space, with arrangements of hills and valleyssgmting
the relatively strength of various themes in the documenpuand
how those themes interrelate. Other systems have usedehea)
clusters-in-landscapes (both 2D and 3D) as w&9) [7, 4]. iVisClus-
tering [27] is an interactive document clustering system focused en th
user interactions to improve cluster quality based on aamckd tech-

nique called latent Dirichlet allocatio®]. On the other hand, rather
than providing user interactions customized to a particcliastering

technique, the Testbed systedd] offers a wide variety of cluster-

to newly added documents in terms of the amount of the requiréd algorithms and easy comparisons between them via annadigt

computation and memory size.

Advanced clustering and dimension reduction technigués
core computational modules, VisIRR adopts state-of-tie-
techniques such as nonnegative matrix factorization (NfdF)
clustering and linear discriminant analysis (LDA) for dinséon

process VisIRR has adopted.
Using visualization for exploring text data is an activeeash area
within and among many fields. Here, we highlight only a sangfle
Jelevant work from different areas and refer the reader tant sur-
vey of visual text analytics3] for a more comprehensive treatment.
Unsurprisingly, visualization of document collectionsteseen ex-

reduction. These techniques give the results with a much b@{ored for some time in library science. A relatively earkample is

ter quality as well as with faster computational time thadir
tional methods includirigmeans, principal component analysi
(PCA), multidimensional scaling. Additionally, VisIRR@rides
an alignment capability for both clustering and dimensieaiuc-
tion to facilitate easy comparisons between different aliga-
tion snapshots.
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the Envision digital library, which includes a visualizatisystem that
Jlaces documents in a 2D grid according to user-selectaioibuaes
[32). Systems have used various information visualizatiohrtiees
such as hyperbolic tree22, 40] and treemapslo, 16] to visualize re-
sults. Curated collections such as those found in digibaaties more
often have pre-formed hierarchies to leverage in visudléna appli-
cations, but simple clustering methods have been implezdeat well
[4Q].

When document categories and groupings are not alreadptexta
automated methods of clustering and classifying collestiare key
to exploratory tools, including those supporting visuahlgsis. A
recent surveyd] distinguishes between the visualization of a single



document (e.g., tag clouds) vs. a document collection ahaemn
time- (e.g., TIARA R9]) and network-oriented collection systems
Because VisIRR’s clustering system implicitly createsatienships
among members (and its graph diffusion-based recommemndsyis-
tem explicitly uses such data), examples of the last cayem@ most
relevant. Jigsaw4?2] visualizes network relationships between doc
uments and various entities, e.g., actors, events, ettomatically
extracted from them.

A recently proposed Apolo systeriQ] uses a mixed-initiative ap-
proach that bootstraps initial user-specified categories dassifi-
cations into more comprehensive system-suggested cataton of
new documents. However, Apolo is exemplar-based methodethe
user is assumed to clearly have a few of documents of thareast.
In this sense, Apolo mainly supports a bottom-up style oflyees.
On the contrary, VisIRR initially takes a top-down approactthat
it initially starts from an overview visualization of a potélly fairly
large amount of documents retrieved by user queries. Orcddb-
uments of the user’s interest is identified, however, VisiRiRports
also a bottom-up style approach via recommendation presdsssed
on the user preferences on particular documents, therelolyglly ex-
panding the user’s scope beyond the query-retrieved set.

There has been significant commercial and academic intiartst
topic of exploratory search for scientific literature iffet some time.
Several commercial tools are targeted to this problem, witariety
of automated and visual features. Google Schdlhmafitomatically
extracts research works and their citation networks, batfea vi-
sual or recommendation features. The Microsoft Academar@e
system from Microsoft ResearcB][is a similar offering that also in-
cludes more advanced network-style visualization of austhip con-
nections as well various ways of examining topical, insitittel and
venue trends and rankings.

Direct introspection of the academic research process éas a
common topic in academia as well. One variation is automaeam-
mender/matching systems, often applied to the problem o¢hirey
individual papers from a corpus to individuals from a sldteamdidate
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(a) Default cluster summary (b) Distinct cluster summary
Fig. 2: A Comparison between default and distinct clustenrsaries.
Since all the documents include the query word “disease’strolois-
ters contain this word as one of the most frequent keyworfdsEs
adjusting the slider coEommon-vs-unique worde the Label panel
the cluster summary shows much clearer meanings (b).

Such a view can also be generated from any user-selectedtafbs
data (Fig-1(D)). TheRecommendation viean the top left (Fig1(C))
provides tabular representations of the documents whaisgsehave
been assigned by users (FIYC) upper table) as well as the result-
ing recommended documents (FI4C) lower table). These recom-
mended documents are also visualized inShatter Plot vievas rect-
angles while the query-retrieved documents are shown desirFi-
nally, theLabel paneprovides additional controls such as highlighting
and/or hiding particular clusters, changing how clustensary labels
are chosen, and showing direct edge relationships frond r@oeu-

reviewers b, 44]. More relevant to VisIRR are those systems that argents to their system-derived recommended documentsi(i).

more exploratory or analytical in nature. The Action ScieeExplorer

(ASE) [17] focuses on co-citation network visualization, with docu3.2 Usage Scenarios

ment clusters created manually or by heuris8&][ It also includes
full-text citation context features not available to VifRThe Fac-
etAtlas system9] automatically clusters document collections using
Kernel density estimation algorithm and provides multefeed links
between document nodes (rather than just keyword or autiaocises
as in VisIRR). CiteSpace Ill[1] is a visual tool for identifying new or
old research trends in a given set of documents (assumedaoebe-
tively coherent set produced by a keyword query on a largeusjr

However, none of these systems include one of VisIRR’s keyrco
butions:a user-driven recommendation system that explicitly ithetu
relevant documents from the larger search space vs. a diaaiigt
reduced one from an initial search query

3 VIsIRR DESIGN AND FUNCTION!

In this section, we briefly introduce the user interfaces &IRR
and describe example analysis scenarios to demonstrat&/istRR
works in detail.

VisIRR has been implemented using a modified version of theeAr
yliner dataset, which contains approximately 430,000 avéciee-

search articles from a variety of disciplines and venuesn@mily con-

ferences, journals and books), as will be described inldat8iection

4. The following scenarios illustrate the utility of VisIRRIf tasks
related to this dataset.

3.2.1 A Visual Overview of Query-Retrieved Documents

The user starts by issuing queries from teery Toolbar Suppose
the user issues a query of keyword “disease” from a title fi@dce
documents are retrieved due to this query, the clusterigdamen-
sion reduction steps are performed to generateSttegter plot view
(Fig. 1(A)). Since most clusters contain the keyword “diseaseg, th
user can adjust a slider in thebel panelin order to obtain more dis-

tinctive cluster summaries, as shown in R2g.From theScatter plot
view, the user can drill down to a cluster of interest, e.g., thes<l

ters about gene expression data (the top right), image sindtye top

3.1 User Interface

left). By moving a mouse pointer to a data point, the user ¢wtk

the document details via a tooltip text and also skim throtinghdoc-

The user interface of VisIRR is mainly four parts. TQeiery Bar

ument list in the lower table, which is by default sorted by ttumber

at the top (Fig1(A)) enables users to issue queries dynamically ugf citations. The user can also pan and zoom to enlarge apiarti

ing various fields such as a keyword, an author name, a ptiblica
year, and a citation count. Thecatter Plot view(with document
details shown in the lower table) (Fig(B)) visualizes the retrieved
documents (as well as any recommended documents) withdllosir
ter summary labels. The color and the size of each node inteesca
plot represent the cluster it belongs and its citation co@sipectively.

1A high-quality video introducing VisIRR is available At t p: / / waw.
cc.gatech. edu/ ~joyfull /vast13/visirr/visirr_final.
ht m

cluster or area of interest.

3.2.2 Drilling Down via Computational Zoom-in

Now, the user can drill down a particular cluster via an iatéon we
call computational zoom-inThe computational zoom-in enables the
user to select an arbitrary subset of documents by visoglitiem

as a separate view with their own clustering and dimensidoatéon
results. These subsets can be, for example, particulatecsughen
their semantic meanings are not clear involving multipf@ds. On the


http://www.cc.gatech.edu/~joyfull/vast13/visirr/visirr_final.html
http://www.cc.gatech.edu/~joyfull/vast13/visirr/visirr_final.html
http://www.cc.gatech.edu/~joyfull/vast13/visirr/visirr_final.html
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Fig. 3: An example of the computational zoom-in interactiétor a
user-selected region (black rectangle on the top left}, ititeraction
provides a separate view by involving only these points tmmate
their own cluster summary and dimension reduction cootdmarhe
resulting view now shows a clear overview about these cldteata,
revealing detailed clusters about ‘support vector maahiaed ‘deci-
sion trees’ typically applied in medical image analysesadklrectan-
gle on the bottom right).

other hand, the user can select a cluttered region where pw@nis
are mixed together.

Fig. 3 shows an example of the computational zoom-in interactio

After performing computational zoom-in on a highly clugdrarea in
an original view (black rectangle on the top left), the réagl view
successfully reveals several clear clusters e.g., the lomét &support
vector machines’ and another about ‘decision trees’ tylyicgplied
in medical image analyses (black rectangle on the bottoht)rig

3.2.3 Dynamic Queries and Multi-view Alignment

In addition to exploring visualized clusters, the user cpphaaddi-
tional queries to further narrow down the retrieved docunseh Sup-
pose the user wanted to focus on those recently published0@ @ar
later and thus created another filter from tQaery Toolbarin con-
junction with the previous keyword query “disease.” Giveartls a
new set of documents, VisIRR creates another visualizatiibm its
own clustering and dimension reduction. The user could ten-
pare between the new and the previous visualization resigltshown
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Fig. 6: Co-authorship-based recommendation results barséte pa-
per, “Automatic Classification System for the Diagnosis tftkeimer
Disease Using Component-Based SVM Aggregations.” Edgew sh
direct co-authorship relations from the rated document.

mation, VisIRR identifies the recommended documents basdtie
content similarity. These rated and the recommended datisnage
Bisplayed in a tabular form in tiRecommendation viegig. 1(C)).

From the list of recommended documents shown in the lower ta-
ble, the user could obtain an idea that the research abobeiher's
disease mainly involves an image analysis, clusteringstfiaation,
etc. Notice that without such a recommendation capabifijisiRR,
the user would not be able to obtain these documents sinse tioe-
uments was not included in the retrieved set by user queliethe
Scatter Plot viewthe user can see these recommended documents at
the upper left corner around the rated document and its yezuls-
ters. To obtain a better idea about the recommended docantbet
user can create another visualization only using this $utitle a new
clustering and dimension reduction (FIgD)). From its own cluster
summary and visualization, the user could see that the dectsli-
rectly related to Alzheimer’s disease are mainly shown ekibttom
half while the upper half in th&catter Plot viewshows those mainly
related to image analysis such as content-based imagevedtrclus-

in Figs. 4(a) and (b), respectively, by brushing-and-linking in ardetering, etc.

to identify, for example, which topic clusters were morsglg@opu-
lar from 2008. However, since the cluster colors and the dsiua
reduction results have been computed independently, dtistraight-
forward to easily compare these differences based on thalization
results.

To solve this problem, once a new visualization is creatéslRR
performs an alignment step on the new clustering and diroens-
duction results with respect to the previous visualizatesult so that
the visual coherences in terms of the cluster colors andpates co-
ordinates of data points can be maintained. The algorithiaildare

3.2.5 Citation- and Co-authorship-based Recommendation

Now, among the recommended documents, the user chose mnothe
document “Automatic Classification System for the Diagsosf
Alzheimer Disease Using Component-Based SVM Aggregdtiand
assigned it a 5-star rating. This time, the user changesdétsmmen-
dation type to a citation-based one from tRecommendation panel

in order to obtain highly-cited documents relevant to thosument.

As expected, VisIRR’s top-ranked recommended documeetsehr
atively highly cited papers, as shown in FE(a). After generating

discussed in SectioB.3. For instance, as opposed to an unalignegdnqther visualization only using these recommended it¢nespser

visualization in Fig4(a), an aligned one in Fig(c) is shown to be
much easier to compare against the previous visualizatioms in

can obtain a summary about them, the clusters of which arposed
of image retrieval, object detection/recognition, faceognition, and

(Fig 4(b). From the aligned visualization, the user can easilyts@€ oyt re analyses (Fidi(b)). Notice that these types of recommenda-
the cluster aboubutbreak detectignshown as a green cluster in theiqn results would not be easily obtained by a simple keyvesarch

middle of Figs.4(b)(c), was not actively studied from 208.

3.2.4 Content-based Recommendation

Throughout analyses, the user can assign ratings to thersints
he/she likes or dislikes. Among the retrieved documentspsse the
user found a document “Automatic tool for Alzheimer’s diseaiag-
nosis using PCA and Bayesian classification rules” intergstnd as-
signed a 5-star rating(highly-like) by right-clicking terresponding

since these recommended documents do not contain spegifiofds
in common. Instead, they are only implicitly related wittckather
via a citation network on which VisIRR can perform a recomdeen
tion based.

In addition, the user also wanted to know what other topicarer
eas the authors of this paper are involved in. To this endutes
changed the recommendation type to a co-authorship-bamettam
the Recommendation viewn addition, to better show the direct co-

data point in the&Scatter Plot ViewBased on this user preference infor-authorship relationships from the rated paper, the useetlon the
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(a) An unaligned view

(b) A reference view

(c) An aligned view

Fig. 4: Effects of clustering and dimension reduction atigmts. A reference view (b) shows the documents with a query Wdisease” while

the other two views (a)(c) contain the subset of them puetishom year 2008 with their own clustering and dimensiouctidn steps applied.
For an unaligned view (a), it is difficult to compare agair teference view since there is no correspondence in terthe coordinates of
data points and clusters. However, in an aligned view (& ,clbsters match those in the reference, and their spati@sppndences in the

scatter plot are maintained.
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Content-Based Image Retrieval at the End of the Early ... |arnold Smedl... | 2000{IEEE Transactions on ...

Irmage retrieval using color and shape Anil Jain,adit... | 1996 Pattern Recognition

EBoosting Image Retrieval Kinh Tieu,Paul...| 2000{Computer Yision and P...

Support vector machine active learning for image retrieval|Simon Tong,E... | 2001 |ACM Mulkimedia Confe...

Multi-class relevance feedback content-based image re... [Jing Peng 2003 |Computer Wision and ..,

Hierarchical Mixtures of Experts and the EM Algorithm Michael Jorda... | 1994 Meural Computation

Incorporate Support Yector Machines to Content-Base... [PengyuHong... | 2000{International Confere...

On Combining Classifiers Josef Kittler,... | 1998|IEEE Transactions on ... -
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(b) A visualization of recommended documents

Fig. 5: Citation-based recommendation results obtaineddsygning a 5-star rating to the paper, “Automatic Clas#ifin System for the
Diagnosis of Alzheimer Disease Using Component-Based S\ggrégations.” VisIRR recommends various papers mostl hiigh citation
counts, which are relevant to the rated paper.



“Edges” checkbox by selecting the edge type as “Co-autliwrsh
theLabel panel The existing visualization of the retrieved document
now includes the recommended documents as well as the divect
authorship relations from the rated document, as showngn&fa).
Similar to the previous case, the user can generate andth&tliza-
tion of only the recommended items to have a better idea abeut
recommended documents. After varying the number of clsistae
user obtains a new visualization as shown in B{@). From this vi-
sualization, the user could gain an insight that the autbbtise rated
paper have written the papers, other than Alzheimer’s diseelated
papers (the green cluster on the right), in the four areazspond-
ing to blind source separation, gene expression, speedessing,
and neural networks. This potentially indicates that thex,usho was
originally interested in Alzheimer’s disease diagnosmld expand
his/her research by following the way the authors of thedrgt@per
have published in other domains.

4 DATA COLLECTION/ INGESTION

4.1 Initial Data Collection

VisIRR is intended to efficiently handle a large-scale doentrcor-
pus with a rich set of features. To this end, VisIRR beginswlie
ArnetMiner data set, which is composed of about half a millkza-
demic papers, books, etetd.2 Although the data set is mainly used
in citation network analyses, it includes a variety of bathustured
and unstructured information such as a title, keywords, l@siract,
authors, a publication year, a venue, a document type suatbask,

a paper, etc., papers in the reference list, papers citisgltitument,
the number of references, the number of citations.

However, the original data set has numerous missing vahe:a
consistencies such as different expressions of an autinee,republi-
cation venue, etc. To clean up the data, we utilize the Maftosca-
demic Search API'S. Specifically, we used a title of each documen
as a query in order to obtain the full information about theutoent
from the Microsoft Academic Search API, which fills the miggsial-
ues and rectifies inconsistencies. Finally, VisIRR buildsru432,605
documents spanning from year 1825 to 2011.

4.2 Data Ingestion

Now we describe how we make these large-scale data readilable
for real-time interactive analyses in VisIRR. BasicallyjsNRR main-
tains the information about data in three different formig,driginal
fields of data, (2) a vector representation, and (3) a grapresen-
tations, in an efficient and scalable way. In order to effitjeman-
age the large-scale data in all these various forms, we wdbrefp-
timized various data processing/storage techniques vabdse con-
struction, pre-computation of frequently used informatibalanced
storage between disk and memory. Eventually, the systerasitye
and widely deployable in typical commodity PC’s insteadexfuiring
high-performance parallel machines.

4.2.1 Original Field of Data

For efficient and flexible query support, we have encoded tlgg-o
nal data as a SQL database including full-text search chgedion
a title, keywords, an abstract, and a venue fields. For ciagteand
dimension reduction steps, we have pre-computed the spacser
representations of individual documents based on a tidgwkrds,
and an abstract fields together via a bag-of-words encodihgnse.
Each vector representation is stored as a single file in a thiskfile
name of which is the document ID. In this way, VisIRR can extei
the vector representations of documents using their dogtutdés in
the time complexity ofO(1).

2The used data is available as ‘DBLP-Citation-network V5hat p: / /
arnetmner.org/citation.

Shttp://academ c.research. ni crosoft. conf About /
Hel p. ht m

4.2.2 Vector Representation

®nce the vector representations of documents are loaded imem-
ory, VisIRR manage them in a similar way to cache replacerabnt
gorithms. That is, the vector representations alreadyeldadto the
memory is referenced from the memory whenever needed. Wigen t
total memory-loaded vectors exceed a pre-defined maximum-me
ory size, the least recently used vectors are removed frenmgm-
ory. When needed later, they are loaded from a disk once agaia
way, VisIRR does not need to load the vector representatibalt the
documents from the beginning, which will take significamhei and
memory at the system startup. At the same time, VisIRR ptevibe
required memory size from blowing up due to a long-term usdidiee
system.

4.2.3 Graph Representation

The recommendation module, which will be described in $adi
requires an input graph where the nodes correspond to daotsaed
the edges represent their pairwise similarities/relatigqos. We have
pre-computed three such graphs for the entire data set ositignts,
a citation network, and co-authorship, respectively, ideorto sup-
port various recommendation capabilities. For contesedagraph,
we initially computed the pairwise cosine similaritiesweén all the
pairs of documents using their vector representationseSimintain-
ing all the pairwise information require®(n?) storage whera is the
total number of documents, we identified the fixed humber ((16uir
case) of the most similar documents for each document artcokéyp
the edges between them. For citation graph, we formed edgegén
a pair of documents if either cites the other. For co-authiprgraph,
edges are created if two documents share the common aQttsir(se
citation and co-authorship graphs are typically sparsestoeed all
these edge information. For each graph, VisIRR maintaiesmhp-
pings from an individual document to a list of edges in terrhthe
pestination document and its edge value so that it canvettiee edge
information for particular documents in the time complgxf O(1).

4.3 Scalable Update for New Data

Even though VisIRR already contains a large-scale data aitatalf
a million documents, it is crucial to have a capability to @éitly
update the above-described information including newlyeaiddocu-
ments. An updating process is composed of two parts: upgétie
information about existing documents and obtaining theasgnta-
tions of new documents. First, in the case of the originabl§iedf
data, the information about new documents can be easilydaddbe
database without affecting the existing data. Second dicdise of up-
dating bag-of-words vector representations, new docusrggterally
causes newly appearing keywords to be indexed as additiomain-
sions. However, sparse vector representations of exigtiecgments
would still remain the same, and thus we only need to comhée
representation of new documents, which can also be easig.do

Finally, in the case of updating graph representations,otiig
tricky part is to update the content similarity graph, where top 10
most similar documents and their cosine similarity values raain-
tained. Specifically, we have to compute the pairwise shityjide-
tween all the existing documents and all the new documentsthen
compare these similarity values against the current topirh@asity
values. If any of the former ones are greater than the lattes,cthe
corresponding edges are replaced with those to the new dotam
The computational complexity of this processd$n x nnew) Where
n and npew are the numbers of the existing and the new documents,
respectively.

t

5 COMPUTATIONAL METHODS

The key computational methods in VisIRR are clustering,atigion
reduction, alignment, and graph-based recommendatiothidrsec-
tion, we describe each module in detail.

5.1 Clustering

Clustering plays a crucial role in providing a summary ofigegiset of
documents as a manageable number of groups based on thaitgem
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Fig. 7: A high-level idea of LDA and a comparison example DA and PCA. A different color corresponds to a differdoster, andc;
andc; are the cluster centroids. LDA tries to find a reduced-diriera representation of data by putting different clusteréar as possible (a)
and representing each cluster as compact as possibleajhd¢d) show an example 2D scatter plots obtained by PCA &#d tespectively,
for artificial Gaussian mixture data with 7 clusters and @,6€ginal dimensions. From a comparison between them, LDghbwn to reveal a
much clearer cluster structure than PCA in a 2D space.

meanings. The resulting cluster indices are used to cadeclocu- Unlike traditional methods such as principal componentyeig
ments in a scatter plot with their cluster summaries in tesfitise most  and multidimensional scaling, LDA explicitly utilizes atidnal clus-
frequently shown keywords (Fid(B)(E)). VisIRR adopts a state-of- ter label information, which are taken from the clusteringdule, as-
the-art technique called nonnegative matrix factoriza{ldMF) [23], sociated with the input high-dimensional vectors. Usirig thforma-
which have shown superior performances in document clagterer tion, LDA tries to preserve the cluster structure in the ldimensional

traditional methods such &smeans 24, 46). space by such that the dimension-reduced result can cleadl the
Given a nonnegative matriX € R™" and an integetk <  underlying cluster structure in the input data. In this nemnas shown
min(m, n), NMF finds a lower-rank approximation given by in Fig. 7, LDA has an advantage over most traditional methods such
as PCA and MDS in that it can provide a clear cluster strudtutee
X ~WH, (1) data when the cluster label information is given.

mxk kxh . Furthermore, VisIRR provides a slider interface for coltitng how
whereW € R™* andH € R" are nonnegative factors. NMF can becompactly each cluster is represented by using regulaizah LDA,
formulated using the Frobenius norm as which enables users to focus their analyses at either acliesiel or

an individual document level. For more details, referl, [L3].
in X -WHIZ )

In the context of document clustering, each column vegior 5.3 Alignment
R™<1 of X represents each document asnadimensional vector via
a bag-of-words encoding, with some additional pre-praogssteps . s
such as inverse-document frequency weighting and vecton mor- L7 values, e.g., the number of clusters in NMF, a regultidaazalue
malization. The value df represents the number of clusters. For clug! lLDf‘ ar};d (2 a ntlew sgt OI data frtom dlffer_e?t quegeeJ(s or Myt
tering, one can utilizé as a soft clustering vector representation ozg:tfe:roglotysu:r?ésfagli(:;tsrthoeirrnaegsilr::gr?%zfisec?r?sy \Hsummo&avirce:lgs
documents. Thatis, the column vectpre RK<1 of H represents such > . . : L :

a soft clustering vector for thieth doctl?ment and by taﬁ)king the ir]dexallgnment capablllltles on dlfferent clustering and dimienseduction
the value of which is the largest, the cluste; index of theudoent can results.. By aligning clus.terllng results, users can e>.<|dta1t.the same
be obtained ' cluster index and color indicates semantically similar niegs. On

The specific NME algorithm we have used is based on a recenﬂqe other hand, by aligning dimension reduction resultsraisan ex-
pecn " aigorithm we have USeq 1S based ¢ ¥ct that the same data point is located in a similar positidhe 2D
proposed block principal pivoting algorithn25],* which is found

to be one of the fastest and reliable algorithms. Althoughree space petwgen different sc.atter plots. ) - .
ported, we have conducted an extensive amount of compadon 10 align different clustering results, VisIRR utilizes tHeingarian
NMF against traditional clustering techniques suctkaseans, and @algorithm [26]. Given two sets of cluster assignments for the same
we found that NMF mostly gives semantically more meaningfus- et of documents, the Hungarian algorithm finds the optiraaipse
ters than any other methods while requiring a significaratidr com- Matching of cluster indices between the two sets so that theber

In VisIRR, users can create multiple scatter plots for (1y parame-

putational time. of common data items within matching cluster pairs can beimax
mized. Based on the resulting matching, VisIRR changes Itister
5.2 Dimension Reduction indices and the colors of the newly created scatter plot veigipect to

Gi high-di ional . fd i those of the used reference scatter plot. In this manndiRRisnain-
iven high-dimensional vector representations of docUmi@imen-  ying the cluster indices/colors with their consistentaetic meanings
sion reduction computes their 2D representations so tlegt¢hn be throughout multiple visualization results

visualized in a scatter plot (Fig(B)). From the scatter plot, users can

get an idea about how clusters/documents are related withaher, 1 he alignment of different dimension reduction resultsaset on
VisIRR adopts an advanced dimension reduction methoddtitiear Procrustes analysi2l, 18], which best maps one results to the other
discriminant analysis (LDA)Z0]. with only a rotation matrix. In addition, VisIRR extends tbegi-

nal Procrustes analysis by incorporating translation aattopic scal-
4The source code is available &t tp://ww. cc. gatech. edu/  ing factors as well. That is, given two reduced-dimensionatrices
~hpar k/ nnf sof t war e. php. X, Ye R™N wheremis the number of dimensions ands the num-
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ber of data points, VisIRR solves

min
Q, i, py , K

| (%= mx27) —kQ(Y — w2l 3)

HF’

whereQ € R™M is an orthogonal matrix (for rotationyy and Lty
aremdimensional column vectors (for translatioR)is a scalar (for

isotropic scaling), andylis ann-dimensional column vector whose
elements are all 1's. EqQ)(is efficiently solved by using eigendecom-

position. These alignment functionalities help users wstdad how

similarly/differently the corresponding data items/¢trs are placed

between different views.

5.4 Recommendation

The main input to the recommendation algorithm is persaadlpref-
erences to particular documents, which are interactivetjgaed by
users in a 5-star rating scale, as shown in the bottom-nigiig. 1(B).

By default, all the documents are assumed to have a 3-sfiagrat
which is converted to a zero preference value, but users rdan- i

actively assign ratings to particular documents, wherestaf.€orre-
sponds to a preference value of -2, and 5-star to +2, etc.
Given these user preference information, VisIRR identifiesrec-

ommended documents by performing a PageRank-style grdioh di

sion algorithm on a weighted graph of the entire document Ast

is self-contained, VisIRR does not require an actual Matitabe in-
stalled. For querying and accessing with the database, we Used
H2 library”

6 CONFIRMATORY USER STUDY

The evaluation of information visualization and visual lgtia sys-
tems has been an acknowledged challenge for some 3&helfisight-
based evaluation3p, 37] has gained popularity recently as an alter-
native to traditional time-and-accuracy measures. As &npireary
gauge of how well our usage scenarios match real user bebawie
conducted a evaluation of VisIRR with end users, which csiasli of
an informal, non-experimental insight-based protocol.

The design of this study is evidence-by-existence; thainsyide
some support of our implicit VisIRR design claims. For exdéanp
show that recommendations outside the initial query setiseéul to
some people and they can find useful documents with VisIRR nibt
an experimental design as it includes no control conditonye can-
not and do not make any relative claims about VisIRR’s eiffecess
compared to other research or commercial alternatives, @apgle
Scholar). Instead, its purpose is more modest: demonsiiatRR
canmeet its intended purpose for real users (providing evidehat
our imagined user scenarios above are valid), and providetin for
a future, comprehensive experimental or quasi-experiah€esign.

briefly discussed in Sectigh such a graph can be based on either cors 1 Method and Limitations

tents, a citation network, or co-authorship depending enighoice.
Particularly, VisIRR has adopted a heat-kernel-basedrighgo [15],
which gives a much faster convergence than the other waditial-
gorithms. In detail, given an input grapkt € RN*N betweenN doc-
uments, where each column Vf is normalized such that its sum
equal to one, and a user preference vegar RN*1, where thei-th

Participants in the study used VisIRR implemented with tame
ArnetMiner-based set of academic articles described ingiage sce-
narios above. After completing a consent form and a briefatgaph-
isics questionnaire, they were provided a live demo of theesystsage
scenario (lasting 5-10 minutes, depending on questiora}ichhants

componentp; is the preference value, VisIRR computes the reconj®n used the system to conduct searches of their own clgpasih

mendation score vectore RN*1 of N documents
n

> (1-a)fwp,

o

r=a

4)

wherea andn are user-specified parameters, e.g., by defeuit, 0.7
andn = 3. An intuitive explanation of this formulation is that theep

erence valugoof nodei is propagated to its neighbor nodes with th
corresponding weights specified in the grafghat the first iteration,
and then the resulting values are then propagated agairthveittame

graphW with the scale factofl— a) at the next iteration, and so o
Finally, those values computed from each iteration is adgiedorm-
ing a final recommendation score vectorOnce the computation i
done, VisIRR presents the documents with the biggest sdoneas
the recommended ones.

to complete a set of pre-defined tasks concerning eitheniibics
computing or information visualization (e.g., "Describ®/apparent
subfields or application areas of information visualizatiph Finally,
we deployed a version of the IBM Computer System UsabiliteQu
tionnaire (CSUQ) 28] along with a few other subjective assessment
questions specific to VisIRR.

The system was installed on a workstation with two 2.5GHelInt
akeon processors and 128GB running 64-bit Windows 7, thohigh t
Java VM memory limit was set to only 8 GB. It was connected to
both a 30" monitor (1920x1200) and a 19" monitor (1280x10ad&rs
were free to arrange windows on either monitor, but mostehosise
"the majority of the 30" screen for the VisIRR windows and ol
with the task response window on the 19" screen.

We recruited 7 male Ph.D. students between the ages of 24-40 e
rolled in various technical degree programs (engineeraugnputer

n

S

One may think that Eq.4) is computationally intensive becauseSCieNnce, robotics). As such, they all had experience docaglemic
our input graphW is very large-scale. However, all the computationditérature searches using online resources such as Godgasgle

which are basically matrix-vector multiplications, arefpemed based

on sparse representations. Therefore, as long/ @and p have few
non-zero entries, the computation is typically done fastttfermore,
VisIRR supports the capabilities of interactively addiegioving the
rated documents as well as changing the ratings of the egidticu-
ments. Such computations are performed dynamically pér itis-

vidual interactions, which essentially makgkave only one non-zer
entry. In this way, VisIRR maintains the real-time efficigraf com-
putations during users’ frequent interactions.

5.5 Implementation

The system is mainly implemented in JAVA for front-end Ul aed-
dering modules, which are partly based on the FODAVA testysd
tem [14]. NetBeans Rich Client Platform and I3fhave been use
for flexible window management. The back-end computatiomad-

ules NMF and LDA are originally written in MATLAB but we have

wrapped them into a JAVA library by using a Matlab built-innfi
tionality called ‘Javabuilde® Since the library made in this mann

Shttp://netbeans. org/ features/platfornindex. htm
6htt p: // www. mat hwor ks. cont product s/ j avabui | der/

Scholar, the IEEE/ACM digital libraries, etc. We asked juipants

to self-rate their familiarity with information visualigan and ubig-
uitous computing literature; all self-rated 4 or less onpoifit Likert
scale for information visualization and 6 of the 7 did so fbiquitous
computing. Participants completed tasks for the area wigy tvere
less familiar. The VisIRR system was instrumented to loguhec-
tions shown in Tabld. We non-intrusively observed users while they
completed the tasks.

We present only a few quantitative measures in our resuttsnan
mean values as the limited sample and non-experimentalenatthe
study would render them specious. The tooltip counts inélatare
somewhat exaggerated because the VisIRR tooltips haveyashert
timeout triggering their appearance, meaning many taoltipuld be
g triggered just from panning over one of the document listhmugh
the scatterplot.

o

6.2 Results and Discussion

erTable1 shows the raw action counts across all 7 users and all tasks.
Those counts match our subjective impressions of watchseysu

"http://ww. h2dat abase. coml ht i / mai n. ht m
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Table 1: The study Ul action counts across all participantstasks.

[ Action || Description [[ Count |
Tooltip A tooltip showing document details triggered by hoveringmoa table row or scatterplot node| 38897
Rating The user picks a non-default 1-5 star rating from table estir scatterplot nodes 80
Details The user shows the details dialog box for one or more articles 146
Copy The user copies document information to the clipboard 35

Filter || The user performs a filter (by keyword, year, citation courduthor name) on the current results 24

complete tasks: they consistently made use of the majorR®sl
features (visualization, ratings and recommendationsdatalils-on-

demand). Since one of our most basic questions was whethes us

would actually make use of the more novel features like gatiand
recommendations, this preliminary result is encouraging.

All users made at least 9 distinct document ratings (aganosa all
tasks), and interestingly did so relatively evenly fronfefiént portions
of the Ul (the recommended, rating and query lists, and th#ese
plot). Document details were disproportionately triggkirem the vi-
sualization (112/146), indicating both that participantsracted with
the visualization and drilled down into document detaitsrthere.
This matches both our subjective observations and posti$es com-
ments like "It's good to have that first clustering result It's easy
to go deeper down from one or two clusters." Unfortunatélg, lbg-
ging does not distinguish between regular and recommended-d
ment nodes in the scatter plot.

On the subjective CSUQ, scores were generally 5 or high#n,the
lowest rated scores coming on the questions "The systemllhtae a
functions and capabilities | expect it to have"; "The systgves error
messages that clearly tell me how to fix problems"; and "Whenk
make a mistake using the system, | recover easily and quickie
suspect these ratings reflect occasional software bugsrasies that
occurred during some participant sessions.

Our results also suggest a potential interesting contnassér be-
havior with more traditional keyword search algorithms:eanight
expect in exploratory tasks with keyword engines to seeipielit-
erations of keyword refinement and result inspection forvamgiask
or user. However, our users performed relatively few filtticas (all
keyword refinements rather than by author, time or citatiblowever,
because VisIRR recommendations expand the search queigeits
original bounds (and highlight those nodes which are oatsitbse
bounds), iterating keyword terms is less necessary, thiwigre work
is necessary to confirm this idea, or to gauge whether thiaph is
more or less effective than keyword refinement.

Of course, we would hypothesize that rating-based refineisen

more productive since it does require less user expertigerarating
useful keyword sequences; at least one user agreed, shgingsIRR
"... is definitely much better than blindly search Google @ahor
basic search engines using just a few keywords."

7 CONCLUSION AND FUTURE WORK

In this paper, we have presented VisIRR, a visual analytystesm
called VisIRR, an interactive visual information retrieeand recom-
mendation system for document discovery. One of the priroanyri-
butions of VisIRR is that it has effectively combined bottramigms
of passive query process and active recommendation by tiaflebe
user preference feedback. In addition, VisIRR directlkles a large-

scale document corpus via efficient data management and aew d

updating as well as a suite of state-of-the-art computatiorethods
such as NMF, LDA, and graph diffusion-based recommendation
Our future work includes the following.

e Collaborative filtering-based recommendatidn addition to the

preference-based recommendation we have taken, it would be

more effective if ViSIRR could support collaborative filitey-

based approach8] by using multiple other users’ preference[12]

information. However, collecting these preference infation
from various users is sometimes not easy. In this respesiiR R

could conversely be used as an easy visual interactivedaollt
lect these preference information after deployed to maeys,s
just as we have collected various information about the inser
teraction history in Sectior6j.

e Fastinteractive clustering and layawiVe found that many users
often complained about visualization not coming up immedi-

ately due to high computation time. When hundreds or thou-

sands of documents are involved, the clustering and therdime
sion reduction computation typically takes from a few setson
to a minute.
documents/clusters see what other documents/clusters coov
respondingly. The fast and interactive clustering and uad-
gorithms incorporating these user feedback would helpREsI
substantially.
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