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Data-driven models can be 
used to estimate parameters 

of mechanistic differential 
equations, accelerating 

creation of interpretable, 
generalizable (bio)chemical 

process models.
Derivative Estimation: NN vs NODE

Testing Data-driven Model

Limit of 
Training 
data

Limit of 
Training 
data

Testing Fitted Mechanistic ODE
• NODEs estimate state derivatives more accurately

than algebraic data-driven models
• Mechanistic ODEs have superior generalizability

than Neural ODEs
• NODE Indirect approach can regress parameters of

mechanistic models faster than direct approaches

Regressing mechanistic models to experimental data
can be intractable due to process nonlinearity and
computation issues. Machine learning (ML) tools could
reduce the cost of modeling building but offer limited
interpretability/robustness. Using ML as a data-driven
means to a mechanistic end, an indirect approach
using NODEs is proposed that accelerates
parameter estimation of mechanistic models.

Motivation

Objectives
• Compare ability of NODEs and NNs to estimate 

derivatives
• Compare performance of direct approach vs NODE-

based indirect approach for fitting parameters

Algebraic Neural Network

Neural ODE

dT
/d

t

Lotka Volterra
(2 states, 3 
parameters, 20 dp)

Styrene Reactor
(6 states, 3 
parameters, 60 dp)

Penicillin fermenter
(3 states, 11 
parameters, 90 dp)

Direct 
Approach

Total: 76 s Total: 352 s Did not converge

Indirect 
NODE  
Approach

Total: 62 s
Steps 1&2: 62. s
Step 3: 0.009 s

Total: 116 s
Steps 1&2: 110 s
Step 3: 6.76 s

Total: 183 s
Steps 1&2: 181 s
Step 3: 1.932 s

Conclusions

dp = data points
NODE = Neural ODE



Machine Learning (Data Knowledge)

Mechanistic Modeling (Domain Knowledge)

Data-driven (DD) model
Advantages: Fast model-building
Disadvantages: Low interpretability, 

poor extrapolation

Mechanistic (M) model
Advantages: High interpretability, 

good extrapolation 
Disadvantages: Computation intensive 

https://www.machinedesign.com/learning-
resources/webinars/webinar/21134601/simulation-of-heat-exchangers

Motivation: Parameter estimation of differential 
equation models
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https://hazelcast.com/blog/executing-machine-learning-at-scale-and-speed/
https://www.machinedesign.com/learning-resources/webinars/webinar/21134601/simulation-of-heat-exchangers
Alternate: https://www.sciencedirect.com/science/article/abs/pii/S1290072917302053



Proposed Method: Indirect Approach

Neural Ordinary Differential Equations (Neural ODEs)
• Neural Networks can approximate any 

nonlinear, continuous algebraic equation

• Neural ODEs can approximate nonlinear 
continuous differential equations

Hypotheses:
1. Neural ODEs can predict 

derivatives better than Algebraic 
NN models

2. A Neural ODE-based indirect 
approach can fit mechanistic 
ODEs faster and more accurately 
than a direct approach



Neural Network1: 𝑦𝑦 = 𝑁𝑁𝑁𝑁(𝑡𝑡,𝑤𝑤) Neural ODE2: 𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= 𝑁𝑁𝑁𝑁(𝑥𝑥 𝑡𝑡 ,𝑤𝑤)

Results: NN vs Neural ODE state estimates of 
styrene reactor

𝐹𝐹𝐸𝐸𝐸𝐸 ,𝐹𝐹𝑆𝑆𝑆𝑆𝑆𝑆 ,𝐹𝐹𝐻𝐻2
𝐹𝐹𝐵𝐵𝐵𝐵 ,𝐹𝐹𝑇𝑇𝑇𝑇𝑇𝑇

𝐹𝐹𝐸𝐸𝐸𝐸

1) Cybenko, G. (1989). Approximation by superpositions of a sigmoidal function. Mathematics of Control, Signals and Systems, 2(4), 303-314. 
doi:10.1007/bf02551274
2) Chen, R. T. Q., Rubanova, Y., Bettencourt, J., & Duvenaud, D. (2018). Neural Ordinary Differential Equations. arXiv e-prints. Retrieved from 
https://ui.adsabs.harvard.edu/abs/2018arXiv180607366C
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Now that we have a software, we want to know if NODEs outperform other data-driven model at derivative estimation.  Shown on this slide is result of interpolating chemical species data and temperature data from the dehydrogenation of EB process.  As seen from the figures, both a standard NN and NODE do a satisfactory job at interpolation the state data.  If all we wanted was a state prediction model, arguably either DD methods works.  However we’re not looking for a state prediction model but a derivative prediction model.

https://ui.adsabs.harvard.edu/abs/2018arXiv180607366C
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Results: NN vs Neural ODE derivative estimates of 
styrene reactor

Neural Network: 𝑦𝑦 = 𝑁𝑁𝑁𝑁(𝑡𝑡,𝑤𝑤) Neural ODE: 𝑑𝑑𝑦𝑦
𝑑𝑑𝑑𝑑

= 𝑁𝑁𝑁𝑁(𝑥𝑥 𝑡𝑡 ,𝑤𝑤)

dx
/d

t

dT
/d

t
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/d

t
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Thus, the next step of the indirect approach is to calculate the derivatives.  This time we clearly see the benefit of using a dynamic model to interpolate dynamic data..  The NN clearly fails to capture the derivative information in our dynamic system.  In contrast, the NODE derivative estimates are far more reliable with only slight deviation at the initial conditions.  Although not included here for the sake of brevity, it’s worth noting that these results were consistent across all case studies considered in this presentation
 There is no doubt that the option 2 will give us better performance in the indirect approach than option 1.
10 data points



Testing NODE Model

Limit of 
Training 
data

Limit of 
Training 
data

Testing Fitted Mechanistic Model
(parameters fitted w/NODE Approach)

Results: Extrapolation of NODE vs 
Mechanistic ODE



Conclusions

Email: wbradley@gatech.edu
Website: boukouvala.chbe.gatech.edu

Predator-Prey System
(2 states, 3 parameters, 
20 dp)

Styrene Reactor
(6 states, 3 parameters, 
60 dp)

Penicillin Fermenter
(3 states, 11 parameters, 
90 dp)

Direct Approach Total: 76 s Total: 352 s Did not converge

Indirect NODE  
Approach

Total: 62 s
Steps 1&2: 62. s
Step 3: 0.009 s

Total: 116 s
Steps 1&2: 110 s
Step 3: 6.76 s

Total: 183 s
Steps 1&2: 181 s
Step 3: 1.932 s

• Neural ODEs estimate state derivatives more 
accurately than algebraic data-driven models 
(e.g. Neural Networks)

• Mechanistic ODEs have superior 
generalizability than Neural ODEs

• NODE-based indirect approach can estimate 
parameters of mechanistic models faster than 
direct approaches
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Data-driven models can be 
used to estimate parameters 

of mechanistic differential 
equations, accelerating 

creation of interpretable, 
generalizable (bio)chemical 

process models.
Derivative Estimation: a-NN vs NODE

Testing Data-driven Model

Limit of 
Training 
data

Limit of 
Training 
data

Testing Fitted Mechanistic ODE
• NODEs estimate state derivatives more accurately

than algebraic data-driven models
• Mechanistic ODEs have superior generalizability

than Neural ODEs
• NODE Indirect approach can regress parameters of

mechanistic models faster than direct approaches

Regressing mechanistic models to experimental data
can be intractable due to process nonlinearity and
computation issues. Machine learning (ML) tools could
reduce the cost of modeling building but offer limited
interpretability/robustness. Using ML as a data-driven
means to a mechanistic end, an indirect approach
using NODEs is proposed that accelerates
parameter estimation of mechanistic models.

Motivation

Objectives
• Compare ability of NODEs and a-NNs to estimate 

derivatives
• Compare performance of direct approach vs NODE-

based indirect approach for fitting parameters

Algebraic Neural Network

Neural ODE

dT
/d

t

Lotka Volterra
(2 states, 3 
parameters, 20 dp)

Ethylbenzene
(6 states, 3 
parameters, 60 dp)

Penicillin
(3 states, 11 
parameters, 90 dp)

Direct 
Approach

Total: 76 s Total: 352 s Did not converge

Indirect 
NODE  
Approach

Total: 62 s
Steps 1&2: 62. s
Step 3: 0.009 s

Total: 116 s
Steps 1&2: 110 s
Step 3: 6.76 s

Total: 183 s
Steps 1&2: 181 s
Step 3: 1.932 s

Conclusions

dp = data points
NODE = Neural ODE
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Results: Avoiding convergence to local 
minimum during NODE training

Integration from t = 0 to 5
Integration from t = to to to+4Δt
to = {0, 1Δt, 2Δt, 3Δt, …, tf}



Results: Extrapolation of NODE vs 
Mechanistic ODE

Mechanistic ModelNeural ODE



Simulation of mechanistic 
ODEs with true parameters

Results: indirect approach can fit ODE models with 
many parameters

Simulation of mechanistic ODE; parameters 
fitted with noisy data via indirect approach

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑋𝑋𝑋𝑋 − X𝐷𝐷
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝑋𝑋𝜇𝜇 − X𝐷𝐷
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