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Post-flight trajectory reconstruction for planetary entry, descent, and

landing (EDL) missions has played an essential role in the improvement of

planetary exploration, because it allows researchers to assess vehicle sys-

tem performance and atmospheric conditions during flight. Mars Science

Laboratory (MSL) will be the first Mars entry vehicle to contain pressure

sensing equipment embedded in the heatshield to support trajectory recon-

struction, which brings new opportunities and challenges in the area. There

have been a number of reconstruction methods developed during past mis-

sions, and these methods are being examined in preparation for MSL to

determine the level of accuracy in which particular variables of vehicle per-

formance can be estimated. To assess this accuracy and provide further

insights into the capability of reconstruction, it is desirable to reconcile

differences between the respective trajectories estimated by each method.

This paper discusses the challenges associated with trajectory reconcilia-

tion and various statistical and deterministic techniques in which it can be

performed. Recommendations are made that discuss the most viable op-

tions for reconciliation and a baseline process by which to incorporate those

options is presented and demonstrated using 3-DOF trajectory simulation

and reconstruction models.
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Executive Summary

In post-flight reconstruction of entry, descent, and landing missions, there are multiple

methods that make different use of available measurement data. Each of these methods gen-

erate an estimate of vehicle state variables over the entire time-series of the trajectory, and

the accuracy of these estimations is significantly important to validate and further develop

pre-flight simulation capabilities. If each reconstructed trajectory is unique, however, recon-

ciliation of differences between state variable estimations can provide meaningful information

to support that accuracy assessment. This proves to be a difficult task because requirements

are enforced along the entire time span of the trajectory and therefore the problem is driven

to comparing multivariate time-series data.

Various techniques to perform trajectory reconciliation are discussed in this paper (Sec-

tion IV), but there is one combination of methods that presents the greatest potential to

produce insightful results. Functional data enabled Bayesian calibration is an approach that

is anticipated to reconcile simulation and testing data without the need for significant data

reduction. Bayesian calibration for this application would focus on determining the distri-

bution of calibration variables in order to interpret their physical meaning with a level of

confidence and help understand shortcomings of specific reconstruction techniques. How-

ever, this Bayesian approach depends on regression or surrogate modeling of the data, and

it becomes immediately apparent that a solution to this problem ultimately relies on the

ability to parametrically regress time-dependent multivariate data. This is an entire area of

research in itself and outside the scope of this paper, but there is anticipated to be a more

tangible short-range solution. Semi-parametric functional models allow for time-dependent

regression of a single response and therefore can support Bayesian calibration for the entire

time-series for one of the reconstructed state variables.

The other option presented by functional data analysis is the ability to visually repre-

sent the data in an easily interpretable manner. The process described in Section V is a

recommended baseline to perform reconciliation that begins with exploratory analysis of the

data that incorporates visually quantitative and qualitative techniques. This important step

in the reconciliation process can provide a better understanding of correlation of variables,

uncertainty propagation, and intricate functional form of the data and gives subject matter

experts a means to support their engineering judgment. It can also enable graphical recon-

ciliation methods such as profile and pattern matching. A procedure for validation is also

presented in this process, and other general comments on feasibility, advantages, disadvan-

tages, etc. regarding the reconciliation of multivariate time-dependent data can be found

throughout the paper.
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Nomenclature

X = Generic Vehicle State Vector

X′i = Reconstructed Trajectory of i-th Reconstruction Method

L/D = Lift-to-Drag Ratio

w = Input Vector of Uncertain Variables

α = Vehicle Orientation, angle of attack (deg)

β = Vehicle Orientation, sideslip angle (deg)

σ = Vehicle Orientation, roll angle (deg)

r = Vehicle Position, radial altitude (m)

φr = Vehicle Position, latitude (deg)

θr = Vehicle Position, longitude (deg)

VxI = Vehicle Inertial X-Velocity (m/s)

VyI = Vehicle Inertial Y-Velocity (m/s)

VzI = Vehicle Inertial Z-Velocity (m/s)

ωx = Vehicle Angular Rate, X (deg/s)

ωy = Vehicle Angular Rate, Y (deg/s)

ωz = Vehicle Angular Rate, Z (deg/s)

M∞ = Freestream Mach Number

q∞ = Freestream Dynamic Pressure, Pa

p = Size of Input Vector, w

I. Introduction

The importance of post-flight trajectory reconstruction for Mars entry, descent, and land-

ing (EDL) missions has been well established since its inception during the Viking era. By

processing measurements collected during EDL, vehicle flight parameters and atmospheric

conditions can be estimated to help validate and improve pre-flight simulation capabilities.

For the Mars Science Laboratory mission, several different reconstruction techniques have

been developed from previous missions and various research, and each technique will gener-

ate a possibly unique reconstructed trajectory, X′i(t). Determining causality of differences

between these trajectories can provide insight into the accuracy of current reconstruction

techniques as well as capabilities of pre-flight simulations.

Since the design and testing of Mars vehicles and development of new technologies rely

very heavily upon computational simulations, validation of these capabilities is of utmost

importance. As Braun and Manning mention in their 2007 paper, for successful human ex-
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ploration of the Mars surface, the landing footprint of the entry vehicle must be reduced to

the order of 10’s of meters and be expanded to carry a surface payload of 40-80 metric tons.1

This type of mission improvement requires significant development of newer technologies,

and cycle time of technology performance validation and certification is decreased as greater

confidence is instilled in simulation models. Therefore, motivation for trajectory reconcilia-

tion is apparent, but the difficulties in performing the actual process are not necessarily so

transparent.

This paper will introduce the complications and challenges involved with reconciling dif-

ferences between EDL trajectories by briefly reviewing current resources available in mod-

eling and simulation for the prediction and reconstruction of trajectories. The impact of

uncertainty within the entire reconciliation process will also be addressed, and deterministic

and statistical method of reconciliation will be introduced, highlighting the advantages and

disadvantages of each. Based on this assessment, recommendations will be made as to which

method is most applicable and/or feasible. Finally, a baseline process of reconciliation will

be demonstrated on 3-DOF trajectory prediction and reconstruction models.

II. Trajectory Simulation

In the context of entry, descent, and landing, a trajectory is a collection of variables that

explain the state of the vehicle, i.e. a state vector X, over time. This paper will refer to

trajectories in the same manner as Christian and Bruan, where three distinct trajectories

are described:

Nominal Pre-flight expectation of the state vector over time during EDL using nom-

inal conditions,

True Actual state of vehicle during flight, which can be measured but is essentially

unknown, and

Reconstructed Post-flight estimation of vehicle state based on measurements taken

during the true trajectory.

The state can be described by a number of both local and global variables, and a represen-

tative state vector used in pre-flight simulation can be formulated as

X ≡ (r, φr, θr, α, β, σ, VxI , VyI , VzI , ωx, ωy, ωz)
T . (1)

The nominal trajectory is predicted by a forward numerical integration of the equations of

motion that updates the variables in this state vector at each time step, and there are a

number of models and algorithms that must be incorporated into the simulation in order for

successful and accurate integration.
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The Program to Optimize Simulated Trajectories (POST) is the standard for pre-flight

trajectory simulation and possesses the capability for three-degree-of-freedom or six-degree-

of-freedom analyses.2 POST utilizes surrogates for vehicle performance in lieu of higher-

fidelity and computationally expensive analyses such as CFD or FEA. One of the most

leveraged resources is the aerodynamic database, which tabulates aerodynamic coefficients,

i.e. CN , CA, and Cm, for various Mach numbers, angles of attack, and sideslip angles.

This database is typically integrated into the simulation as a linear interpolation model,

and a graphical representation of those models for a vehicle similar to MSL are shown in

Fig 1. Development of the aerodynamic database most heavily relies on computational fluid

dynamics but is also validated with wind tunnel and ballistic range testing as well as appli-

cable “heritage” information, i.e. past trajectory reconstructions of vehicles within the same

technology and flight envelopes. Because these validation techniques are limited by Mach

numbers, gas chemistries, vehicle orientations, and budget/facilities constraints, there is an

inherent uncertainty within the aerodynamic database that needs to be accounted for dur-

ing simulation, reconstruction, and the reconciliation of trajectories. For more information,

refer to studies of wind tunnel testing used for validation and uncertainty quantification for

Viking3 and Phoenix.4
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Figure 1. Shown in this figure are interpolation models of an aerodynamic database for values
of α between 0 and 23 degrees and Mach numbers from 0.4 to 10.35 of a vehicle similar to
Mars Science Laboratory. Increased L/D is witnessed with increases in α when examining the
relationship of (a) and (b), and the trim angle of attack, αtrim, for this particular vehicle is
shown where the pitching moment coefficient, Cm = 0 (c).

Pre-flight simulation with POST also contains planetary information with stochastic

atmospheric models, the ability for variation and transformation of coordinate systems, op-

timization algorithms, guidance/navigation/control, propulsion systems, and parachute sim-

ulations. Although vast improvements have been made in trajectory predictive capabilities,

uncertainty exists in lower level inputs such as:

– vehicle mass properties (c.g. offsets, moments of inertia),
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– state of vehicle at atmospheric entry (velocity, flight-path angle, altitude),

– timing of control maneuvers (ballast ejection, parachute deploy, heatshield separation),

– hardware bias (radar altimeter, inertial measuring unit),

as well as modeling considerations:

– atmospheric conditions (pressure, temperature, and density profiles),

– aerodynamic database (normal, axial, and pitching moment coefficients), and

– simplifying assumptions (3-DOF simulation, lower order linear models and interpola-

tions).

These uncertainties are important in the reconciliation process because ultimately, differ-

ences in trajectories will be attributed to them. A more specific and comprehensive list of

uncertainties with 3-σ bounds can be found in Striepe et al.5 and Desai et al.,6 and sen-

sitivity studies are seen in the “Results and Discussion” section of Braun et al.7 Further

information can be found for general pre-flight simulation and results for Viking,8 MPF,7

MER,6,9, 10 and Phoenix.11–13

III. Trajectory Reconstruction

A significant amount of planning is underway to prepare for trajectory reconstruction of

Mars Science Laboratory EDL. Since the vehicle heatshield is fitted with the Mars Entry

Atmospheric Data System (MEADS), reconstruction analysts will be able to utilize forebody

pressure measurements for the first time in Mars flight. Because of the heritage of the Shuttle

Entry Air Data System (SEADS), it is anticipated that the pressure data will support more

accurate reconstruction of aerodynamic state variables,

X′ = (α, β,M∞, q∞)T (2)

and offer an independent method from traditional reconstruction techniques. Along with

pressures, data from the inertial measuring unit (accelerations, rates, quaternions), radar

altimetry and surface imaging will also be available, and the anticipated flow of information

for MSL reconstruction efforts is shown in Fig. 2. The following subsections describe the

estimation process for the state variables in Eqn. 2.

A. Aerodynamic Database

The use of aerodynamic databases for trajectory prediction and reconstruction in EDL is

dated back to the first space shuttle and Viking missions. Reconstruction using the aerody-

namic database is enabled by acceleration measurements taken by the IMU. Gnoffo14 et al.
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Figure 2. The flow of information for trajectory reconstruction shows which sources of pre-
flight simulations and post-flight measurements are used by each method.

has shown that the direct relationship between accelerations and aerodynamic coefficients,

as seen in Eqn. 3, can be used to estimate the entire time-series of total angle of attack.

AN
AA

=

(
mvAN

0.5ρ∞V 2
∞S

)(
0.5ρ∞V 2

∞S

mvAA

)
CN
CA

(3)

where

AN =
√
AX + AY (4)

with AX and AY representing the acceleration in the vertical and horizontal vehicle coordi-

nate axes, and a 3-DOF representation of vehicle and free-stream coordinates can be seen in

Figure 3.

Estimation of other aerodynamic state variables requires the use of atmospheric models

for pressure and density. Free-stream density can be estimated by

ρ∞ =
2mAAA
V 2
∞CAS

(5)
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Figure 3. 3-DOF vehicle coordinate system shown in relation to the free-stream coordinate
system and decomposed into the X-Z plane and also displaying the relationship between flight-
path angle, γ, angle of attack, α, and incidence angle, θ

and Mach number by

M∞ = Vinfty/

√
γc
P∞
ρ∞

(6)

and free-stream dynamic pressure as

q∞ =
1

2
ρ∞V

2
∞ =

mvAA
CAS

(7)

To gain independence of atmospheric models, these calculation can also be performed itera-

tively to converge to estimates.

B. MEADS Pressure Database

The MEADS pressure database is correlated to the aerodynamic database because of their

reliance on the same CFD formulations. However, the discretization of points for pressure

calculations is fundamentally different from the integration of pressures across the entire

forebody that is performed to obtain coefficients for the aerodynamic database. The seven

discrete pressure points on the heatshield can be seen in Fig. 4. As mentioned, the Shuttle

Entry Air Data System provided the motivation to include MEADS on MSL, and the pressure

reconstruction technique for MEADS is largely based on the method described by Pruett et

al.15

The pressure reconstruction method begins by creating an interpolation model of the

MEADS database, including the following variables: α, β, M∞, q∞, P1-P7, P∞. Therefore
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Figure 4. Locations of MEADS pressure transducers on the forebody of MSL heatshield are
listed as P1 through P7.

the set of pressure measurements taken at each time step should correspond to a unique

point within the model, and an optimization process is performed to create a time-series of

estimated state variables. The specific calculations can be found in Karlgaard et al.16

C. Other Methods

There are other methods of trajectory reconstruction that have frequently been used with

past missions but are beyond the scope of this paper. The extended Kalman filter (EKF) is

a method that linearly filters all available data from pre-flight simulation and measurements

obtained during flight in attempt to create the best estimated trajectory. The process can be

found in Christian and Braun.17 Another reconstruction technique that has been performed

for the Other deterministic and statistical methods that have been developed through re-

search and applied to past EDL reconstructions, and Desai presents an overview of such

methods for Mars Pathfinder in a 2004 NASA technical report.18

IV. Methods of Reconciliation

In the context of post-flight trajectory reconstruction, reconciliation means being able to

attribute deviations in trajectories to some lower-level physical meaning, i.e. determining

causality for trajectory differences. This context of data reconciliation is closely related to

the problem of calibration, where the objective is to determine values of parameters that

will update a prediction function to account for actual experimental test data. As with
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calibration, a major difficulty is to ensure these calibration variables maintain their intended

physical meaning, but the problem of trajectory reconciliation differs in that:

i) the calibration inputs for this problem will be used as diagnostic tools rather than

improvements to the prediction function,

ii) the lessons learned will be used for a subsequent mission in which there will most likely

be a slight deviation in vehicle shape, controls, physics, etc., and

iii) only one case of experimental data is available.

These inputs will be referred to as “reconciliation” inputs rather than calibration inputs to

broaden the scope of the problem rather than limiting the possible solutions to methods of

calibration. The vector, w will contain these inputs and will be more explicitly defined in

the next section.

Techniques have been established in calibration and other fields that apply to this type

of problem, but most assume the comparison of scalar or univariate time-series responses

for stationary processes. Complications of trajectory reconciliation are highlighted by this

assumption because a trajectory is a nonstationary process in which multivariate time-series

data must be compared, and the ability for data reduction is limited. Because reconstruc-

tion requirements are imposed on the entire time-series, resolution is lost with data reduction

techniques that transform responses to time-independent data. Trajectory reconciliation is

also classified as an underdetermined problem when p > 1. These complications express

the difficulty in reconciling differences between multivariate time-series and this section dis-

cusses the advantages and disadvantages of a variety of applicable methods. It is important

to note that while these methods can be used as a general enabler for reconciliation problems,

knowledge of the application is crucial for their effective utilization. In essence, results inde-

pendent of knowledgable interpretation are less useful for the intended purpose of validation

and improvement of simulation capabilities.

A. Optimization

Trajectory reconciliation is naturally posed as an optimization problem, where the mini-

mization of a defined objective function or metric based on lower level inputs drives two

different trajectories to match. This vector of reconciliation inputs, w, is composed of un-

certain variables described in Sections II and III. There are numerous metrics that can

be used to quantify how well two trajectories compare to each other, and they are built

upon the difference between state variables either at some significant point in the trajectory,

Xnom(t = τ) −X′(t = τ), or on the aggregate, Xnom(t) −X′(t). In the former case for ex-

ample, the minimization of distance between nominal and reconstructed landing sites would

seem an obvious starting point objective function definition; however, this target-hitting
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optimization problem is non-unique and could converge to an infinite number of solutions

within the uncertainty bounds of w. For the latter case, the definition of X is crucial, be-

cause some formulations may artificially bias the metric value due to correlation of included

state variables. For example, if the minimization problem is posed as

argmin
w∈Rp

f(w) = ‖X′(w, t)−Xnom(w, t)‖ (8)

where both state vectors are defined as a truncated version of Eqn. 1, or

Xnom ≡ X′ ≡ (r, φr, θr, α, β, σ, VxI , VyI , VzI)
T (9)

then the minimization function is artificially biased due to the correlation between position

and velocity. In an extreme case, the angle of incidence, see Fig. 3 could reduce the state

vector to a single variable, which in 3 degrees of freedom is simply

θ = γ − α (10)

where the flight-path angle, γ, accounts for altitude and downrange distance as well as their

derivatives, and angle of attack, α, accounts for the angular velocity of the vehicle. These

variables are very loosely correlated with atmospheric conditions, so it would therefore be

beneficial to include dynamic pressure, q∞, to more directly account for free-stream density,

ρ∞ and atmospheric pressure P∞.

Since one of the main objectives for reconstruction efforts is estimation of state variables

that coincide with the aerodynamics of the vehicle, the initial state vector for the optimization

method was defined as X = (α, β, γ, q∞)T . The aggregate minimization function in Eqn. 8

was tested using this state vector formulation and a constrained gradient-based minimization

technique with undesirable conclusions. Optimally, the objective function would contain

uniform convexity in p-dimensional space; however, Fig. 5 shows no such trend. This plot

was generated by testing the metric on a pre-flight simulation function at the nominal case

where w = [0]. For visual purposes, only two dimensions of w were sampled, and the

resulting surface of the objective metric shows no uniform increase as the components of w

were further deviated from nominal conditions.

The application of the minimization technique offers some insight and shows the need

for a significant amount of improvement before it can be considered a viable option. First,

a gradient-based method may not be the most effective method of optimization, especially

for problems with multiple local minima. Therefore, a more purely random technique could

prove more useful, such as simulated annealing19 or the genetic algorithm.20 These techniques

do not directly depend on a gradient function to guide the minimization. Secondly, the
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Figure 5. A two-dimensional sample space of the objective function in Eqn. 8 is shown against
percentage change in the atmospheric density profile and percentage change of CN above Mach
10. There is a large inverse spike at of the objective metric at the optimal solution; however,
the general trend in the space is not decreasing toward that solution. Therefore, gradient-based
techniques are inadequate for this objective function.

non-uniqueness of the objective function could be taken as a positive result in which the

optimization method could be turned into a screening process. Particle swarm optimization

is a technique in which the initial estimate of the input variables, w0, is generated randomly

within the upper and lower bounds of w for a specified number of cases.21 The final list of

results for w could then be analyzed for plausibility by subject matter experts and filtered by

other constraints in a systematic manner in order to mitigate subjectivity. Lastly, another

option would be to tweak the objective function to include various combinations of point-

performance and aggregate metrics in order to test for convexity. For example, different

weighting scenarios could be placed on the aggregate formulation in Eqn. 8 for various Mach

regimes. This essentially becomes a calibration of the model used during optimization, which

could hinder performance at off-nominal or unexpected conditions. Although optimization

might cognitively seem like a logical approach, much investigation of metric spaces is needed

before optimization could be used as a viable option.

B. Calibration

Statistical calibration techniques for trajectory reconciliation are very attractive because dis-

tributions and confidence intervals can be calculated for the reconciliation variables, rather

than purely deterministic values. One of these techniques that makes efficient use of prior in-

formation and expectation is Bayesian calibration. This method, based on the fundamentals
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of Bayes’s approach to statistics, is generally motivated by the desire to improve simulation

capabilities utilizing experimental data. The calibration itself blends the responses together,

as they are modeled as distributions with mean and variance for both simulation and ex-

perimental data, where there is greater confidence in the distribution with smaller variance.

Kennedy and O’Hagan classify the uncertainty that can exist in a simulation-test setup as:

Parameter Uncertainty upper and lower bounds of the inputs to the simulation

and experiment,

Model Inadequacy “difference between the true mean value of the real world process

and the code output at the true values of the inputs,”

Residual Variability variation in the response of the real-world process under iden-

tical input conditions,

Parametric Variability variation of output attributed to unspecified inputs,

Observation Error noise in observation of the actual process,

Code Uncertainty error attributed to the interpolation between actual sampled

points in the p-dimensional input space.

and a calibration technique would optimally account for each of these sources of uncertainty.22

Bayesian calibration uses a procedure that estimates the distribution of each parameter

contained within a calibration vector, w. The ultimate goal in Kennedy and O’Hagan

is to most accurately represent the real functional form of the problem, ζ(x), with the

computational simulation form η(x,w) by variation of the vector w, where x represents the

normal inputs. The estimation of w and hyperparameters create an estimated distribution

of the response, and Kennedy and O’Hagan develop a method for scalar responses.22 Brown

et al. further develop a Bayesian approach to calibration to handle responses that are time

and spatially dependent.23 In the application of rainfall estimation over time, the single site

rainfall esimation is treated as a time-dependent linear model,

Yt = At +Btxt + Zt t = 1, . . . , T (11)

where Yt is the univariate time-series response, At and Bt are dynamic regression coefficients

defined by stochastic processes which are in turn governed by Gaussian process state equa-

tions. These regression coefficients are determined by a Kalman filtering24 algorithm which

produces a likelihood function, and subsequently, the calibration parameters are determined

as maximum likelihood estimators. A similar approach is presented by Higdon et al. for

variations in space rather than time.25

Another calibration technique is presented by Horta et al. in the application of impact

dynamic models for rotorcraft.? The problem is similar to EDL in that impact models are

multivariate time-dependent and due to the overwhelming cost of testing, there is a limited
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amount of test allowable test cases. The calibration is set up as a three-step process of

parameter selection and sensitivity by analysis of variance (ANOVA), study of uncertainty

propagation, and optimization. The time-dependency issue is addressed by a surrogate

modeling technique that represents the prediction function as a time-dependent linear model;

however, the results that are obtained by the optimization strategy are purely deterministic

values for the calibrated, or reconciled, variables.

Even though calibration methods address the issue of reconciliation of experimental data

to simulation functions, this is an extreme case in that the number of experimental obser-

vations is limited to one case. Therefore, the goal is not to enhance the prediction function

directly from observations, rather use that case to determine errors in assumptions or func-

tional form of the simulation. To apply Bayesian calibration directly as a trajectory reconcili-

ation technique, nonlinear dynamic modeling issues would need to be overcome, and research

shows this issue has been addressed. Another issue would be quantifying a distribution to

experimental responses for a single case. The imminent benefit of this approach, however,

is the ability to determine reconciled variables in terms of distributions and probabilistic

quantification and determination of confidence intervals.

C. Functional Data Analysis

Functional data analysis (FDA) can be used as method of trajectory reconciliation or an

enabler for other methods. Observed data that is known to be a functional response of some

input set is modeled by functional data analysis techniques, and various statistical properties

of these data can also be explained using FDA. Ramsay and Silverman26 present the ability

to model functional data with functional linear models. These models take the form

yi(t) = α(t) +

∫
τx

xi(s)β(s, t)ds (12)

where yi is a functional observation of t, β is a regression function of t and s that expanded

to functional form using basis functions, t is the functional dependent of the observation

(typically time), s is the functional dependent of the covariate, xi, and i designates a par-

ticular observation. This form of model could enable methods such as Bayesian calibration,

but a more beneficial formulation would be if a functional linear model could directly relate

the state variable of interest to the reconciliation variables, with a potential form

Xi(t) = α(t) +

∫
τx

wi(s)β(s, t)ds (13)

where Xi is a multivariate observation that is a function of time, t, and inherently the rec-

onciliation variables, w. Since the reconciliation variables are not necessarily functions, they
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could be driven to pseudo-functional form by defining s as the index of vector w. This

formulation allows for time-dependence statistical determination of distributions for recon-

ciliation variables, or reconciled variables could be calculated deterministically by taking the

inverse of the functional form in Eqn. 13. However, the methods described by Ramsay and

Silverman assume a univariate response in the linear model, therefore further development is

needed to handle multivariate state variable response, Xi. An alternative to the linear model

is the multi-layer perceptron for functional data presented in Rossi and Conan-Guez,27 but

the same drawback of a univariate response exists.

A helpful diagnostic approach in FDA is principal components analysis (PCA) for func-

tional data. This methods decomposes data into orthogonal components that when coupled

with variance-covariance structures can provide a significant amount of insight to correlation

within the multivariate observations, which allows for easier interpretation of models. This

could also replace or complement ANOVA methods that determine factor contribution to

uncertainty or variance in a particular output or metric. Ultimately, FDA techniques would

prove very useful to the problem of trajectory reconciliation dependent upon the development

of techniques to expand the response beyond scalar values and univariate functions.

D. Pattern Recognition and Profile Matching

Statistical pattern recognition in this application is a significantly different approach from

the previously described methods, and can be applied as a general classification or statistical

quantification technique. Conceptually, pattern recognition for trajectory reconciliation is

a problem of data mining. This method would entail the simulation and reconstruction

models being sampled by a design of experiments (DOE), which would generate profiles of

the state variables in time. This multivariate profile would be classified according to some

learning algorithm, and the data obtained by DOE would build a classification model based

on the profiles for each case. After reconstruction, multiple reconstructed trajectory profiles

could be input to the classification model, and based on their respective features, would be

classified by deviations in the vector w. This method as proposed is not quantifiable but

provides information to help subject matter experts in their engineering evaluations and

benefit can be found in the classification guidelines.

A more quantifiable approach would be to complement pattern recognition with profile

matching techniques. Vosselman and de Knecht present a method of profile matching with

the use of Kalman filtering for automated map-building using a Kalman filter for road

tracing.28 This method could be adapted to use the state vector of interest and compare

the estimation (nominal trajectory) with the actual case (reconstructed trajectory) or vice

versa. These methods are conceptually feasible, but have not been adequately developed to

make assessments on advantages and disadvantages of their application.
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E. Recommendations

Assessing this review of reconciliation methods, it is suggested to combine a calibration

approach using enabling functional data analysis techniques. The benefit of this approach

would be the ability to specify distributions of reconciled variables, therefore introducing a

factor of confidence and decreasing the risk of enhancing prediction capabilities based on

possibly incorrect deterministic values of reconciled variables. It also provides possibilities

to achieve greater insight to simulation and reconstruction models through functional data

analysis techniques such as PCA.

In this anticipated method, either linear or MLP functional models will be developed

for simulation and reconstruction based on their respective dominant sources of uncertainty,

i.e. the components of w with the greatest contribution to variation in the state vectors

Xnom and X′ determined by functional ANOVA or PCA methods. The simulation model

will represent the ζ(x,w), and the reconstruction model will represent the a variation of the

real process, η∗(x,w), that will be used to obtain variance measures for the data recorded

during flight since there will only be one case of experimental observations under the vehicle

and atmospheric conditions during EDL. A modified procedure based on the approach by

Kennedy and O’Hagan will perform estimation of the posterior distributions of X and w,

where the enabling model will be a semi-parametric functional linear or MLP model of

one response. Although this is not optimal, an appropriate response can be determined by

examining correlation between state variables. More importantly, the entire time-series is

represented with this formulation and can therefore support validation of the requirements

imposed on trajectory reconstruction.

This suggested approach is anticipated to be quickly adapted to the trajectory reconcilia-

tion problem. Since Bayesian calibration methods have been developed for a number of case

studies and functional MLP models have been demonstrated for time-dependent data, min-

imal research would be required for implementation. However, the functional data enabled

Bayesian calibration method is an interim solution, because the bigger picture problem is

developing the ability to regress multivariate time-dependent data.

A baseline process for performing trajectory reconciliation is presented in the next section.

The demonstration uses mainly lower order approximations for techniques, but the process

is defined that any combination of the methods just described can be incorporated.

V. Process Demonstration for 3-DOF Trajectory Model

A baseline process to perform reconciliation of differences between reconstructed trajec-

tories is presented in this section. This process is demonstrated on a simplified 3-degree-of-

freedom simulation to generate a nominal trajectory and investigate behavior of the state
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variables of interest at off-nominal conditions. This prediction model was also used to sim-

ulate measurements taken during actual flight, or the true trajectory. These measurements

were analyzed by various reconstruction techniques, and the results from the baseline process

of reconciliation, which can be seen in Fig. 6 are shown and discussed.

Reconciliation

Exploratory Analysis

wnom, w+, w-, E[X], Xi’    

Optimization

DOE

Simulate

Statistics

Visualization

Reconstruct

Inputs

Bayesian 

Calibration

Functional Data 

Analysis

Pattern 

Recognition

ResultsSME’s

Generate 

Models

Figure 6. The baseline process for reconciling differences in EDL reconstructed trajectories
is presented, where an exploratory analysis is performed for trajectory simulation and recon-
struction and sent to the numerical methods mentioned in Section IV in order to obtain a
vector of reconciled variables along with a multitude of visualization techniques.

A. Trajectory Simulation and Reconstruction

Trajectory reconciliation begins with the ability to investigate a particular simulation, and

the model developed for this problem is of much lower fidelity than POST, containing a

smaller number of inputs and more simplifying assumptions. However, the motivation for

such a capability is for ease of interpretation for trends and sensitivities in uncertainty prop-

agation and reconciliation. The trends witnessed in this study are representative capabilities

of the reconciliation process itself and independent of the simulation. Therefore, it is antici-

pated that the process will generalize to accommodate varying levels of fidelity in modeling

and apply to a number of interplanetary exploration missions rather than be limited to Mars.

Analysis begins by defining nominal conditions of the normal inputs, x, and reconciliation
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inputs, w, where

x =
(
mv, dv, h0, V0, γ0, α0, ρ(h), Cp/Cv, ϕX,IMU , ϕY/Z,IMU , CN,(M∞<1.2), CN,(1.2≤M<5) , . . .

CN,(5≤M<10), CN,(M≥10), CA,(M<1.2), CA,(1.2≤M<5), CA,(5≤M<10), CA,(M≥10)
)T

xnom = (3200, 4.5, 100, 6500, 14.0, 6.0, 1.0ρ (h) , 1.4, 0, 0, f (M∞, α) , . . . , f (M∞, α))T

(14)

and w = %∆x and wnom = (0, . . . , 0)T . The allowable degrees of freedom in this simulation

are translation in the X-Z plane and rotation about the Y-axis, and the equations of motion

are a forward integration in time from the entry state designated at h = 100km to surface

landing at h = 0. A flat Earth model is used in this formulation, with constant acceleration

between time steps governing the equations of motion for a point mass:

xi+1 = xi + Vi∆t+ 0.5Ai (∆t)
2 (15a)

Vi+1 = Vi + Ai∆t (15b)

These equations are decomposed in the X and Z axes, and Ai is the acceleration due to

gravity,

g = g0

(
rp

rp + h

)2

(16)

as well as aerodynamic forces calculated using dynamic pressure and the aerodynamic

database

q∞ =
1

2
ρV 2 (17a)

AN = q∞SCN (17b)

AA = q∞SCA. (17c)

The values of CN and CA are determined by interpolation of the aerodynamic database in

M∞, which is calculated using an exponential atmospheric model

M∞ =
V∞√
γ Patm

ρatm

(18)

where

P∞ = P0 exp

(
− h
H

)
(19a)

ρ∞ = ρ0 exp

(
− h
H

)
(19b)

18 of 26



and α, which is determined by the rotational equations of motion

αi+1 = αi + α̇i∆t+ 0.5α̈i (∆t)
2 (20a)

α̇i+1 = α̇i + α̈i∆t (20b)

α̈i = q∞CmdvS/Iyy (20c)

where Cm is the pitching moment coefficient and also determined by interpolation of the

aerodynamic database in M∞ and α. This simulation is analyzed at nominal conditions to

generate a nominal trajectory, and Fig. 7 shows a nominal Earth EDL trajectory for an entry

vehicle with similar properties to MSL.
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Figure 7. Attributes of the nominal trajectory in this study are shown.

During the simulation, an algorithm records IMU accelerations and rates as well as

pressure measurements from transducers 1-5 in Fig. 4 on the vehicle forebody vertical axis.

In this manner, flight data can be simulated at nominal and off-nominal conditions through

variation of x and w. The simulated measurements are then processed by two reconstruction

algorithms using the aerodynamic and pressure databases, respectively. To simplify, each

method is blended with a simulation-based reconstruction method, where IMU measurements

are integrated using the equations of motion to obtain velocity and altitude at each time step.

Therefore, Mach number, M∞, and dynamic pressure, q∞, can be estimated with Eqns. 18

and 17a, respectively. Subsequently, α can be determined using the aerodynamic database

by a reverse interpolation of the functional form, α = f (M∞, AN/AA).

In this case, pressure reconstruction is performed in a very similar manner as what is

presented for the aerodynamic database. One major difference is that the input vector of

reconciliation variables, w, uses uncertainty coefficients for the pressure CFD model and is

extended to include bias uncertainties attributed to hardware for the pressure measurements.

Including these variables, the vector w becomes

w = %∆
(
mv, . . . , CP,(M<1.2), CP,(1.2≤M<5), CP,(5≤M<10), CP,(M≥10), P1, P2, P3, P4, P5

)T
. (21)
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where the CP coefficients represent uncertainty in the CFD solutions that build the pressure

database and P1−P5 represent overall uncertainty in the transducer hardware which includes

improper installation, surface contamination, inaccurate calibration, etc. This approach is

simplified to deviate CFD pressures uniformly across the entire heatshield surface.

One of the driving factors that makes pressure reconstruction significantly different from

the method presented in Section B is the difficulty in interpolation of the absolute pressure

model. Figure 8(a) displays a representative interpolative absolute pressure model for port

1 against M∞ and α, and it can be seen that the slope of P1 versus α is relatively minuscule,

especially at low Mach numbers which makes estimation of α extremely difficult. Therefore,

the ratios P5/P3, P5/P2, and P5/P1, are calculated at each sampled point in the pressure

database, and the interpolative model for P5/P3 is shown in Fig. 8(b). The other pressure

ratio models are near identical, and there is much greater resolution in these models to

estimate α, and they are more robust to deviations in M∞. The method used in this example

takes the mean value of the three α estimates.

0 5 10 15 20 2505
10152025

0

0.5

1

1.5

2

2.5

x 10
4

M
∞

α, deg

P 1, P
a

(a) P1

0510152025

0
5
10

15
20

25

0.5

0.6

0.7

0.8

0.9

1

M
∞α, deg

P 5/P
3

(b) P5/P3

Figure 8. In this study, resolution for estimating alpha is greatly increased when using pressure
ratios rather than absolute pressures during the reconstruction process. Estimation is also less
sensitive to slight variations in Mach number.

Although the two methods presented are not identical to those in Section III, they are

sufficient first order methods that provide two trajectories for comparison that are recon-

structed from two different methods. The focus of this work is not to develop reconstruction

methods themselves, rather gain insight to how those methods are different and how they

can be improved and/or leveraged to validate pre-flight simulation capabilities. The next

subsection describes the process of exploratory data analysis that will provide information

that feeds into the reconciliation methods.
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B. Exploratory Analysis

Visual and statistical representations of data provide a significant source of information to

aid subject matter experts in the engineering judgment, but can also directly enable methods

of reconciliation. Therefore, an exploratory analysis was performed on both simulation and

reconstruction models to gain a greater insight to the data by:

– determining correlation between state variables,

– identifying dominant sources of uncertainty and screening input factors for importance,

– understanding how lower level uncertainties propagate to reconstruction of state vari-

ables,

– creating visual devices to support reconciliation and assessment of reconciled trajecto-

ries, and

– build statistical models for rapid model investigation, assessment of functional form,

and to enable reconciliation methods such as Bayesian calibration.

This portion of the reconciliation process is also made difficult due to time dependence,

because data reduction is often required in order to provide a visual representation of the

data.

The first portion of the exploratory analysis is to determine the level correlation between

state variables in both simulated and reconstructed forms. A matrix plot of correlation can

be seen in Fig. 9 that displays the correlation between combination of state variables, and

the variance of variable against itself. Using such a plot for visual analysis can pinpoint

locations within the trajectory, certain Mach regimes for example, of particular interest.

Large deviations in correlation between variables from simulation to reconstruction could

indicate that the relationship between variables, and therefore possibly the functional form,

has changed.

Another aspect of interest in trajectory reconciliation is how lower level uncertainty prop-

agates through the simulation and reconstruction algorithms. Figures 10 and 11 display a

method of visualization for uncertainty propagation of reconstructed variables. This analy-

sis is performed using a 129-case fractional factorial design of experiments (DOE) to obtain

first order trends and factor insights. A nominal trajectory was created in order to generate

a simulated time-history of pressure and acceleration measurements. These measurements

were sent to their corresponding reconstruction algorithm, and varying levels of uncertainty

in the vector w were investigated as governed by the DOE. Random noise was ignored in this

study in order to study the main effects of biases within the simulation and reconstruction

models. Subsets of w can also be investigated in design of experiments in order to obtain a

visual reference to the contribution of particular uncertainties to the reconstructed variables

at each time step. By eliminating time-dependency, however, a more quantitative approach
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Figure 9. Correlation of state variables is shown over the entire trajectory length (normalized
in time). Black represents full correlation, i.e. Corr(X1,X2) = 1, whereas the white portions
of the plots designate negative correlation, and gray areas have little to no correlation.

can be taken to determine the largest contributing factors to uncertainty propagation.
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Figure 10. A time-history of accelerations was produced during a simulation of nominal
conditions, and the aerodynamic state variables were reconstructed using the aerodynamic
database method. Uncertainty was introduced during this method, and the results above
show the propagation of the uncertainty vector w.

Analysis of variance (ANOVA) quantitatively determines the contribution of factors to

the variation of a response. Figure 12 shows ANOVA results for reconstructed variables from

different methods of data reduction. The statistical mean, standard deviation, and absolute

max values were determined for each case of the DOE and these aggregate values were

analyzed using ANOVA. The results are relatively similar for each data reduction technique,

and the dominant factors that contribute to uncertainty propagation are determined, but
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Figure 11. Simulated pressure measurements were generated during a pre-flight simulation
with nominal conditions, and uncertainty was introduced during the pressure database re-
construction process. The above plots display the propagation of that uncertainty to the
reconstructed variables of interest.

it would be beneficial to quantify and visualize this information for multiple points along

the trajectory. This analysis could be performed on segments of the trajectory through

discretization, but there is also an option within the FDA techniques for functional analysis

of variance (FANOVA). Other visual methods such as principal component analysis can be

used for plotting data points against the two principal axes or generating a correlation circle

plot can allow for easier interpretation of the dataa; this and other helpful methods to gain

insight to functional and time-series data can be found in Ramsay and Silverman26 or from

an exploratory data analysis perspective, see Hoaglin et al.29

C. Discussion

The quantitative reconciliation methods would be applied after interpretation of the visual

methods and creation of surrogate models to enable quantitative analysis. The most ben-

eficial and easy to implement approach is a Bayesian calibration method, and in order to

maximize the potential of the approach and analyze the entire time-series of the trajectory,

functional data models can be generated within the Bayesian process. Results from this type

of analysis would be a mean value for the off-nominal estimated w along with the standard

deviatoin or 3-σ confidence interval so that the risk in the analysis can also be assessed.

VI. Conclusions

Conclusions will be made in this section for the difficulties with reconciliation, the feasi-

bility of a solution, assessment of exploratory methods, etc.

aThese analyses and plots will be included in the next iteration of this report. Further interpretation of
plots and general conclusions will also be made, while addressing modeling characteristics of the Bayesian
approach in greater detail.
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Figure 12. Two Pareto charts are shown from the ANOVA analysis. The left side labels
display the data reduction technique and the x-axis shows the index of w for each dominant
factor.
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