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ABSTRACT

The defining characteristic of ubiquitous computing is
the attempt to break away from the traditional desktop
computing paradigm and move computational power into
the environment that surrounds the user. Applications
of ubiquitous computing technology are the main drivers
for research in this area. We describe the work over the
past 18 months done by the Future Computing Envi-
ronments Group at Georgia Tech. We have an appli-
cations perspective on ubiquitous computing and have
prototyped many systems using a wide range of tech-
nology in several separate domains. This paper sum-
marizes three emergent research themes that are the
result of generalizing our prototyping and evaluation
experience: automated capture,; integration and access;
context-awareness; and ubiquitous software services. We
define each of these themes, demonstrate systems we
have built which emphasize the theme, and present a
number of open issues that will guide our future work
and hopefully that of others. We conclude by sharing
a number of general insights on our research method in
ubiquitous computing.

KEYWORDS: ubiquitous computing, context-aware com-
puting, mobile computing, automated information cap-
ture and access, scalable interfaces, software service in-
tegration

INTRODUCTION

The interest in ubiquitous computing has surged over
the past few years, thanks to some influential writings
and plenty of experimental work. The defining charac-
teristic of ubiquitous computing is the attempt to break
away from the traditional desktop interaction paradigm
and move computational power into the environment
that surrounds the user. Rather than force the user
to search out and find computer’s interface, ubiquitous
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computing suggests that the interface itself can take on
the responsibility of locating and serving the user.

The history of computing is filled with examples of rad-
ical paradigm shifts in the way humans interact with
and perceive technology (see [17] or [6, Ch. 4] for more
complete historical accounts). From the introduction of
video display units to the separate inspirations of net-
worked time-sharing, computer graphics and personal
computing, the ideas of a few creative people have dras-
tically modified, and for the most part augmented (the
arguments presented by Landauer [10] notwithstand-
ing), our own capabilities. The vision of ubiquitous com-
puting —first expressed by Weiser [22] and grounded in
experimental work done at Xerox PARC— holds the
promise of yet another interaction paradigm shift.

What is ubiquitous computing technology? Our gen-
eral working definition is any computing technology that
permits human interaction away from a single worksta-
tion. This includes pen-based technology, hand-held or
portable devices, large-scale interactive screens, wireless
networking infrastructure, and voice or vision technol-

ogy.

As Weiser points out, “Applications are of course the
whole point of ubiquitous computing.” [23] Fueled by
this statement, and somewhat perplexed by research in
mobile computing that is practically void of any appli-
cations focus, ! we initiated a group at Georgia Tech,
the Future Computing Environments (FCE) Group, to
investigate and invent applications of ubiquitous and
mobile computing technology. In this paper, we will
describe some of the projects undertaken by the FCE
group since April of 1995. Our research method 1s to
identify application domains that can benefit from ubiqg-
uitous technology, to produce prototype systems rapidly
(within 3-6 months), and to exercise and evaluate those
systems in real-life situations. This method has resulted
in a number of experimental systems, a lot of war stories
of late-night panic attacks, and some insights into gen-
eral research themes that have emerged as challenges

Iperuse recent proceedings and edited texts on mobile comput-
ing that are mostly dominated by network and operating systems
researchers [4, 9]



for ubiquitous computing applications. We will spare
the reader from the war stories and share the insights
within the context of various projects.

We have identified three principle and emergent research
themes from our experience:

e automating the capture of individual and group expe-
riences in order to facilitate access to a richly integrated
record of events;

e customizing computational services based on knowl-
edge of the user’s physical context; and

e providing ubiquitous software services that are avail-
able on many different physical devices and integrated
with a changing set of other services.

In the remainder of this paper, we address each of these
themes in turn. We first define what the problem is and
provide some background information. We demonstrate
our applications perspective on the theme by describing
one or more projects of working systems that highlight
the 1importance of that particular theme. Finally, we
identify some open issues relating to the theme, some
that are the focus of our near-term research and some
that we hope will motivate other colleagues.

AUTOMATED CAPTURE, INTEGRATION, AND ACCESS
Defining the problem

Much of our life in business and academia is spent lis-
tening to and recording, more or less accurately, the
events that surround us, and then trying to remember
the one important event that eludes us. There i1s a value
to using computational resources to augment the inef-
ficiency of human record-taking, especially when there
are multiple streams of related information that are vir-
tually impossible to capture as a whole. Computational
support can also automate explicit and implicit links
between related but separately generated streams of in-
formation. Finally, a rich record of a group interaction
can support later access to aid in recalling the meaning
or significance of past events. Together, automated cap-
ture, integration and access (CIA) tools can remove the
burden of doing something we are not good at (record-
ing) so that we can focus attention on things we are
good at (indicating relationships, summarizing, and in-
terpreting).

There has been a good deal of research related to this
general CIA theme, particularly for meeting room en-
vironments and personal note-taking. Work at Xerox
PARC has resulted in a suite tools to support a sribe at
a meeting [14, 15], as well as some electronic whiteboard
technology —the LiveBoard [7]— to support group dis-
cussion. The Marquee note-taking system from PARC
[21] and the Filochat prototype at Hewlett-Packard Labs
[24] both supported individual annotation. A simple
pen-based interface to produced automatic indexes into
either a video (for Marquee) or an audio (for Filochat)
stream that could be be traversed later on during ac-
cess and review. Stifelman used an even more natural
interface of pen and paper to produce a stenographer’s
notepad that automatically indexed each penstroke to
a digital audio record [19]. The implicit connection be-

tween the note-taking device and alternate information
streams (audio and/or video) is a common theme that
has also been explored at MIT’s Media Lab [8] and at
Apple [5].

In all of these cases, the emphasis on ubiquity is clearly
seen in the capture and integration phases. Electronic
capture is moved away from traditional devices like the
keyboard and brouht closer to the user in the form of
pen-based interfaces or actual pen and paper. There
is not so much emphasis on ubiquity of access, how-
ever, and our own work was performed in a domain —
education— in which ubiquitous access was of paramount
importance.

Our experience: Classroom 2000

As we are situated in an academic environment, it was
natural for us to ask what effect ubiquitous computing
could have in the classroom. Were pen-based interfaces
for a student and an entire classroom something that
would radically change the way in which we teach and
learn? We initiated the Classroom 2000 project to in-
vestigate this issue.

One way to view classroom teaching and learning is as
a group multimedia authoring activity. Before class,
teachers prepare outlines, slides, or notes and students
read textbooks or other assigned readings. During the
lecture, the words and actions of the teacher and stu-
dents expound and clarify the lessons underlying the
prepared materials. It is common practice to anno-
tate the prepared material during the lecture and to
create new material as notes on a whiteboard or in a
student notebook. These different forms of material
—printed, written and spoken— are all related to the
learning experience that defines a particular course, and
yvet there are virtually no facilities provided to auto-
matically record and preserve the relationships between
them. Applying a variety of technology —electronic
whiteboards, personal pen-based interfaces, digital au-
dio and video recording, and the World-Wide Web—
would allow us to test whether ubiquitous computing
positively affects the teaching and learning experience.

Classroom 2000 1s fundamentally a CIA problem with
the principle distinction from previous work being the
application in an educational setting with many simul-
taneous scribes (teacher and all students). Though our
long-term goal is to be able to provide CIA support for
all varieties of teaching and learning styles, it was clear
early on that we would not be able to develop initial pro-
totypes of much generality. We have developed a num-
ber of prototype systems to suit varying teaching and
learning styles [2]. The system we describe here suited
a teaching style that is similar to a conference presen-
tation. The teacher prepares slides and gives copies to
the students before class. Students can take notes on
top of the slides and the teacher displays the slides and
annotates them during the lecture.

On the left of Figure 1 is a screenshot of the note-taking
application, called ClassPad, a Visual Basic application
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Figure 1: Classroom 2000 screenshots. The left shows the interface for ClassPad, a Visual Basic note-taking
prototype. This same interface served as the interface for the teacher’s electronic whiteboard. On the right is
a sample of the automatically-generated audio-enhanced and searchable Web notes.

that runs on any Windows 3.x pen-based platform sup-
porting Pen for Windows 1.0. In our experiments, we
used a LiveBoard for the teacher and a variety of pen-
based PCs for the student notebooks (Dauphin DTR-1,
Toshiba DynaPad T100, and IBM ThinkPad 730T ma-
chines). ClassPad allows students to annotate on top
of the teacher’s prepared slides and navigate between
slides. Navigation and annotation are captured in a log
so that after class the student notes could be processed
and integrated with the audio track for the class and
presented on the Web for student reviewing.

On the right of Figure 1 is the interface provided for
viewing audio-enhanced Web notes. The top frame shows
thumbnail sketches of all slides from the lecture. The se-
lected thumbnail image is magnified in the lower right
frame. The lower left frame is divided into three main
sections: a keywords sections shows words associated
with the file to facilitate a content-based search; an au-
dio section lists automatically-generated audio links in-
dicating times in the lecture when that slide was visited;
and a search link provides access to a search form for
simple keyword search across all lecture notes. When
an audio link is selected, an audio client is launched and
begins playing the recorded lecture from that point in
the lecture. We built our own streaming, indexable au-
dio server and client players for this purpose. This audio
service worked very well, but it was not cross-platform
and students without access to a UNIX workstation were
unable to take advantage of it.

We used this Classroom 2000 prototype during a 10-
week graduate course and the results of our evaluation
are reported elsewhere [1, 2]. This initial evaluation was
much more of a feasibility experiment to see if we could
get the technology to work for an entire course. We
have gathered a lot of qualitative and quantitative data
on this particular Classroom 2000 system, and analysis
of that data has helped us to improve many aspects of

the overall system.

We learned an important lesson about ubiquitous access
in education. The lack of cross-platform audio prevented
us from drawing any conclusions about how the avail-
ability of the Web notes influenced student and teacher
strategies in the classroom. Not enough students had
easy access to platforms that would run our homegrown
audio services. We have since obtained a third party
cross-platform audio solution (RealAudio) and are now
in a position to better judge the impact of audio on
note-taking practices.

Open research issues

Apart from the educational impact of the ubiquitous
computing technology used in Classroom 2000, we can
see some issues of more general concern to the CIA prob-
lem.

Granularity of integration In the shown in Figure 1, we
were only able to provide audio links at the level of
granularity of an individual slide. Every time a slide was
visited by the student (or teacher) the log file was up-
dated and an audio link with the associated time would
appear in the Web notes. Other CIA systems provide a
finer level of granularity, ultimately allowing any gesture
(pen-down to pen-up) to produce an index into the au-
dio or video stream. The reason we did not provide such
functionality was technical (the Visual Basic ink object
would not provide the information necessary), but it is
not clear that the fine-grained indexing is optimal. Typi-
cally, the sound most closely relating to some annotation
preceds the timestamp of the annotation itself, so there
needs to be some intelligence in generating the link be-
tween annotation and audio. In our homegrown audio
server, we took a first approximation at this intelligence
by detecting the first pause in the audio track prior to
the index point and beginning the audio stream from
there. This was to simulate the beginning of a phrase
or sentence by the speaker. Other researchers do not



directly address how effective the fine-grained indexing
was for the users during the access phase, though one
report does note conventions in note-taking adopted to
allow the user to be reminded how to adjust the system’s
timestamp to a more relevant audio index [15]. There
will also be links generated that are not time related,
one example of which we address next.

Supporting revision during access In our prototype, the
Web notes were static, meaning that no additional in-
formation could be added to them after class. Upon
reflection, this was obviously a bad choice, since it is
common for some students to revise and rewrite their
notes. In fact, the whole purpose of the audio-enhanced
notes is to support this revision. Our later prototypes
now support the ability to modify notes during review.

This additional capability introduces a subtle problem
related to the granularity. How should notes referring
to teh past be integrated with streams captured in the
past? This problem already appears during the class-
room or meeting session, especially when each gesture
provides a time-index into audio. If a student goes
back to some notes during class to modify them (per-
haps adding some more words for clarity), should a new
timestamp be generated that now points to a different
part of the lecture, a part that may in no way be rel-
evant to the revised notes? When modifying notes af-
ter class, what if the student simply wants to rephrase
some of their notes but retain the link to the audio from
the original gesture? In this case, static slide-level au-
dio links might be preferred, or assigning timestamps to
gestures that approximate the nearest neighbors. There
are certainly some strategies that can be adopted, but
how 1is this done in a way that predicts but does not
interfere with the intention of the user? That is a very
difficult question, complicated by our lack of experience
as users of audio-enhanced notes.

Supporting networked interaction In a multi-user situa-
tion such as the classroom, there are many people taking
notes. If we network all of the note-taking units, then a
lot of interaction modes are possible, but which are use-
ful? For example, we could allow students to “copy” the
teacher’s notes. Our analysis of student notes showed
that a large number of them merely copied on their slides
what was written by the teacher. This makes sense in
a situation where the teachers notes are completely lost
after the class. An electronic whiteboard solves that
persistence problem, and some students (but not all)
explicitly requested this copying service to allow them
to pay more attention in class.

Students in the class also suggested the possibility of
providing anonymous feedback during the lecture, to in-
dicate whether the pace of the lecture was satisfactory
or whether the material was boring or interesting, or to
post questions that they might not otherwise ask. Real-
time feeback during a lecture, if used properly, could
actually improve a class. Even disregarding the real-
time feedback, logging student reactions to lecture pace
and content can be used to modify lectures later on,

providing a service to the teacher that would otherwise
be difficult to obtain.

CONTEXT-AWARE COMPUTING

Defining the problem

Future computing environments promise to free the user
from the constraints of stationary desktop computing,
so researchers should focus on what applications max-
imally benefit from mobility. Highly portable devices,
such as personal digital assistants, pagers, and cellular
telephones are starting to proliferate. The applications
that the PDAs provide, however, are simple duplica-
tions of what we have on our desktops, and the other
devices are still only used for simple messaging tasks.
None of these devices take into account the one thing
that changes most when a user is mobile —position.
Building applications that are customized to the user’s
physical and even emotional context can be of benefit
in stationary modes of interaction as well. Recall the
example in Classroom 2000 where students would pro-
viding anonymous feedback on their reactions to lecture
pace and content. A context aware Classroom 2000 sys-
tem could signal the lecturer in some way if the majority
of the students were either bored or feeling left behind.

The majority of context-aware is restricted to location-
aware computing for mobile applications, and our own
work started out that way. In thinking about and de-
veloping our own location-aware application, we were
greatly influenced by work such as the PARCTab at Xe-
rox PARC [20], the InfoPad project at Berkeley [13],
the Olivetti Active Badge system [20] and the Personal
Shopping Assistant proposed at AT&T [3]. A more
general programming framework for describing location-
aware objects was the subject of Schilit’s thesis and re-

flected a lot of the work done at PARC [18].

Our experience: Cyberguide

There are a number of PDAs available today, yet there
are not many people who are devoted to using them,
for a wide variety of reasons. One way to thwart this
lack of market success is to invent new ways to use it.
We thought that the size of current PDAs was similar in
size to a guidebook that a tourist might take with them
on vacation. The book lists places to visit and provides
important practical information, such as locations of in-
teresting sights, or categorization of hotels and restau-
rants. The one thing a book does not know, however,
1s where the tourist is located when they want infor-
mation. Position information augmenting an electronic
guidebook would solve that problem, so we initiated the
Cyberguide project to develop prototypes of a mobile,
postiion-aware tour guide.

We further refined the scope of the project and decided
to produce a prototype to support indoor tours of the
GVU Lab during monthly open houses. These initial
prototypes were reported on earlier [11] and were built
using the original Apple MessagePad? and a very low-

?MessagePad is a registered trademark of Apple Computer,
Inc.
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Figure 2: The CyBARguide interface. The left shows the interactive map indicating the user’s location (the
triangle) and the location of establishments previously visited (the beer mugs). The user modifiable database
shown on the right supports the long-term development of touring information for a location.

cost, but effective cellular positioning system, consisting
of an array of TV remote controls hanging from the ceil-
ing of the lab. Each remote beamed a unique cell iden-
tifier to a transceiver unit connected to the MessagePad
that was commonly used in robotics vision applications.
We have since created several outdoor versions using
GPS receivers to provide position information and have
built an inexpensive indoor IR network to experiment
with 2-way communication between the Cyberguide unit
and the environment [12].

Figure 2 shows a version of the outdoor Cyberguide
used for touring local establishments in Altanta.” As
the user moves around, her location (the arrowhead in
the picture on the left in Figure 2 is updated on the
map. Interesting sights are indicated by a beer mug.
Selecting a sight reveals an information sheet contain-
ing user-modifiable fields for that establishment. As the
user tours around midtown Atlanta, she can add sights
to the map and fill in whatever information she has on
the place, useful for excursions on a later date.

Open research issues

Building several versions of the context-aware tour guide
has generated a number of issues to do with the need
for technology and as well as the research problem of
context-aware mobile applications.

Providing ubiquitous positioning and communication In the
design of our prototypes, we modularized communica-
tions capabilities and positioning to enable us to experi-
ment with different realizations of each. Initially, we ig-
nored communications capabilitties, but experimented
with indoor and outdoor positioning systems. The in-
door systems were cell-based, similar to the PARCTab
and Active Badge systems, whereas the outdoor sys-

3This version of Cyberguide bears the affectionate moniker

CyBARguide.

tems used the continuous model of GPS. Ultimately, we
are aiming for a positioning service that works both in-
doors and outdoors. Unfortunately, GPS is not uni-
formly available indoors, and it is entirely impractical
to use the current IR-based indoor solution outdoors.
To get the resolution of GPS uniformly across all space
will require a hybrid solution.

Communication is important for several reasons. It is
required in order to keep track of the location of all mo-
bile units and to broadcast information to them. It can
provide the ability for a mobile tourist to issue requests,
and we experimented with this to allow visitors to GVU
the ability to send e-mail expressing interest in a project
being demonstrated and have it delivered directly to a
contact person for that project. Also, our view of the
mobile unit was not one of a mass storage device, so
it will soon become necessary for information (a map
of a location or a description of an interesting sight) to
be delivered on demand to the unit, rather than stored
locally. Even if the mobile unit could store all of the
information a tourist would need, it would be static.
Current automobile on-board navigation systems use a
static database of local streets. Such a system is not very
useful if you are interested in knowing which roads to
avoid because of accidents or construction. Despite this
apparent need for communications, current commercial
units are very communications poor.

There 1s an interesting relationship between the posi-
tioning and communication systems. As we already
noted, for applications in which you want objects to
know about the position of other objects, there must
be some sort of communication, as shown done in the
PARCTab and Active Badge systems. However, it can
be impossible or undesirable to couple positioning and
communication together. For example, if position is
coming from GPS, then a separate means of commu-



nication must be used. In our current version of indoor
IR positioning using the Sharp IR units, we can cou-
ple positioning and communication, but the range of
the IR link is so limited (3 feet) that communication
is cumbersome. Whereas it makes sense to use a short
range IR positioning system that doesn’t cover all space
but where it is available provides more exact positioning
(and orientation) information, communication needs to
be uniform throughout some space.

There is more to contextthan position We currently have a
very limited notion of context in Cyberguide —physical
location and crude orientation. We have experimented
with capturing historical context (what sights have been
visited already), but there are a number of other aspects
of the tourist’s context that can be useful. For instance,
knowing where everyone else is located might suggest
places of potential interest. Knowing the tourist’s re-
action to some exhibits would help in suggesting other
related places of interest. Being aware of time of day or
day of week may aid in more intelligent user queries of
interesting attractions or activities.

Context awareness should be done behind the scenes.
The more that can be automatically captured and turned
into context, the better. If the user has to explicitly
inform the system about context information (“I am
currently located here.” or “This exhibit is boring to
me.” or “The museum is currently closed.”), she proba-
bly will not bother to do so. This insight also extends to
our work in providing anonymous feedback in Classroom
2000. The more a student has to explicitly comment on
pace or level of interest, the less likely they will do so.

Use of personalized vision and voice technology We have
been using Cyberguide at GVU open houses for over a
year and one discouraging note is that even though users
quickly understand how the system works, they tend to
stand in one place playing around with the new toy and
don’t use it to guide exploration. The interface is getting
in the way of the task! There are technical solutions that
might help this problem. The hand-held map could be
replaced with a heads-up display, using a personalized
vision system in an augmented reality mode of interac-
tion. Or we can simply use voice technology coupled
with position to provide a more useful directory infor-
mation service. A more important factor to consider is
how a tourist wants to interact with the guidebook. We
defaulted to presenting a map of the area of exploration,
but that is sometimes not an appropriate initial presen-
tation. We also need to experiment with larger areas
to determine if the effect we saw was influenced by the
relatively small (2500 square feet) GVU lab space that
was being toured.

UBIQUITOUS SOFTWARE SERVICES

Defining the problem

The desktop paradigm leaves it to the user to find the
interface to a computational service (such as an e-mail
browser or a calendar manager) when it is needed. A
ubiquitous software service, on the other hand, finds the
user. Two 1mportant characteristics of such a service

are: 1its availability on any device handy to the user;
and its adaptability to a changing set of services that
the user wants. The former characteristic is referred to
as the scaleable interface problem. The creation of an
architecture-neutral virtual machine, such as the Java
Virtual Machine, solves part of the scaleable interface
problem because it now becomes possible to execute the
same program on many different devices.

The latter problem, one of service integration, can be
solved with a large suite of services that are tightly in-
tegrated and provide an overall service greater than the
sum of the individual services. This is the solution seen
in commercial personal productivity packages, and that
is to provide. Tight integration is not the best solution
because it requires much effort on the part of the de-
signer of a single service. It also limits the flexibility of
the end user, since the integration of tools i1s limited to
those in the suite.

Our experience: CyberDesk and CyberNag

Elsewhere in these proceedings, we describe our work on
the CyberDesk project, the main goal of which was to
provide a Java-based integration framework for allow-
ing network services and personal productivity tools to
work together without additional programming effort by
the designer of the service or its user [25]. CyberDesk
knows what services are available to the user and what
types of data a service displays and accepts. When the
user highlights any information displayed by a service,
CyberDesk automatically suggest actions that can be
invoked on other services using the highlighted infor-
mation. The burden for integrating services is thus re-
moved from the user, as CyberDesk causes the behavior
of a service to find the user when relevant.

As another example of this research theme, we consid-
ered the domain of personal communication. Today we
have many ways to send messages to someone. We can
phone, fax, e-mail, or page someone in addition to writ-
ing a traditional letter. Unfortunately, the limitation
that comes with this variety of modes of communica-
tion is that the input mode chosen by the sender dic-
tates the output mode the receiver must use to accept
the message. A ubiquitous messaging service should re-
move this dependency, being able to locate a message re-
cipient, determine what mode of communication is most
suitable to reach her; and deliver the message, suitably
transformed to the output mode.

We created the CyberNag system to provide this ubig-
uitous messaging service and instantiated it with the
capability to accept e-mail and deliver it as e-mail, page
or phone call. When e-mail is sent to the recipient, the
CyberNag system determines if e-mail is an appropriate
delivery mode, based on urgency of the message and lo-
cation of the recipient. If the system decides to deliver
the message as a page, it 1s summarized and sent out as
an alphanumeric page. If a phone call is the choice, the
system initiates a phone call to the user and allows the
option to hear the message read to them.



Open research issues

We have relatively little experience evaluating the use
of CyberDesk and CyberNag, since they are some of
our most recent projects. We can, however, offer the
following insights into problems that remain unsolved.

Scaleable interfaces We have not really addressed the
problem of scaleable interfaces yet. CyberDesk assumes
that everything will eventually be available as a Java
applet within a Web browser. We are only now seeing
the availability of Web browsers and the Java virtual
machine on anything other than a traditional personal
computer, so the issue of providing similar functionality
on radically different interfaces will soon emerge. Since
Web browsing is the current killer app, and it trans-
fers nicely to a task someone might want to do on a
number of devices, we should soon start to see results
for scaleable browsing. Assuming we have reasonable
wireless connectivity, scaleable services such as calendar
management will also follow. One of the biggest prob-
lems with the adoption of PDAs is that they become
isolated applications, when in fact most users have per-
sonal information in some sort of digital format that
they would like to easily and continually access from
their desktop. Attempts to integrate portable devices
with the desktop, such as the US Robotics Pilot or the
Dynamic Interface Libraries Apple provides for coordi-
nating Newton OS applications with a personal com-
puter, are a start, but they still rely on separate pro-
gramming of applications to run on the different plat-
forms. What happens when the user wants to use a
phone to access the calendar?

Ubiquity should not be annoying One obvious social prob-
lem with ubiquity is the fear that the user may never be
able to hide from the interface. It is an obvious concern
for CyberNag, so there has to be consideration for allow-
ing the user to ignore messages. Despite the suggestion
of pestering that comes with the name, CyberNag is
really intended to weed out unimportant messages and
only deliver the most urgent ones.

The problems of ubiquity arise in CyberDesk as well. As
a user acquires more and more services, the opportuni-
ties for detecting potential integration between any two
dramatically increases, up to the point where the user is
overwhelmed by too many choices for what to do next.
Work in this area needs to concentrate on solutions for
revealing function only when it is most likely desired.

OTHER ISSUES WITH UBIQUITOUS COMPUTING

We have defined three major themes and open issues
for ubiquitous computing research that have come from
our own experience building applications that rely on
ubiquitous computing technology. We also have some
general insights to share on our applications-centered
research method.

Cross-pollination of themes

Though we presented each project within the bound-
aries of a discussion on one research theme, a single
project will demonstrate more than one of these research

themes. For example, the user-modifiable database in
CyBARguide suggests the usefulness of capturing a tour-
ist’s experience in order to facilitate access to that infor-
mation later. Providing anonymous feedback in Class-
room 2000 suggests that possible usefulness of context-
awareness. CyberNag provides a ubiquitous messaging
service, but the bulk of its utility comes from awareness
of the context of the message recipient, knowing where
she is located and what interfaces are most accessible to
her at a given time.

The advantages and disadvantages of keeping cost down
The FCE Group does not currently have the luxury of a
heavy financial endowment, so have been forced to keep
costs down.* The obvious disadvantage is that we have
often been forced to work with unreliable and unsup-
ported hardware only because we could obtain it rela-
tively cheaply through resellers. There are two distinct
advantages, however, to frugal ubiquitous computing.
First, because we found inexpensive hardware (mainly
pen-based units) we could buy more of them. This
was essential for Classroom 2000 because we are try-
ing to investigate the impact when everyone had their
own electronic notebook. It is also important for our
applications work with hand-held units because we are
trying to portray them more as community assets and
not personal devices. Second, the more units we pur-
chased, the more independent prototypes we could pro-
duce. Ideas realized as prototypes were the single best
source of new ideas, both from ourselves and from others
who saw demonstrations.

Engineering, technology push and HCl research

Our research approach has been very much a technology
push, but there is no need to apologize for that. Humans
have often demonstrated their inability to predict the
impact of technology in everyday life. Our rapid proto-
typing of novel applications of ubiquitous technology is
simply an admission that we do not know the best way
to use what i1s quickly becoming available to make our
lives better. We understand now what Alan Kay meant
when he said that the best way to predict the future is
to invent it. We adapt this statement slightly to add
that the best way to invent is to experiment as much as
possible. And experimentation often boils down to an
engineering problem.

To evaluate the affect of the ideas in Classroom 2000,
for example, first requires a system that will reliably
function on a daily basis. This engineering is a necessary
evil, but it only remains evil if no evaluation ever occurs.

CONCLUSION

We have defined three general research themes for ubiqg-
uitous computing that have emerged from our own ex-
perience and applications perspective. These thems are:
automated capture, integration and access; context-aware-
ness; and ubiquitous software services. We have at-

4In fact, we were tempted to entitle this article “Ubiquitous
computing for five dollars a day, in the spirit of Pausch’s similarly
titled piece for virtual reality [16].



tempted to make the abstract themes concrete in terms
of systems we have built that portray important fea-
tures and highlight a number of open issues. Many of
these issues are targets for our future research, but we
hope that they might interest other HCI researchers who
concur with our research method of experimental rapid
prototyping and evaluation in real-life context.
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