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1. Introduction 

We present automated methods to collect and provide motion data via sensors that can be 

used to assist the clinical decision-making process when diagnosing autism spectrum disorder 

(ASD) in children. The current limitation of assessment tools for diagnosing ASD in children is 

the subjectivity of the observer [23]. We present a pipeline for automating the process of data 

collection when children interact with toys, specifically focusing on the repetitive behavior 

commonly portrayed among children with ASD. We used data that mimicked repetitive 

behaviors identified in different studies [11,24,39,41]. Existing research and assessment of 

diagnosis of ASD in children indicates the need for having an automated and quantifiable 

approach that can provide more than mere observation [38]. It is important to note, however, that 

this can only aid existing methods of diagnosing autism, and its clinical relevance is to be further 

evaluated. It is critical for ASD to be detected at the early stages of the life of children. It has 

been supported that intervention for children with ASD is more effective in the younger age 

group and is beneficial for the long-term prognosis of children [35,37]. Therefore, automated 

technology will potentially help increase the efficiency and objectivity of observation-based 

diagnostic procedures. We discuss how using simple technologies such as an Arduino board 

[50], could bring efficiency and objective analysis to the observation procedure in the diagnosis 

of ASD. 

 

2. Literature Review 

2.1 Autism Spectrum Disorder Feature 

Repetitive behaviors are one critical feature of ASD; it is one common observed symptom of 

ASD [8,12,48]. Some examples of repetitive behaviors include hand flapping and persistent 
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engagement with specific parts of an object [41]. Different studies have identified repetitive 

movements with objects, the behavior of consistent single movement, and repeated movements 

of arms and hands as criteria for repetitive behaviors in children with ASD [11,24,39]. One study 

supported the finding that preschool children displayed restricted and repetitive behaviors in a 

free play session compared to typically developing children [26]. Another study reported that 

unfamiliar environments may interfere with sensory behaviors of children with ASD; thus, a 

familiar environment may be more successful in planning interventions [42]. Therefore, creating 

a naturalistic setting for observation and intervention of children with ASD must be taken into 

consideration. 

 

2.2 Diagnosis of ASD 

Autism Spectrum Disorder (ASD) describes individuals with impaired conditions of social 

communication and shows repetitive behaviors along with restricted interests and behaviors [35]. 

ASD in children could be diagnosed as early as 24 months after birth [29]. However, it is mostly 

the case where there is a lack of early diagnosis of children with ASD, not being diagnosed until 

school age [13]. It is critical for ASD to be detected at the early stages of the life of children. It 

has been supported that intervention for children with ASD is more effective in the younger age 

group and is beneficial for the long-term prognosis of children [33,35]. Not only is early 

detection beneficial to the children, but it can also provide an opportunity for genetic counseling 

to parents, discussing potential future child plans, psychological support, and concerns [46]. 

One process of diagnosing ASD involves clinical judgment where clinicians observe and 

evaluate the behavior and development of a child using standardized observation tools [28]. One 

standardized interview considered a gold standard is the Autism Diagnostic Observation 
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Schedule (ADOS), which assesses factors such as social interaction, communication, and use of 

materials [32]. However, one caveat of this assessment is the problem of bias, as there can be 

large variations per observer and the interviews are largely based on the memory and 

understanding of the caregiver [36]. Behavioral diagnosis of ASD is also one process of 

diagnosing ASD.  The behavioral diagnosis of ASD takes place in a clinical setting where a 

specialist observes a child interacting with an object [5]. One drawback of this approach is that 

this setting is not naturalistic; it involves a specialist in a hospital setting. In addition, the motor 

signature of children is not quantified objectively by a specialist, as the observation is mostly 

conducted as interpreter-coded surveys. Other methods to observe stereotypical behavior of 

children with ASD include video-based observations or traditional approaches such as paper-

pencil rating scales, which are often not accurate enough or time-consuming [22]. It is also that 

methods of rating and observing behaviors are inherently subjective and may fail to address 

variations due to intra-individual variations of observers [23]. In addition, one study reported that 

pediatricians, who provide primary screening and diagnosis in children with ASD, need 

sufficient information for accurately diagnosing ASD [40]. This study also identified that the 

diagnosis of ASD is prone to variation and is not always straightforward. Although multiple 

assessment instruments are recommended to be used instead of relying on a single tool for 

capturing ASD, there is a need for incorporating an automated and quantifiable approach to 

collecting quantitative data [38]. This will significantly help reduce variations and result in more 

consistent and reliable information that could provide additional analysis to clinicians when 

diagnosing ASD. Acknowledging the aforementioned limitations of current assessment tools, 

one study developed a motion-tracking technology, MOVIDEA, that measures motor patterns 

using video recordings [2]. This paper provided a promising insight to leveraging the 
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objectiveness and reliability of existing motor assessment tools used for ASD diagnosis via using 

automated technology. 

 

2.3 Machine Learning for ASD Diagnosis 

Machine learning is a promising area that can help leverage research in behavioral sciences 

by improving the diagnostic and intervention process [7]. It can also be utilized to make 

screening of ASD more efficient, as it can decrease the time spent of conducting diagnostic 

assessments and making observations [6]. A support vector machine (SVM) is one of the most 

used and the strongest machine learning classifiers in ASD [1,31]. Logistic regression is another 

promising machine learning algorithm in ASD diagnosis and screening [16,44]. One study 

employed SVM to evaluate ADOS to differentiate between children with ASD from children 

who do not have ASD; SVM was trained based on score sheets [31]. Another study used Autism 

Spectrum Quotient (AQ) to train machine learning classifiers to predict specific ASD symptoms 

of individuals [1]. Logistic regression was used in one study to predict influential features of 

ASD using AQ and individual characteristics [44]. Machine learning was shown to have 

discriminative power on ASD and ADHD when trained with Social Responsiveness Scale score 

[16]. SVM is a popular supervised learning algorithm used in many clinical studies [14]. This 

machine-learning algorithm is also widely used to classify datasets in a nonlinear approach [18]. 

In addition, logistic regression is another algorithm that shows promising performance in ASD 

screening [44]. Logistic regression is a popular model due to how it can output a probability 

(value between 0 and 1) [27]. Therefore, we performed SVM and logistic regression in 

classifying repetitive behaviors from non-repetitive, normal behaviors. Acknowledging the fact 

that a single assessment tool or method cannot be relied for diagnosis of ASD, sufficiently 
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trained machine learning classifiers will be able to assist clinical decision-making process. By 

employing machine learning classifiers, we aim to devise a pipeline for classifying repetitive 

behaviors from non-repetitive behaviors.  

 

3. Study Procedures and Methods 

The goal was to leverage commonly used existing technologies to support the process of the 

diagnostic process of children with ASD via an efficient data collecting method, specifically 

focusing on collecting and analyzing repetitive motions of children. The qualitative measurement 

by the observer could be assisted with the help of a technology that enables automated data 

collection of the child’s movement. Children with ASD portray repetitive and restricted 

behaviors; therefore, it is expected that this technology, when being seamlessly integrated into 

clinical and observation environments, could measure, and detect the repetitiveness of a child 

when playing with a toy [33]. However, it is important to note that the data collected for this 

research is not sampled from real-world settings; data was collected via the researcher 

mimicking repetitive motions in references [11,24,39,41]. Table 1 shows behaviors that was 

referenced for data collection. 

Table 1 Repetitive behaviors in existing literature 

Features References 

Repetitive movements with objects, repetitive use of objects 

 

[11,41] 

Repeated movements of arms from shoulder or elbow, repeated 

movements of hands from wrist 

[24,39] 

 

3.1 Existing ASD Diagnostic Tools with Play 
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Play provides a naturalistic setting for interventions in children with ASD [20]. Therefore, 

we recognized that diagnostic tools that integrate playful toys, which children are expected to use 

and play with it, could be assisted by an automated process with a sensor embedded in the toy. It 

is necessary to identify which existing ASD diagnostic tools integrate play as an observation 

criterion. These diagnostic tools are potential sources of integration of the developed pipeline – 

the sensors could be embedded to an object the children interact with. The diagnostic tools are 

summarized in Table 2. 

This provides insight into how functional play and children interacting toys are readily 

incorporated in existing assessments. Therefore, if this aspect could be leveraged by an efficient 

and objective method, an automated pipeline for data collection and analysis could be seamlessly 

integrated into existing methods. Furthermore, since children are interacting with toy-like objects 

in the functional play aspect of assessments, classifying repetitive behaviors from non-repetitive 

behaviors could support the analysis. 

 

Table 2 Diagnostic tools with functional play 

Assessment Assessment Description 

ADOS/-2 [32] Standardized interview with semi-structured 

observation conducted by a clinician. This 

diagnostic tool includes different modules – 

communication, social affect, restricted 

interest/repetitive behaviors, play - per 

children’s age and language ability [19,30]. 

 

Screening Tool for Autism in Toddlers and 

Young Children (STAT) [43] 

This diagnostic tool kit assesses social 

behaviors including play, imitation, and 

requestion. It includes toys such as balloons, 

trucks, and dolls [19] 

 

Autism Detection in ADEC [47] This diagnostic tool kit has 16 items that 

assess lack of skills, atypical behavior, play, 

and social communication [15]. The items 

are used in a play-like interaction [9]. 
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3.2 Pipeline Design 

The designed pipeline is mainly three-fold: data collection, data preprocessing, and machine 

learning classifier. The comprehensive picture of the designed pipeline is illustrated in Figure 1. 

 

Figure 1 Block diagram of the designed pipeline 

 

3.2.1 Data Collection via Sensors 

As the main component of the technology, we used an ESP32 microcontroller to collect 

activity data. Arduino IDE was used as the main software. Since the objective of the automated 

data collection process was to target the motion, especially focusing on the repetitive behavior of 

children, an accelerometer and gyroscope sensor were connected to the Photon. The sensor used 

for the motion detection was Adafruit LSM6DSOX + LIS3MDL – Precision 9 DoF IMU [51].  

Data on linear acceleration and angular velocity could be collected via sensors. Both 

accelerometer and gyroscope data were collected with respect to three axes (x, y, z-axis). The 

range of data collected was 2g and 250 degrees per second (DPS) for the accelerometer and 
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gyroscope, respectively. Each data point was sampled per 0.08 seconds, or 12.5 Hz. Considering 

the portable size of the breadboard with sensors attached (3 ¼” x 2”), the system can be readily 

embedded into a plush toy. Figure 2 shows the designed sensor for data collection. 

 

 

Figure 2 Embedded circuit for data collection:  

(a) ESP32 Feather, (b)Adafruit LSM6DSOX - accelerometer + gyroscope 

 

 

Table 3 Features extracted per category 

Category Features 

Statistical Features average, standard deviation, variance, root mean square, zero-crossing rate, 

absolute difference, skewness, kurtosis, energy 

Fast Fourier 

Transform Features 

average, standard deviation, variance, average absolute difference, 

skewness, kurtosis, energy 

 

3.2.2 Data Preprocessing 

Before collected motion data could be input into a machine learning classifier, features 

were extracted to get meaningful patterns. There were four steps in extracting features. The 

collected data was applied Butterworth filtering to eliminate noise and the effect of gravity on 

the earth [34]. This filtering is expected to remove components except for human activity [49]. 

The third order and frequency of 0.1 were used for Butterworth filtering. Considering the 

(b) (a) 
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continuous nature of the collected data, windowing was applied to segment data into “chunks”. A 

window size of 100 data points was used, and a 50% overlap existed among the windows [10]. 

The overlap is applied to minimize the loss of information when the time series data is 

segmented into chunks; the overlap provides consistent data throughout the window. There were 

two categories of features collected: statistical features and Fast Fourier Transform features. 

Table 3 depicts the specific features extracted per category. Fast Fourier Transform features were 

calculated after Fast Fourier Transform was applied to Butterworth-filtered and windowed data. 

Fast Fourier Transform is an efficient way to calculate a discrete version of Fourier transform, 

which identifies frequency domains from time domains [3]. Since it is important to understand 

the frequency of repetitive motion data, Fast Fourier Transform was applied. 

 

3.2.3 Machine Learning Classifier 

There were two machine learning classifiers trained for the experiment. SVM and logistic 

regression was used to classify repetitive behaviors from normal behaviors. The data collected 

for training and testing the two machine learning classifiers were devised by closely observing 

and following features identified in the documentation describing observed repetitive behaviors. 

Thus, the developed pipeline particularly focuses on repetitive motions using arms and hands. 

Repetitive movements, hand waving, and repeated and patterned interaction with an object were 

carefully followed to create sample data for the experiment [11,21,24,39].  

 

4. Results 

Once the sensor using Arduino was attached to a plush toy, three categories of movement 

was classified using deep learning models. Data formatted as a 6-tuple of (Accelerometer X-axis, 
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Accelerometer Y-axis, Accelerometer Z-axis, Gyroscope X-axis, Gyroscope Y-axis, Gyroscope 

Z-axis) was produced from the sensors. As aforementioned, to train and evaluate two machine 

learning classifiers, sample data was created. Each data was collected for about five minutes 

interacting with the sensor system while the researcher was mimicking repetitive motions. There 

were ten and two data for train and test split, respectively. Notice here, that because the main 

contribution of this research is building the technical pipeline, the sample data was collected to 

demonstrate preliminary results. From mimicked sample data, we collected 3,000 data points (4-

minute motion data). Then, data preprocessing steps were applied to produce a final feature 

vector. SVM and logistic regression were trained to classify binary classes of repetitive motion 

and normal motion. Table 4, 5 summarizes hyperparameters used to train SVM and logistic 

regression with different hyperparameters. 

Metrics used for evaluating the performance of SVM and logistic regression were accuracy, 

precision, and recall. Accuracy calculates the correct predictions over all the predictions made – 

SVM trained with linear kernel and regularization strength of 0.5 had the highest accuracy. 

Precision calculates the number of correctly predicted positive classes over all predicted positive 

classes – SVM trained with polynomial kernel and regularization strength of 1 had the highest 

precision value. Recall calculates the number of correctly predicted positive classes over total 

positive classes – logistic regression trained with coordinate descent algorithm and regularization 

strength of 1 had the highest recall value.  
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Table 4 Performance of SVM 

Hyperparameters Metrics 

Kernel 
Regularization 

strength 
Accuracy Precision Recall 

linear 

1 0.656 0.669 0.617 

0.5 0.685 0.681 0.695 

polynomial 

1 0.510 0.875 0.0234 

0.5 0.507 0.833 0.0168 

 

Table 5 Performance of logistic regression 

Hyperparameters Metrics 

Optimization 

algorithm 

Regularization 

strength 
Accuracy Precision Recall 

Limited 

memory 

BFGS 

algorithm 

1 0.643 0.650 0.617 

1.5 0.662 0.666 0.654 

Coordinate 

descent 

algorithm 

1 0.678 0.666 0.715 

1.5 0.661 0.650 0.698 

 

Moving forward, the trained models – selected with the best hyperparameters – should be 

tested with real data. However, because of limited access to real-time data of typically 

developing children and children with ASD, the model was tested with devised sample data with 

characteristics reflecting repetitive behaviors and normal data collected from how the sensor, 

when embedded into a plush toy, is expected to play with. 
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5. Discussion 

The results of the trained machine learning classifier showed reasonable performance in 

identifying repetitive movements from normal range movements. Although the experiment result 

itself is not a strong classifier, SVM trained with linear kernel and regularization strength of 0.5 

and logistic regression trained with coordinate descent algorithm with regularization strength of 

1 achieved roughly 70% accuracy. Insufficient training data or lack of exploration of parameters 

might be contributing factors to the lack of accuracy. Investigating more feature extraction 

methods such as enveloped power spectrum, linear discriminant analysis, and using Haar-Like 

filtering could potentially contribute to increasing the accuracy and robustness of the machine 

learning classifier [4,25]. At this stage of experiment, the classification results alone will not be 

able to make some judgments on whether a child is autistic or not but can provide an objective 

viewpoint of the motion data focusing on repetitive behaviors. It is important to note that 

repetitive behaviors are a common observation featured among autistic children; it is not an 

indicator of autism. Further research on tuning parameters of machine learning classifiers is 

needed to leverage the classifiers to be adapted to the real world.  

Another area of further research is providing the interpretability of the results. Due to 

machine learning’s black box nature, it is often hard to understand the decision-making process 

of the algorithm [45]. It is difficult to build trust with the clinicians due to lack of interpretable 

results [17]. Therefore, it is crucial to the interpretability of the machine learning classifiers to 

build a trustworthy algorithm that could be used in the real-world diagnostic process. 

In addition, the final deliverable of this research is the sensor system yet to be implemented 

in a plush toy. More research and prototyping are needed to embed the sensor system to a plush 

toy that could readily be used to interact with children. 
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 The limitation of the study is mainly three-fold. First, the data collected to conduct an 

experiment with the tangible setup and to be ultimately used as an input in the machine learning 

classifier does not fully reflect the real-world data. This mock data is not sampled from the real 

world; it is not collected from children’s movements. Rather, it was collected from movements 

that reflected and intentionally targeted repetitive movements. Second, there still needs 

improvement on hyperparameter tuning regarding developing a more robust machine learning 

classifier. SVM is one of the most basic and fundamental algorithms for a machine learning 

classifier. More advanced development of algorithms could be employed. Third, this research 

lacks real-world application. This research can provide an initial step to the further development 

of an automated method of assisting clinicians in diagnosing ASD by providing objective 

numerical data. Future studies could improve upon collecting real-world data, from typically 

developing children to children with ASD. Also, future studies can explore different movements 

and interactions according to the different types of toys. Finally, future research could investigate 

different types of toys may produce various interactions of children and the toy.  

 

6. Conclusion 

Autism in children has been diagnosed via different methodologies, including observation by 

experts. One of the salient behaviors found in children with autism includes repetitive 

movements, and there is a demand for objective observation of these behaviors in many 

diagnostic tools. This study presents a prototype composed of ESP 32 microcontroller with a 

gyroscope and an accelerometer to devise an automated method for collecting motion data via 

sensors to be used for the diagnosis of autism. This study incorporated mimicked data to apply 

the developed pipeline. 
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Although the experimental data still requires further elaboration and improvements, the 

findings provide an initial step toward the potential adaptation of automated methods in 

collecting motion data.  

Future work is needed to expand upon the study. This study is only a first step in utilizing 

machine learning algorithms to identify behaviors based on motion data. A finer approach to 

collecting and processing the data will be required to implement this in clinical settings. This 

study has the limitation of not having been tested on a real-world dataset. To build a high-

sensitivity machine learning algorithm, real-world data should be collected, followed by a more 

detailed analysis with iterative testing. Ultimately, this research brings together the usage of 

computer science and healthcare, in providing a more objective and efficient method to support 

decision-making in autism diagnosis of children. 
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