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SUMMARY 
 
 

The global climate change is generally believed to occur as a result of the 

anthropogenic emission of greenhouse gases (GHG). Of all the strategies to reduce 

carbon emissions, storage of anthropogenic carbon dioxide (CO2) within geologic 

reservoirs is an immediately available option for mitigating the global environmental 

impact of CO2 by removing large amounts of the gas from the atmosphere. In this thesis, 

first a generalized Darcy-Forchheimer multiphase flow model is developed and used to 

investigate the transition behavior between Darcy and Forchheimer flows during CO2 

injection into deep saline aquifers. The second part of this thesis focuses on the 

investigation of the kinetic mass transfer of sulfur dioxide (SO2) and CO2 from CO2 

stream to the saline and the resultant brine acidification and induced porosity and 

permeability changes due to SO2 co-injection with CO2 in deep saline aquifers by using 

numerical models for multiphase flow, contaminant transport and geochemistry with the 

coupling between the changes of porosity and permeability and the multiphase fluid flow. 

 

In the first part of this thesis, a convenient definition of the Forchheimer number is 

proposed to derive a generalized Darcy-Forchheimer model for multiphase flows. The 

generalized mathematical model is then discretized and solved using control volume 

finite difference method to simulate two-phase inertial immiscible and incompressible 

flow in non-deformable homogeneous porous media. The numerical tool is validated by 

comparing the results to those obtained using a semi-analytical solution to the Buckley-

Leverett problem with Forchheimer effects. In addition, this thesis proposes a new 

method to determine the critical Forchheimer number for the transition between Darcy 

flow and Forchheimer flow for both single and multiple phases and obtains the critical 

values for both water and CO2 by using experimental data in the literature. The critical 

Forchheimer numbers and the multiphase flow model are then used to analyze the 

application problem involving the injection of CO2 into deep saline aquifers. The results 

show that the Forchheimer effect, compounded by the buoyancy effect caused by the 

density difference between the injected CO2 and the saline, would result in higher 



 xv 

displacement efficiency with a magnitude of more than 50% in the Forchheimer regime 

than that for Darcy flow, which could increase the storage capacity for the same injection 

rate and volume of a site. Another merit for the incorporation of Forchheimer effect is 

that more CO2 would be accumulated in the lower half of the domain and lower pressure 

would be imposed on the lower boundary of the cap-rock due to the stronger vertical 

resistance as a result of the combination of the buoyancy effects and Forchheimer effects. 

However, as a price for the advantages mentioned above, the injection pressure required 

in Forchheimer flow would be higher than that for Darcy flow, which would expose the 

formation near the injecting area to a higher pressure and might increase the risk of 

fracturing the domain and CO2 leakage into the atmosphere. 

 

In the second part of the study, we first develop a multiphase flow, contaminant 

transport and geochemical model which incorporates the kinetic mass transfer of SO2 and 

CO2 into deep saline aquifers and the coupling between the fluid flow and the induced 

porosity and permeability changes caused by the brine acidification. Then the model is 

used to analyze the brine acidification and the resultant mineral dissolution and 

precipitation which would further cause the changes in porosity and permeability due to 

SO2 co-injection with CO2 into deep saline aquifers. The results show that the co-

injection of SO2 with CO2 would lead to a substantially acid zone near the injecting well 

and it is important to include the kinetic dissolution of SO2 from the CO2 stream to the 

water phase into the simulation models because the accumulated difference in the saline 

acidification and the induced porosity and permeability changes between kinetic and 

equilibrium dissolution of SO2 is considerable and can not be neglected. 
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Chapter 1 Introduction 

1.1 Background 

1.1.1  Darcy-Forchheimer flow 

Fluid flow through porous media is an important aspect of many applications in 

petroleum engineering, environmental hydrogeology and more recently in applications 

such as Carbon Dioxide (CO2) sequestration and storage in deep saline aquifers. For the 

successful design and operation of these projects, it is essential to accurately describe the 

behavior of fluid flow through porous media. In general this behavior is commonly 

characterized by Darcy’s law. According to Darcy’s law, the pressure gradient is linearly 

proportional to the fluid velocity in the porous media.  

In certain applications deviations of fluid flow behavior from Darcy’s law have 

long been observed (Chilton et al., 1931; Green et al., 1951; Ergun, 1952; Tek et al., 1962; 

Scheidegger, 1972; Katz and Lee, 1990; Andrade et al., 1999; Zeng and Grigg, 2006). To 

describe these cases various terms, such as non-Darcy flow, turbulent flow, inertial flow, 

high velocity flow, nonlinear flow, etc., have been used (Firoozabadi and Katz, 1979). In 

the literature we see several attempts to redefine the Darcy equation for these cases. For 

example, Forchheimer (1901) added a second order velocity term to represent the 

microscopic inertial effect, and modified the Darcy equation into the Forchheimer 

equation. The so called Forchheimer flow is widely considered to describe the inertial 

effects due to additional friction observed for high velocity flow. Theoretical, field and 

experimental studies performed on non-Darcy flows in porous media have focused 

mostly on single-phase-flow conditions in the oil and gas industry (Swift and Kiel, 1962; 

Tek et al., 1962; Lee et al., 1987). More recently, several studies are reported in the 

literature that extend the Forchheimer equation to multiphase flow and provide the 

governing equations for correlating non-Darcy flow coefficients under multiphase 

conditions (Evans et al., 1987; Evans and Evans, 1988; Liu et al., 1995; Wu, 2002; 

Ahmadi et al., 2010; Zhang and Xing, 2012). The Forchheimer flow condition commonly 

occurs in near-wellbore area due to high injection rates and thus high flow velocity. 

However, currently the Forchheimer effect has not been well accounted for in the 
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numerical simulation of multiphase flows, especially in the process of CO2 storage in 

deep saline aquifers. Recently, Mijic and Laforce (2010) studied the salt precipitation 

during CO2 injection for an inertial flow regime and concluded that it is necessary to 

include nonlinear flow behavior in near-wellbore area. 

The transition between Darcy flow and Forchheimer flow is described in terms of 

two different criteria: (i) the use of the Reynolds number (Type-I) defined by Equation 

(1.1); and, (ii) the use of the Forchheimer number (Type-II) expressed as Equation (1.2),  

Re
dvρ
µ

=      (1.1) 

k v
f

ρ β
µ

=       (1.2) 

where d is the diameter of particles and β  is the Forchheimer coefficient. The Type-I 

criterion has been applied mainly in columns of packed particles in which characteristic 

length, usually chosen as the representative particle diameter, is available, and the Type-

II criterion has been used mainly in numerical models. A detailed review of the criteria 

used for the transition between Darcy flow and Forchheimer flow for single phase case 

can be found in Zeng and Grigg (2006). In a recent study on the transition between Darcy 

and Forchheimer flow for single phase case by Zhang et al. (2012), non-Darcy flow 

behavior is described using the Forchheimer equation, and the Forchheimer number is 

used to determine if the flow is of Darcy or Forchheimer. The results show that when 

Forchheimer flow in the near-well region is considered, both the fluid velocity and the 

wellbore pressure are much different than the Darcy flow velocity and pressure 

conditions. Except this study, to our knowledge, there are no other studies in the literature 

that incorporate the transition between Darcy flow and Forchheimer flow in applications 

especially for multiphase flows in two dimensional applications. Because of lack of 

detailed studies in this area, as well as the mathematical difficulty of handling highly 

nonlinear Forchheimer flow terms in multiphase flow equations, our understanding of 

Forchheimer flow behavior through porous media is currently very limited. 
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1.1.2  Effects of co-injected impurities on CO2 geologic storage 

Geological sequestration of carbon dioxide is emerging as a promising process to 

diminish, if not prevent, the further increasing levels of carbon dioxide in the atmosphere. 

Of all the candidate deep geologic formations which include aquifers in sedimentary 

formations, structural traps in depleted oil and gas fields and deep un-mineable coal 

seams, sequestration in deep saline aquifers is an especially appealing option due to the 

great abundance of injection sites, huge potential storage capacity and technical 

feasibility (Bruant et al., 2002; Bachu, 2008; Benson and Cole, 2008).  

Since CO2 originates from a variety of sources, such as coal-fired power plants, gas 

plants, refineries, steel and cement plants, the CO2 stream contains various impurities, 

such as Nitrogen gas (N2), dioxygen (O2), argon (Ar), sulfur oxide (SOx), nitrogen oxide (NOx), 

hydrogen sulfide (H2S), etc., in various concentrations. The co-injection of these impurities 

with CO2 in geologic sequestration also has economic incentives. On one hand, the purity 

level of CO2 stream comes with the cost of energy and money. As is pointed out in a 

research by Mckinsey & Company (2008), the costs of separation and compression of 

CO2 from point sources constitute the largest part of the total cost of carbon capture and 

sequestration. This is partially due to the fact that CO2 captured from a point source is 

never a pure stream. To increase the purity of the stream and decrease the level of 

impurities, it requires an exponential increase in the money and energy needed if the 

purity increases from lower levels to higher and higher levels. Permitting a less pure 

stream for injection would decrease the total cost, although the impurities in the stream 

might have negative impacts on the transport pipelines and long term storage in the deep 

saline aquifers. On the other hand, different industrial sectors spend billions of dollars on 

controlling the emissions of SOx, NOx and H2S. For example, every year, the electric 

power industry, the largest point sources from which CO2 will be captured, collectively 

spends more than $5 billion on permits for the right to emit SO2 (USEPA, 2009). 

Therefore, it may be economically advantageous to co-inject SOx, NOx and H2S with CO2 

into deep saline aquifers. 

However, it is vitally necessary to investigate the potential effects of these impurities 

before impurities like SOx, NOx and H2S can be safely disposed with CO2. In general, the 

effects of impurities on (short- and long-term) geological storage can be categorized into 
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physical effect and chemical effect. The physical effect is related to the storage capacity 

reduction due to non-condensable impurities such as O2, Ar, N2 and H2 which are less 

dense than CO2 and hence take greater volumes. The chemical effect is about the induced 

porosity and permeability changes caused by the mineral dissolution and subsequent 

precipitation associate with the dissolution into and reaction with water of SO2, H2S and 

NOx.  

A primary issue concerning geologic CO2 sequestration is the potential for brine 

acidification. Injection of pure CO2 will result in the formation of carbonic acid and lead 

to brine acidification, which would bring about acid-catalyzed mineral dissolution and 

precipitation (Gunter and Perkins, 1993; Baines and Worden, 2004; Xu et al., 2004; 

Giammar et al., 2005; Li et al., 2006; Zerai et al., 2006; Gaus et al., 2008; Peters, 2009). 

These reactions will change the permeability and porosity and may endanger the 

formation integrity (Kaszuba et al., 2005). However, mineral dissolution may also cause 

pH buffering as was observed in the CO2 injection into the Frio formation (Kharaka et al., 

2006). If the buffering capacity provided by the formation mineralogy is insufficient, the 

acidified brine may degrade cements of nearby abandoned wells or weaken the integrity 

of the caprock, thereby enhancing the probability of CO2 leakage to the surface (Gaus et 

al., 2005; Nordbotten et al., 2005; Carey et al., 2007; Duguid et al., 2007; Gherardi et al., 

2007; Kutchko et al., 2007). The presence of impurities, such as SO2 and H2S, may lead 

to further brine acidification due to the formation of stronger acids. Both SO2 and H2S 

have been previously studied as co-injectants with CO2 (Gunter et al., 2000; Knauss et al., 

2005; Palandri and Kharaka, 2005; Xu et al., 2007). Knauss et al. (2005) predicted that 

co-injection of even a small amount of SO2 (10-6 bar partial pressure) would result in a 

brine pH of unity and increased mineral dissolution due to the formation of sulfuric acid. 

Xu et al. (2007) provided extra evidence for extreme brine acidification due to co-

injection of SO2 by demonstrating that SO2 co-injection would result in near-zero pH 

values within a radial distance exceeding 100 m from the point of injection. 

 However, these previous modeling studies (Knauss et. al, 2005; Xu et. al, 2007) of 

co-injection of SO2 with CO2 assume sustained phase equilibrium between all the 

supercritical CO2 (scCO2) and brine. Only the extreme case for no limitation on the 

contact of SO2 with the brine was considered. The kinetic mass transfer of SO2 and CO2 



 5 

into the water phase was ignored in almost all the current geochemical models which deal 

with the potential effects of impurities of scCO2. This could result in overestimation of 

the actual acidity during CO2 injection into deep saline aquifer and thus could produce 

inaccurate estimate of the induced changes in the porosity and permeability. Therefore 

there is a need to estimate the flux of SO2 from the injected CO2 to the bulk brine phase. 

Moreover, such kinetic mechanisms need to be integrated into numerical models. Only 

until recently did Ellis et al. (2010) acknowledge the importance of mass transfer 

limitations for SO2 through two-phase boundary to the brine acidification and resultant 

mineral dissolution and precipitation. Based on their simplified model, they concluded 

that the magnitude, onset, and spatial extent of brine acidification may not be significant 

if the dissolution rate of the injected SO2 was considered. However, the simplified 

geometry of their model and the neglecting of two-phase flows entail their model to be 

only valid after the injection period when CO2 flow can be negligible. So far, in the 

modeling research on geologic CO2 sequestration, there is no multiphase flow and 

transport model which incorporates the kinetic dissolution of SO2 and CO2. This could be 

attributed to the lack of kinetic data and the requirement of high performance computing. 

Another important aspect during the multiphase flow and transport modeling 

research on geologic CO2 sequestration is to incorporate the changes of porosity and 

permeability into the multiphase flow model. However, previously, almost all the 

multiphase and transport models coupled with geochemical reaction models only monitor 

the changes of porosity and permeability induced by mineral  and precipitation (Knauss 

et. al, 2005; Xu et. al, 2007). To our knowledge, there is no research in the literature that 

has fully coupled the changes of porosity and permeability with multiphase flow models 

for geologic CO2 sequestration. Therefore, the impact of the non-coupling between fluid 

flow and porosity and permeability change is largely unknown. Furthermore, it is of great 

significance to account for the interaction between the fluid flow and changes in porosity 

and permeability since the phase pressure is very sensitive to the changes of porosity and 

permeability and it is the injection pressure that would have significant impact on the cost 

of injection and the probability of safely storing CO2 in the deep aquifers. 
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1.2 Motivation and objective 
From the introduction in Section 1.1, we can conclude that there is few, if not at all, 

studies that incorporate the transition between Darcy flow and Forchheimer flow for 

multiphase flow cases and our understanding of Forchheimer flow behavior through 

porous media is currently very limited, although accurate characterization of the fluid 

flow in the porous media is one of the most important aspects for many applications in 

petroleum engineering, environmental hydrogeology and more recently CO2 geologic 

sequestration and storage in deep saline aquifers. We can also find out that the kinetic 

mass transfer of SO2 and CO2 from CO2 stream to the saline and the fully coupling 

between the changes of porosity and permeability and multiphase flow are two significant 

dimensions to investigate the brine acidification and the induced porosity and 

permeability changes due to SO2 co-injection with scCO2. 

Therefore, the objectives of this thesis is: (i) to investigate the transition behavior 

between Darcy flow and Forchheimer flow for multiphase cases, especially for the 

applications in CO2 geologic storage; and, (ii) to gain a more thorough understanding of 

the magnitude and time scale of brine acidification and the induced porosity and 

permeability changes for the case of SO2 co-injection during geologic carbon 

sequestration in deep saline formations with the incorporation of the kinetic mass transfer 

of SO2 and CO2 from CO2 stream to the water and the fully coupling between the changes 

of porosity and permeability and multiphase flow. 

 

1.3 Organization of the thesis 
The thesis includes six chapters. The introduction is given in this chapter. 

A comprehensive literature review of the research topics relevant to this study is 

presented in Chapter 2. These topics include an overview of Carbon Capture and Storage 

(CCS), flow regimes and flow transition criterion in porous media, the corrections of the 

Forchheimer coefficient, non-Darcy flow modeling, effects of co-injected impurities on 

CO2 geological storage, and geochemical modeling. 

In Chapter 3, the governing equations for multiphase flow are developed, and the 

numerical methods used to solve the equations are given. Then the model is validated 

with a semi-analytical solution. In addition, a new method to determine the critical 
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Forchheimer number for single and multiphase flow is proposed. Finally, the developed 

multiphase model and the critical Forchheimer number (used to identify the transition 

between Darcy and Forchheimer flow regions) are used in the analysis of CO2 injection 

into a deep saline aquifer (2-D domain). 

In Chapter 4, the governing equations for multiphase contaminant transport and the 

geochemical model are developed, and the numerical methods used to solve the equations 

are given. The developed model in this chapter is coupled with the multiphase flow 

model presented in Chapter 3 with the incorporation of the fully coupling between the 

changes of porosity and permeability and multiphase flow. Then the complete model is 

used to investigate the brine acidification and the induced porosity and permeability 

changes due to co-injection with scCO2 including the kinetic mass transfer of SO2 and 

CO2 from CO2 stream to the water for a 1-D domain with the assumption of Darcy flow. 

Chapter 5 focuses on the investigation of the transition behavior between Darcy 

and Forchheimer flow and the kinetic dissolution of SO2 and its resultant brine 

acidification and induced porosity and permeability changes during SO2 co-injection with 

CO2 into a deep saline aquifer (a 2-D large domain).  

Finally, in Chapter 6, conclusions and recommendations for further research are 

given. 
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Chapter 2 Literature review 
 

In this chapter, a comprehensive literature review of the research topics relevant to 

this study is presented, including an overview of Carbon Capture and Storage (CCS), 

flow regimes and flow transition criterion in porous media, the corrections of the 

Forchheimer coefficient, non-Darcy flow modeling, effects of co-injected impurities on 

carbon dioxide (CO2) geological storage, and geochemical modeling. 

 

2.1  An overview of CCS and mechanisms for geologic storage of CO2 

2.1.1 An overview of CCS 

Carbon capture and storage (CCS), is the process of separating carbon 

dioxide (CO2) from large industrial point sources, such as large fossil fuel, biomass 

energy, and industrial facilities, transporting it to an injection site, and storing it 

underground for geologically significant periods of time.  

The first step in CO2 sequestration is to accumulate concentrated CO2 gas for 

transport and storage. Typically, CO2 from large-scale industrial facilities or power plants 

is conventionally captured in three different processes: (1) pre-combustion, which is 

designed to remove CO2 from gas mixture produced typically by gasification 

(gasification of the fossil fuel with oxygen generates a synthesis gas---a gas mixture of H2 

and CO2) prior to its combustion; (2) post-combustion, which separates the diluted CO2 

emitted from the flue gas mixture due to the combustion of fossil fuels or biomass; and (3) 

oxy-fuel combustion, which uses pure oxygen instead of air for combustion, producing 

flue gases that consist mostly of CO2 and water from which the CO2 is more readily 

separated. 

Following separation, CO2 is compressed to increase its density and make it easier 

and cheaper to transport. In the end, CO2 has to be transported to suitable storage sites 

through various options of overland transport. Feasible methods include truck, train, ship, 

and pipeline (Parfomak et al., 2008). The cost-effective mode of transport can depend on 

the locations of capture and storage, distance from source to storage, and the quantities of 

CO2 being transported, but the quantity to be transported is the most important factor 
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(Metz et al., 2005). Transports by truck, train, and ship are applicable options for small to 

medium volumes of CO2 over very long distances. For large volumes of CO2, pipeline is 

the most practical option for overland transport because at least 2 to 3 million metric tons 

(Mt) per year of CO2 are generally required to be transported from a single fossil fuel 

power plant (Metz et al., 2005). Pipelines are currently the most common approach to 

transport large amounts of compressed CO2 over long distances because they are the 

cheapest type of transport. CO2 pipelines operate at ambient temperature and at a pressure 

of more than 74 bars to maintain the supercritical state of CO2, with primary compressor 

units placed where CO2 is injected, and booster compressors located as needed further 

along the pipeline (Parfomak et al., 2008).  

As for CO2 storage, various sequestration methods have been considered. Carbon 

dioxide sequestration involves the injection of CO2 into various formations: (1) 

geological storage, providing that the CO2 is injected into underground with a depth at 

least 800-1000 meters in order to maintain a supercritical state of CO2; (2) ocean storage, 

where the CO2 is injected deep into the ocean below approximately 3,000 meter depths. 

1) Geological storage 

The proposal of geological storage of anthropogenic CO2 as a greenhouse gas 

mitigation option was inspired from the engineered injection of CO2 into subsurface 

geological formations for enhanced oil recovery (EOR) which was first undertaken in 

Texas, USA, in the early 1970s. After that, little research was done until the early 1990s, 

when the proposal became more and more feasible through the work of individuals and 

research groups (Marchetti, 1977; Baes et al., 1980; Kaarstad, 1992; Koide et al., 1992; 

van der Meer, 1992; Gunter et al., 1993; Holloway and Savage, 1993; Bachu et al., 1994; 

Korbol and Kaddour, 1994; Holloway, S., 2001; Shaw et al., 2002).  

Currently, ideal candidate geological formations suitable for geologic storage of 

CO2 are believed to include depleted oil and gas reservoirs, deep unmineable coal seams 

and deep saline aquifers (Metz et al., 2005).   

Depleted oil and gas reservoirs are attractive candidates for CO2 storage because of 

three reasons. First, the geological structure and physical properties of hydrocarbon 

reservoirs are generally well understood with computer models available to predict the 

displacement behavior and trapping of hydrocarbons; second, those fields have been 
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confirmed to have adequate integrity and safety to trap CO2 (as well as gas or oil before); 

third, storage costs may be partly or totally compensated by the saving of using some of 

the existing infrastructure and wells for handling CO2 storage operations and by the sale 

of the additional oil or gas recovered in the case of enhanced oil or gas recovery. 

However, geographic distribution and capacity is limited. In addition, plugging of 

abandoned wells in many mature fields began many decades ago when wells were simply 

filled with a mud-laden fluid. Therefore, the condition of wells penetrating the caprock 

must be assessed (Winter and Bergman, 1993) if CO2 is considered to be injected. 

When it comes to deep coal seams, the storage of CO2 is realized by that coal has a 

higher affinity to adsorb gaseous CO2 than methane and thus the injected CO2 in coal 

seams can displace methane, at the same time enhancing Coalbed methane (CBM) 

recovery. However, most CBM-producing wells in the world are less than 1000 m deep 

(Metz et al., 2005). 

Saline formations are deep sedimentary rocks saturated with formation waters or 

highly mineralized brines which have a relatively high affinity for CO2. Those aquifers 

with a confining layer that serves as a cap-rock exist in many places. Their storage 

capacities are significantly higher than those of oil and gas reservoirs and they are more 

likely to be found close to large CO2 point sources. However, these sites are still 

relatively poorly understood regarding their properties and characteristics compared to oil 

and gas fields and thus, the risk of encountering unknown faults or fractures is higher 

than that in oil and gas reservoirs which have been previously exploited. Therefore, 

additional research is required.  

The IPCC report suggests that CO2 could be isolated for millions of years in 

optimized managed geological storage sites, and the sites are likely to retain over 99% of 

the injected CO2 over 1,000 years (Metz et al., 2005). Furthermore, about 6,000 square 

miles of suitable rock formations in the U.S. have been mapped and they could be used to 

store 500 years worth of U.S. CO2 emissions. 

2) Ocean storage 

Another possible option of the disposal of CO2 is storing it in the deep oceans. The 

ocean is the largest reservoir for carbon and the largest part being in the form of deep 

carbonate sediments. The captured CO2 would be injected into the deep ocean through 
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pipeline. Various methods have been proposed including (Brewer et al., 1999; Metz et al., 

2005), directly depositing CO2 onto the sea floor at depths greater than 3,000 meters 

where CO2 is denser than sea water to form a lake of liquid CO2 on the seabed, 

converting CO2 to bicarbonates with the use of limestone, and storing CO2 in solid 

clathrate hydrates structures, which already exist on the ocean floor, implying permanent 

CO2 storage.  

Numerical models of the ocean indicate that placing CO2 in the deep ocean would 

isolate most of the CO2 from the atmosphere for several centuries, but over longer times 

the ocean and atmosphere would equilibrate. Relative to atmospheric release, direct 

injection of CO2 into the ocean could reduce maximum amounts and rates of atmospheric 

CO2 increase over the next several centuries. Direct injection of CO2 in the ocean would 

not reduce atmospheric CO2 content on the millennial time scale (Hoffert et al., 1979; 

Kheshgi et al., 1994). 

The likely environmental impact of oceanic storage is not well understood, but it is 

generally considered to have negative effects because large concentrations of CO2 could 

kill ocean organisms and because dissolved CO2 would eventually interact with the 

atmosphere due to a leakage issue. Moreover, carbonates of CO2 as H2CO3 also cause an 

increase in the acidity of ocean water, which might have significant negative impact on 

the nearby ecosystems.  

 

2.1.2 Mechanisms for geologic storage of CO2 

Carbon dioxide can be retained in geologic formations by the following four 

mechanisms (Hitchon, 1996; Dooley, 2006; Mazumder et al., 2006): first, CO2 can be 

trapped as a supercritical fluid under a low permeability caprock. This process is 

commonly called hydrodynamic trapping and relied on the physical displacement of pore 

fluids. Second, CO2 can dissolve into the fluids present in the formation, referred to as 

solubility trapping. Third, CO2 can react directly or indirectly with the brine and minerals 

in the geologic formation leading to the precipitation of secondary carbonate minerals 

referred to as mineral trapping. Fourth, in coal seams, methane molecules are sorbed 

within the coal matrix; however, since the chemical bond between the coal and CO2 is 

favorable, CO2 will replace methane when it is injected into a coal layer. This mechanism 
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is referred to as CO2 sorption on coal. Sorption of CO2 causes coal swelling and can have 

a detrimental effect on its permeability (Mazumder et al., 2006). The first three 

mechanisms are highly related to CO2 storage in deep saline aquifers and thus are 

described below in more detail. 

Hydrodynamic trapping refers to storage of free CO2 in the pore spaces of 

sedimentary layers and the transport of that CO2 away from the surface by regional 

groundwater flow (Bachu et al., 1994). Free CO2 is the main form of storage during 

injection, which can last 30-50 years. The injected CO2 is subject to injection-related 

hydrodynamic gradients and to buoyancy forces. The latter may cause CO2 to form a 

rising and laterally-spreading plume until it meets a confining layer that hinders its 

vertical rising. Provided a near horizontal confining layer and relatively small density 

difference between the brine and CO2, the CO2 will travel with regional groundwater 

flow (Bachu et al., 1994), unless faults or other high permeability zones in the 

stratigraphical cap-rock provide escape routes to the surface. The increasing pressure 

required for reasonable rates of CO2 injection and buoyancy forces can widen small 

fractures, increasing the risk for CO2 escape (Saripalli and McGrail, 2002; Klusman, 

2003). 

Solubility trapping refers to the CO2 that dissolves into the brine. The CO2-brine 

solution has a density greater than brine alone preventing buoyant flow of the CO2 toward 

the surface, even along high permeability vertical pathways such as faults. Most models 

of solubility trapping assume instantaneous equilibrium between the brine and free CO2. 

The solubility of CO2 varies as a function of pressure, temperature, and salinity. 

Numerous models for CO2 solubility in aqueous solutions have been published to 

describe this relationship (Pruess and Garcia, 2002; Duan and Sun, 2003; Spycher et al., 

2003; Xu et al., 2004b; and McPherson and Cole, 2005), though few deal with high ionic 

strength, multi-component brines. 

The extent to which CO2 dissolves into the brine is influenced by the migration of 

the CO2 front and by the rate of dispersion and diffusion of CO2. Viscous fingering and 

buoyancy flow, which tend to limit the storage of free CO2, may increase solubility 

trapping by increasing the surface area of the brine-CO2 contact, allowing more rapid 

solution. In addition, diffusion of CO2 into the brine can set up reverse density gradients 
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that lead to convective mixing and increased rate of dissolution of free CO2 (Lindeberg & 

Wessel-Berg, 1997). 

Through these processes, dissolved CO2 becomes the dominant form of CO2 

storage in aquifers over periods of tens to hundreds of years following injection (Weir, 

1995). Over these timescales the CO2 disperses (Law & Bachu, 1996) by dispersion and 

diffusion, and dissolution into the brine (Lindeberg & Wessel-Berg, 1997). Continued 

migration and dispersion drive both free and dissolved CO2 toward zero (McPherson & 

Cole 2000). 

Mineral trapping is the fixing of CO2 in carbonate minerals due to geochemical 

reactions among aquifer brines, formation minerals, and aqueous species of CO2. The 

mass of CO2 sequestered as carbonate minerals is sensitive to formation mineral and 

aquifer brine composition, pressure, temperature, and brine-rock ratio. Time is also 

important because mineral trapping reactions take hundreds to thousands of years and 

more to complete (Gunter et al., 1997). 

Dissolution of carbonate minerals does not lead to mineral trapping of CO2 (Gunter 

1993). However, carbonate dissolution, and other mineral precipitation and dissolution 

reactions can affect sequestration capacity by altering the permeability of the aquifer near 

the injection site. 

 

2.1.3 Why saline aquifers? 

Deep saline aquifers provide no economic return for CO2 injection, but CO2 

sequestration in deep saline aquifers is an especially appealing option due to closed 

structural traps, the great abundance of injection sites, huge potential storage capacity, 

close proximity to power-plant sources of CO2, and technical feasibility (Hitchon et al. 

1996; Bruant et al., 2002; Bachu, 2003; Bachu, 2008; Benson and Cole, 2008). Deep 

aquifers potentially have CO2-storage capacities sufficient to hold many decades worth of 

CO2 emissions. In the United States, deep saline aquifers have a larger potential storage 

capacity than any other type of sedimentary formation, with estimates as high as 3630 Gt 

of CO2 storage. Table 2.1 summarizes the range of capacity estimates and the main 

trapping mechanisms and storage safety and environmental risk for different geological 

sequestration methods of CO2. 
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Table 2.1 Summary of storage capacity and main trapping mechanisms for different 
storage options 

Formation 
Trapping 
mechanisms 

The US 
(Gt CO2) 

Worldwide 
(Gt CO2) 

Storage 
integrity 

Environmental 
risk 

Saline 
Aquifers 

Hydrodynamic, 
dissolution, 
mineralization 

3630 9500 Average Average 

Depleted Oil + 
Gas 
Reservoirs 

Hydrodynamic, 
dissolution, 
mineralization 

12+35 120+700 High Low 

Deep 
Unmineable 
Coal Seams 

Primarily 
chemical 
adsorption 

30 
 

140 Average Average 

Deep Saline 
Filled Basalts 
Formations 

Hydrodynamic, 
dissolution, 
mineralization 

240 
 

NA Average Average 

Ocean 
Dissolution, 
mineralization 

NA 1000–10,000 Medium High 

Source: Adapted from Dooley, J. J. (2006) and Shukla et al. (2010) 

 

Sleipner is the world's first and largest deep saline formation storage project. This 

project has captured and stored approximately one million tonnes of CO2 per year since 

1996. At Sleipner, the CO2 is compressed and injected into the 250 m thick aquifer 800 m 

below the seabed. There are currently two other large storage sites in deep saline 

formations: In Salah, Algeria (since 2004), and Snøhvit, Barents Sea (since 2008). The 

Gorgon project in Australia is expected to start operation in 2015 and last for 

approximately 40 years and is so far known as the largest CO2 storage project in the near 

future. CO2 will be injected to a depth of approximately 2.3 km into a deep saline 

formation below Barrow Island, with an injection rate of 3.4 million tonnes of CO2 per 

year. 

However, these existing projects are small by comparison with the size of projects 

required to store gigatonnes of CO2 within a decade (Haszeldine, 2009). Full-scale 

projects are anticipated to be five-to-ten million tonnes or more per year per site. The 

summary of the projects is shown in Table 2.2. 
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2.2  Flow regimes in porous media  
Due to the wide distribution of pore sizes and shapes in any naturally occurring 

porous media, the difference in fluid properties, and the huge variations in the flow rates, 

several different flow patterns can be distinguished for the fluid flow in porous media. 

Analogous to flow in pipes and conduits, several researchers (Holditch et al., 1976; Basak, 

1977; Dybbs and Edwards, 1984; Seguin et al., 1998; Yazdchi et al., 2010) have tried to 

define a flow pattern map in porous media to distinguish different flow behaviors and to 

predict the onset and termination of certain flow type. Typically for flow in pipes and 

conduits, the Reynolds number is used to delineate flow regimes. Laminar flow occurs 

when Reynolds number is less than 2300 implies, while a greater number implies the 

onset of turbulent flow. Due to previous belief that non-Darcy flow in porous media was 

similar to turbulent flow in a conduit, the Reynolds number for identifying turbulent flow 

in conduits was adapted to describe non-Darcy flow in porous media. In porous media 

however, there is no clear Reynolds number that defines the transitions between different 

flow patterns. The non-linearity experienced in non-Darcy flow is a result of inertia 

effects instead of turbulent effects. Therefore, non-Darcy flow is known to occur at a 

much more lower Reynolds number in porous media. The Reynolds number in porous 

media is given by  

Re
dvρ
µ

=       (2.1) 

where d is the average grain diameter of the grains in the porous media, ρ  is the fluid 

density, µ is the viscosity and v is the Darcy velocity. Since the Reynolds number is 

commonly associated with the difficulty to define and determine the characteristic length 

used, especially for porous media with complex soil matrix structure, a new Reynolds-

number-based Forchheimer number is proposed (Green et al., 1951; Ma et al., 1993; 

Andrade et al., 1999;) for media with Forchheimer flow and expressed as  

k v
f

ρ β
µ

=       (2.2) 

This equation is essentially another Reynolds number with the characteristic length 

defined as βk, which is equivalent to the diameter d in Equation 2.1. 



 16 

In the literature, different flow patterns have been observed (Holditch et al., 1976; 

Basak, 1977; Dybbs and Edwards, 1984; Seguin et al., 1998; Yazdchi et al., 2010) 

because of the difference in the flow velocity and in the nature of the porous media. 

Therefore, different versions of flow pattern maps can be found in the literature. For 

example, four major flow regimes were distinguished for the fluid flow in porous media, 

proposed by Dybbs and Edwards (1984) using laser anemometry and visualization 

technique and described as follows. 

 

Table 2.2 Summary of operating (or soon to be operating) commercial CO2 projects for 
deep saline aquifers 

Project/Location 
 Operator Injection 

Start Date 

Annual 
Injection 
Rate 

Total 
Planned 
Storage 

SLIEPNER/ North sea StatoilHydro 1996 1 Mt/yr 20 Mt 

IN SALAH /Algeria 
Sonatrach, 
BP,StatoilHydro 

2004 1.2 Mt/yr 17 Mt 

SNOHVIT /Norway StatoilHydro 2008 0.7 Mt/yr 23 Mt 
Weyburn / Canada EnCana, IEA 2000 1 Mt/yr 20 Mt 
LEUCADIA /Louisiana Leucadia Energy 2014 4.5 Mt/yr - 

BELCHATOW/ Poland 
PGE Elektrownia 
and Alstom 

2014-2015 1.8 Mt/yr - 

FORT NELSON/Canada 
 

Plains CO2 Reduction 
(PCOR) Partnership 
Spectra Energy 

2013-2015 1.2 Mt/yr 6 Mt 

GORGON / Australia Chevron  2015 3.4 Mt/yr 125 Mt 
QUEST / Canada Shell Canada 2015 1.2 Mt/yr - 
 

i. Darcy flow 

Darcy or laminar flow where the flow is dominated by viscous forces and the 

pressure gradient varies strictly linearly with the flow velocity. The Reynolds 

number for this flow pattern is less than 1.  

ii.  Forchheimer flow 

At increasing Reynolds number, a transition zone is observed leading to flow 

dominated by inertia effects. This flow regime begins in the range Re=1~10. This 

laminar inertia flow dominated region persists up to a Reynolds number of ~150.  

iii.  Forcheheimer-turbulent transition flow 

An unsteady laminar flow regime for Re =150 ~ 300 is characterized by occurrence 

of wake oscillations and development of vortices in the flow profile.  
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iv. Turbulent flow 

A highly unsteady and chaotic flow regime for Re > 300, it resembles turbulent 

flow in pipes and is dominated by eddies and high head losses.  

Another version of flow pattern map was proposed by Basak (1977), who included 

a pre-Darcy zone but removed the Forchheimer-turbulent transition flow regime from his 

flow pattern map, as can be seen from the diagrammatic representation of the flow 

regimes in a porous media in Figure 2.1. 
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Figure 2.1 Flow regimes in porous media (Re-plotted after Basak (1977)) 
 

2.3  Flow transition criterion 
Fluid flow through porous media is an important aspect of many applications in 

petroleum engineering, environmental hydrogeology and more recently in applications 

such as CO2 sequestration and storage. For the successful design and operation of 

projects in these areas, it is essential to accurately describe the behavior of fluid flow 

through porous media. In general this behavior is characterized by Darcy’s law. 

According to Darcy’s law, the pressure gradient is linearly proportional to the fluid 

velocity in the porous media. For this condition the one-dimensional Darcy equation can 

be written as 

v

k

µφ−∇ =        (2.3) 
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where φ  is the flow potential, µ is the viscosity, v is the Darcy velocity, and k is the 

intrinsic permeability.  

In certain applications deviations of fluid flow behavior from Darcy’s law have 

long been observed (Chilton et al., 1931; Green et al., 1951; Ergun, 1952; Tek et al., 1962; 

Scheidegger, 1972; Katz and Lee, 1990; Andrade et al., 1999; Zeng and Grigg, 2006). To 

describe these cases various terms, such as non-Darcy flow, turbulent flow, inertial flow, 

high velocity flow, nonlinear flow, etc., have been used (Firoozabadi and Katz, 1979). In 

the literature we see many attempts to redefine the Darcy equation for these cases. For 

example, Forchheimer (1901) added a second order velocity term to represent the 

microscopic inertial effect, and modified the Darcy equation into the Forchheimer 

equation, 

+  
v

v v
k

µφ βρ−∇ =       (2.4) 

where ρ  is the fluid density,β  is the Forchheimer coefficient which may appear under 

other identifiers such as the Forchheimer coefficient, the inertial coefficient, the non-

Darcy coefficient, the velocity coefficient and the turbulence factor. 

The criterion for the transition between Darcy flow and Forchheimer flow is 

described in terms of two different criteria: (i) one of which uses the Reynolds number 

(Type-I) defined by Equation (2.1); and, (ii) the other is the Forchheimer number (Type-

II) expressed as Equation (2.2). The Type-I criterion has been applied mainly in columns 

of packed particles in which characteristic length, usually the representative particle 

diameter, is available, while the Type-II criterion has been used mainly in numerical 

models. When compared with the Reynolds number, the critical merit of the Forchheimer 

number is the consistent definition and the physical meaning of the variables involved 

while the Reynolds number is commonly associated with the difficulty to define and 

determine the characteristic length used, especially for porous media with complex 

matrix structure. 

The earliest work on the criterion for non-Darcy flow behavior in porous media 

was done by Chilton and Colburn (1931), who conducted fluid flow experiments on 

packed particles, and first defined the Reynolds number in porous media as Equation 
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(2.1). Their experiments show that the critical Reynolds number for non-Darcy flow to 

become significant is in the range of 40–80. 

Fancher and Lewis (1933) flowed crude oil, water, and air through unconsolidated 

sands, lead shot, and consolidated sandstones and showed that non-Darcy flow occurs at 

Re=10-1000 in unconsolidated porous media and at 0.4−3 in loosely consolidated rocks 

by using Chilton and Colburn’s definition of the Reynolds number. By including porosity, 

Ergun (1952) modified Chilton and Colburn’s definition and determined a critical value 

of Re=3–10 from their experiments with gas flow through packed particles. 

Realizing the difficulty of determining the particle diameter, Green and Duwez 

(1951) conducted nitrogen gas flow experiments through four different porous metal 

samples, first proposed the Forchheimer number expressed in Equation (2.2) and 

observed that non-Darcy behavior started when the Forchheimer number is 0.1-0.2. 

Since the late 1980s, numerical modeling on this topic has increased rapidly. Blick 

and Civan (1988) used a capillary–orifice model to simulate fluid flow in porous media 

and concluded that the critical Reynolds number defined in Equation (2.1) for non-Darcy 

behavior is 100. Du Plessis and Masliyah (1988) used a representative unit cell to model 

fluid flow in porous media and derived a relationship between porosity and tortuosity, 

which further led to a correlation between Reynolds number and tortuosity. Their results 

show that a critical Reynolds number can be from 3 to 17. 

Ma and Ruth (1993) numerically simulated non-Darcy behavior using a diverging–

converging model. After defining both the Reynolds and Forchheimer number, they 

found that the critical Reynolds number is 3–10 while the corresponding Forchheimer 

number is 0.005–0.02. Andrade et al. (1998) modeled fluid flow in a disordered porous 

media. Following the definition of Equation (2.2), they showed that the critical 

Forchheimer number is 0.01–0.1.Thauvin and Mohanty (1998) used a network model to 

simulate the porous media, whose result shows that critical Reynolds number is 0.11. 

In summary, critical values for non-Darcy flow vary from 1 to 100 for the Type-I 

criterion, and from 0.005 to 0.2 for the Type-II criterion. A more detail summary of the 

single phase transition criterion between Darcy flow and Forchheimer flow can be found 

in the literature (e.g., Chilton et al., 1931; Green et al., 1951; Ergun, 1952; Ma et al., 

1993; Andrade et al., 1999; Zeng and Grigg, 2006) while there is very few discussion on 
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the criterion for multiphase transition. The determination of the critical value for the 

transition is usually based on experimental data, with some based on theoretical 

derivation for single phase flows (Ahmed et al., 1969; Ma et al., 1993; Andrade et al., 

1999). Most of  the experimental data are from gas flooding experiments (e.g., Chilton et 

al., 1931; Green et al., 1951) with few from water flooding experiments (e.g., Sobieski 

and Trykozko, 2012). During the procedure, usually a curve for the friction factor (the 

formulas is dependent of the physical phases of the fluid) versus the Forchheimer (or 

Reynolds) number is plotted and the critical value for the transition between Darcy and 

Forchheimer flows is selected based on the Forchheimer (or Reynolds) number when the 

linear relationship between the two variables begins to deviate. 

 

2.4  The Forchheimer coefficient β, its measurement and correlations 
Due to diversity in experimental procedure, fluids used for the experiments, 

geological formations and pore geometry of porous media matrix, there is variability in 

the definitions and correction formulas used for the Forchheimer coefficientβ in the 

literature. Both theoretical and empirical corrections of the Forchheimer coefficient will 

be reviewed. Since no theoretical equations for multiphase have been found so far, the 

review on the theoretical equations will be focused on single phase only while the review 

on the empirical equations will be divided into two parts, one for single phase and the 

other for multiphase case. 

2.4.1 Theoretical equations 

The theoretical corrections of the Forchheimer coefficient are based on the method 

using capillaric models to describe fluid flow through porous media, for which a detail 

summary can be found in Scheidegger (1953, 1974) and Bear (1988). Those capillaric 

models can be further divided into parallel and serial models. In the parallel model, the 

porous medium is assumed to be made up of a bundle of straight, parallel capillaries of 

uniform diameter. Based on the work of Ergun et al. (1949) and Polubarinova-kochina 

(1952), Li and Engler (2001) derived an equation for the Forchheimer coefficient for a 

parallel model given by  
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      (2.5) 

where C is a constant and K and θ are intrinsic permeability and porosity, respectively. In 

serial type model, the pore space is assumed to be serially lined up and capillaries of 

different pore diameter are set to be aligned in series. Li et al. (2001) also proposed a 

correction for a series model based on the work of Scheidegger expresses as 

'C

K

τβ
θ

=      (2.6) 

where  'C is a constant and τ is the tortuosity of the medium. 

2.4.2 Empirical equations 

1) single phase 

Despite the great diversity in the correction formulas for the Forchheimer 

coefficient, permeability is the key parameter in all the corrections while porosity and 

tortuosity are the main parameters and may be included in the formulas as well. 

Therefore all the empirical equations for the Forchheimer coefficient can be summarized 

in a general expression as described by  

d

b c

a

K

τβ
θ

=      (2.7) 

where a, b, c and d parameters vary with different formulas. Table 2.3 shows a summary 

of correction formulas based on Equation (2.7) from the literature. It needs to be noted 

that this is not an exhaustive listing and the corrections listed here are only the important 

ones. A more detailed review of this subject can be found in Li and Engler (2001) and 

Lopez-hernandez et al. (2004). 

2) multiple phases 

As for the multiphase flow, Geertsma (1974) is the first to develop an expression 

for the Forchheimer coefficient for two-phase flow, by stating that the permeability used 

in single phase flow should be replaced by the effective permeability for two-phase flow 

and the porosity used in single phase flow should be modified to be the product of 

porosity and the corresponding phase saturation with the equation for non-wetting phase 

Forchheimer coefficient given as, 
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From equation (2.8), we can see that the Forchheimer coefficient for the non-

wetting phase increases when the water saturation increases. Several other authors (Wong, 

1970; Coles and Hartman, 1998; Grigg and Hwang, 1998; Evans et al., 1987; Evans and 

Evans, 1988) also found that the Forchheimer coefficient for non-wetting phase increased 

with increased wetting phase saturation.  

 

Table 2.3 A list of correction formulas for the Forchheimer coefficient 
 

Equation a b c d 
Unit/ 
β 

Unit/
K 

Source 

Jones 6.15E+10 1.55 0 0 1/ft md* Jones, 1987 
Pascal et al. 4.8E+12 1.18 0 0 1/m md Pascal et al., 1980 
Cooke_sand 8/12 5.38E+11 1.24 0 0 1/ft md Cooke, 1973 
Cooke_sand 10/20 8.51E+11 1.34 0 0 1/ft md Cooke, 1973 
Cooke_sand 20/40 3.41E+12 1.54 0 0 1/ft md Cooke, 1973 
Cooke_sand 40/60 2.14E+12 1.60 0 0 1/ft md Cooke, 1973 
Martins et al. 8.32E+09 1.04 0 0 1/ft md Martins et al., 1990 
Ergun 4.24E+04 0.50 1.50 0 1/m md Ergun et al., 1949 
Janicek and Katz 1.82E+08 1.25 0.75 0 1/m md Janicek et al., 1955 
Geertsma 5.00E-03 0.50 5.50 0 1/cm cm2 Geerstma, 1974 
Coles et al. 2.49E+11 1.79 -0.54 0 1/ft md Coles et al., 1998 
Li et al. 1.39E+07 0.85 1.15 0 1/cm md Li et al., 2001 
Tek et al. 5.50E+09 1.25 0.75 0 1/m md Tek et al.,1962 
Macdonald et al. 4.52E+04 0.50 1.50 0 1/m md Macdonald et al., 1979 
Cooper et al. 5.62E-04 1.02 0 1.94 1/cm cm2 Cooper et al., 1999 
Thauvin et al. 1.55E+04 0.98 0.29 3.35 1/cm D Thauvin et al., 1998 
Liu et al. 8.91E+08 1 1 1 1/ft md Liu et al., 1995 

*millidarcy 

Based on experimental and analytical investigations, Kutasov (1993) proposed the 

following equation to estimate β for gas phase for both situations: with a mobile liquid 

saturation and with an immobile liquid saturation, expressed as 

( ) ( )0.5 1.5

1432.6
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θ
=

−
    (2.9) 

where β is in 1/cm, Kg is gas effective permeability in Darcy, and Sw is water saturation. 

It needs to be noted that the effective permeability is the product of the relative 

permeability and absolute permeability.  
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Graves (1994) obtained 407 data points from their experiments and the data 

obtained by Cornell and Katz (1953), Geertsma (1974) and Evans et al. (1987) and found 

the following empirical correlation for β 

( ) ( )
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1.55

2.11 10

(1 )
g

g wk S
β

θ
×=

−
    (2.10) 

where is in 1/ft and Kg is gas effective permeability in millidarcy (md). 

Recently, Ahmadi et al. (2010) further adapted Liu’s equation to two-phase 

conditions yielding, 
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62.923*10
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More recently, Zhang and Aral (2013) argued that it is necessary and more 

physically sound to include the saturation term in the denominator of the correction 

equation, as Equation (2.8), (2.9) and (2.10) do. Otherwise, the direct change in the 

Forchheimer flow coefficient due to saturation difference cannot be precisely described if 

one uses an equation like Equation (2.11). Therefore, they adopt a correction based on the 

following equation which incorporates the direct impact of saturation on the Forchheimer 

flow coefficient to analyze the Darcy-Forchheimer flow behavior near the well-bore area 

during CO2 injection into deep saline aquifers 
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where Cβ  is a numerical constant having the unit of a length (e.g., m).  

 

2.5  Non-Darcy flow modeling 
Numerical modeling of non-Darcy flows began in the 1960s; some of the pioneer 

workers include Smith (1961) and Ramey (1965), who investigated the effects of gas 

flow on well testing. Researchers in recent times are looking for newer and better ways of 

modeling fluid flow in porous media while integrating the non-Darcy effects into the 

numerical models. The non-Darcy flow is also referred to Forchheimer flow in the 

literature (Civan and Evans, 1993; Ewing et al., 1999; Barree and Conway, 2004, 2005, 

2007). Recently, realizing the importance of the non-Darcy flow in industrial applications, 
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many authors (Bennethum et al., 1997; Ewing et al., 1999; Belhaj et al. 2003; Schmidt, 

2004; Su (2004); Jamiolahmady et al. (2006); Barree and Conway, 2007; Ahmadi and 

Arani, 2008; Wu et al., 2011; Zhang et al., 2012; Zhang and Aral, 2013) have come up 

with different modeling approaches, especially for modeling multiphase non-Darcy flow. 

Hassanizadeh and Gray (1987) first derived the Forchheimer equation for single-

phase flow using hybrid mixture theory, and discussed the origin of the onset of such 

nonlinearity. A decade later, Bennethum and Giorgi (1997) derived a Forchheimer-type 

equation for two-phase flow through an isotropic porous medium using hybrid mixture. 

Ewing et al. (1999) developed a numerical model for the description of the non-Darcy 

multiphase flow through isotropic porous media including well equations for high 

velocity flow described by the Forchheimer equation. The equations can be used for the 

case of isotropic porous material and fully penetrating vertical wells. Belhaj et al. (2003) 

derived a new expression for the diffusivity equation based on the Darcy-Forchheimer 

equation (e.g., Equation (2.4)) in two dimensions and compared the numerical simulation 

to their experimental results. Based on the comparison, they concluded that the 

Forchheimer model gave more realistic result for all ranges of pressure gradients, flow 

rates, permeabilities, porosities, viscosity and fluid density.   

Barree and Conway (2004) performed an experimental analysis of the non-Darcy 

flow through porous media and represented the Forchheimer equation in a form similar to 

the Darcy equation as given by 

 -
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     (2.13) 

Su (2004) in his publication detailed how non-Darcy flow modeling can be 

integrated into a reservoir simulator, especially for multiphase flow modeling. His model 

also proposed the Darcy-Forchheimer equation for each phase flowing in the reservoir; 

his phase based non-Darcy flow equation is given as 

   ;   ,  
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µφ β ρ α−∇ = + =   (2.14) 

In the study, he used a cell-to-cell non-Darcy flow resistance flux factor to multiply the 

Darcy flow flux term. Su applied his model to both oil and gas well, based on the result 
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of his simulations he pointed out that Darcy-Forchhiemer can be applied to a multiphase 

system and the model can be easily integrated with a full blown numerical simulator.  

Jamiolahmady et al. (2006), when modeling flow in a crushed perforated rock, 

developed a mathematical model based on Equation (2.4). From the equation, they 

obtained the same expression for the velocity as Equation (2.13).The expression was 

solved based on the finite element method used in the Femlab (COMSOL Multiphysics) 

mathematical modeling software. 

Barree and Conway (2007) extended Equation (2.13) to multiphase flow conditions 

and proposed a new Forchheimer type equation for the description of non-Darcy flow for 

a even higher flow velocity. Wu et al. (2011) supported and discussed the Barree-Conway 

approach for modeling multiphase non-Darcy flow through porous media. 

Lasseux et al. (2008) derived the macroscopic model for two-phase, incompressible, 

Newtonian fluid flow with the inertial effects (non-Darcy effects) through homogenous 

porous media from the continuity and Navier–Stokes equations using the method of 

volume averaging.  In a later study by Ahmadi et al. (2010), non-Darcy inertial two-phase 

incompressible and non-stationary flow in heterogeneous porous media is analyzed using 

numerical simulations and saturation fields are shown to have a structure markedly 

different from the classical case without inertia effects. 

In a recent study by Zhang et al. (2012), non-Darcy flow behavior for single phase 

is described using the Forchheimer equation, and the Forchheimer number is used to 

determine if the flow is of Darcy or Forchheimer. The results show that when 

Forchheimer flow in the near-well region is considered, both the fluid velocity and the 

wellbore pressure are much different than the Darcy flow velocity and pressure 

conditions. 

More recently, in a study by Zhang and Aral (2013), a generalized Darcy-

Forchheimer multiphase flow model is used for the analysis of two-phase fluid flow 

where flow characteristics may transition between Darcy and Forchheimer flow behavior 

by comparing the Forchheimer number to the critical Forchheimer number for each phase. 

The proposed approach is demonstrated for a problem in which the injection of CO2 into 

a deep saline aquifer is analyzed. The simulation results show that the proper 

identification of Forchheimer flow domain can improve the characterization of 
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displacement efficiency of the immiscible fluid. This in turn improves the proper 

identification of the storage capacity of saline aquifers for the same injection rate and 

volume at a site.  

 

2.6  Effects of co-injected impurities on CO2 geological storage 
From Table 2.4 it can be seen that the impurities vary with the sources and 

separation methods of CO2 streams. The data are provided by IEA GHG, based on 

CO2 quality recommended for the evaluation under the COORETEC study for fossil-

fueled power plants (Kather, 2009). Reductive impurities such as H2, H2S and CH4 are 

present in pre-combustion streams while oxide impurities, including nitrogen oxides 

(NOx) and sulfur oxides (SOx), are present in oxyfuel and post-combustion streams. 

Although the composition spectra may vary, the types of impurities in the other scenarios 

would be largely the same, as long as the CO2 is from burning fossil fuels (IEAGHG. 

2011). 

 

Table 2.4 Compositions of CO2 streams (Kather, 2009) 
Pre-combustion Post-combustion Oxyfuel Component 
Selexo

l 
Rectiso

l 
Comp.

1 
Comp.

2 
Comp.

3 
Comp.

1 
Comp.

2 
Comp.

3 
CO2 (vol %) 97.95 99.7 99.93 99.92 99.81 85.0 98.0 99.94 
O2 (vol %) - - 0.015 0.015 0.03 4.70 0.67 0.01 
N2 (vol %) 0.9 0.21 0.045* 0.045* 0.09* 5.80 0.71 0.01 
Ar (vol %) 0.03 0.15    4.47 0.59 0.01 

H2O (ppmv) 600 10 100 100 600 100 100 100 
NOx (ppmv) - - 20 20 20 100 100 100 
SO2 (ppmv) - - 10** 10** 20** 50 50 50 
SO3 (ppmv) - -    20 20 20 
CO (ppmv) 400 400 10 10 20 50 50 50 

H2S+COS(ppm
v) 

100 100 - - - - - - 

H2 1 
vol% 

20 ppm - - - - - - 

CH4 (ppmv) 100 100 - - - - - - 
NH3 (ppmv) - - - 50 - - - - 

CH3OH (ppmv) - 200 - - - - - - 
*Total concentration of N2 + Ar 
**Total concentration of SO2 + SO3 
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When it comes to the effects of the impurities on pipeline transport, Seevam et al. 

(2007) discussed the potential effects of impurities on pipeline transport, in terms of 

recompression distance, flow assurance, and phase equilibrium. Oosterkamp and Ramsen 

(2008) gave an overview for offshore pipelines and summarized a number of 

uncertainties related to impurities, including corrosion, degrading of non-steel materials, 

lack of measurement data, water solubility, modeling, chemical reactions between 

impurities, and allowable impurity levels for pipeline transport. Regarding the allowable 

impurity levels, there have been recommendations by the European project DYNAMIS 

on CO2 quality for transporting of CO2 streams from pre-combustion and post-

combustion processes (de Visser et al., 2008; 2009). The considerations for setting the 

concentration limits are also given based on both technical and safety perspectives from 

the transport point of view. The impurity levels considered by IEA GHG are within or 

lower than the limits recommended by DYNAMIS, except for the levels of O2, N2 and Ar 

from oxyfuel combustion. 

With regard to the subsurface side, the impact of H2S co-injected with CO2 has 

been successfully carried out for years (see, e.g., Bachu and Gunter, 2004; Bachu, 2008), 

with a major conclusion that H2S is less reactive than SOx and NOx because of its lower 

acidity and low concentration level. Therefore, even relatively large amounts of co-

injected H2S prove not to be problematic for a CO2 injection process. Besides, H2S is not 

present in CO2 streams from oxyfuel combustion.  

Numerical studies on the effect of SO2 on CO2 injectivity have been performed by 

Palandri and Kharaka, (2005), Knauss et al.(2005), Xu et al. (2007), Bacon et al. (2009), 

Jacquemet et al. (2009), and Ellis et al. (2010). For example, Palandri and Kharaka (2005) 

presented simulation results for the effect of co-injected H2S and SO2 on 

CO2 sequestration and concluded that, with an excess of sulfur relative to CO2, the iron 

can be transformed almost entirely into siderite while the sulfur is converted 

predominantly into H2SO4. The applicability of this study, however, depends on the 

availability of the ferric iron in the formations. Brine acidification induced by SO2 co-

injected with CO2 has been predicted based on numerical simulations (Ellis et al., 2010), 

where 1% SO2 is predicted to decrease the pH of the brine from 4.6 in the case of 
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CO2 alone to 1 – 2.5, depending on reaction and rate-limiting mechanisms. However, the 

effect of mineral buffering is not considered in the prediction.  

Through these studies SO2 is shown to result in dissolution of minerals in the 

injection zone and precipitation downstream, causing significant decrease of rock 

porosity and hence CO2 injectivity (Xu et al., 2007). However, SO2 is far less reactive 

when it is dry and the impact of SO2 on the reduction of rock porosity and injectivity 

appears much smaller than previously thought (IEAGHG. 2011), because its contact with 

water is limited due to the formation of a desiccation or dry-out zone (e.g., Gaus et al., 

2008; Pruess and Müller, 2009; Pruess, 2009) resulting from the injection operations 

where SO2 migrates with CO2 in an immiscible plume. IEAGHG (2011) also concluded 

that NOx would also promote dissolution of minerals, but would not cause precipitations 

and reduction of rock porosity and that SOx and NOx increase dissolution of carbonate 

rocks and aluminosilicate rocks but the impact on the caprock integrity would not be 

significant since the concentration levels are relatively small. 

Bachu et al. (2009 a, b) investigated chromatographic partitioning of impurities 

under CO2 injection conditions. Although O2 and Ar have not been investigated with 

regard to the partitioning phenomenon, IEAGHG (2011) proposed that Ar impurity may 

serve as a trace species for monitoring CO2 leakage because noble gases including Ar 

have long been used in volcanic gas monitoring (e.g., Magro and Pennisi, 1991). 

Sass et al. (2009) discussed a number of issues concerning storage of flue gas from 

oxy-fuel combustion, where CO2 content is below 80%, including reduction of storage 

capacity and permeability by non-condensable gases, increase of injection pressure, 

reduction of injection lifetime due to precipitation of solids such as calcium sulphate, etc. 

However, no quantitative results are presented. 

de Visser et al. (2009) pointed out that the presence of impurities in the CO2 lowers 

the density of the CO2 stream, and thus decreases the amount of CO2 stored per unit 

volume of storage space. As a consequence, the storage efficiency decreases. IEAGHG 

(2011) quantitatively estimated that there is a maximum reduction of the storage capacity 

in a certain pressure range, where the capacity can drop to below 50% of the pure CO2 

cases. However, due to the compensation by increased viscosity the reduction of 

injectivity is smaller than that of storage capacity. IEAGHG (2011) also stated that the 
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higher buoyancy of impure CO2 streams would reduce the efficiency of CO2 dissolution 

in formation water and CO2 trapping in rock pores, and thus reduce the security of 

CO2 storage in the near to medium terms. The adverse effects on storage efficiency and 

security may be alleviated by increasing the depth of injection and storage. 

Several other effects of various impurities on CO2 include corrosion of well 

materials, hazardousness in the event of leakage, etc. Interested readers can refer to 

IEAGHG (2011) for a detail investigation about the effects of impurities on geological 

storage of CO2. 

To summarize, the most important effects of impurities on CO2 geological storage 

are as follows. 

First, the presence of non-condensable gases such as hydrogen (H2), argon (Ar), N2 

and O2 can significantly reduce the density of the CO2 stream. Therefore, the low density 

of the injected CO2 stream would lead to the inefficient utilization of pore space, reducing 

the amount of CO2 that can be stored at a particular storage location.  

Second, the presence of certain impurities such as hydrogen sulfide (H2S), NOx and 

SOx can reduce the pH of the formation water and consequently affect porosity and 

permeability of the geological formations, which might impact CO2 injectivity and 

caprock integrity. 

 

2.7  Geochemical modeling 
Carbon dioxide storage in a deep saline aquifer may lead to a variety of 

geochemical reactions concerning the injected CO2 and impurities and the original brine 

and rock minerals (Kaszuba et al., 2003, 2005; Xu et al., 2004a; Gaus et al., 2005; 

Giammar et al., 2005; Knauss et al., 2005; Kharaka et al., 2006; Andre et al., 2007). 

Investigating these reactions in the laboratory is both difficult and time consuming 

because of the high temperatures and pressures required to replicate natural systems as 

well as the (often) slow reaction rates of minerals (Gunter et al., 1997; Kaszuba et al., 

2003). Therefore, it is often more efficient to utilize computer modeling to investigate 

geochemical reactions. 

Up to now, four kinds of models are basically available to simulate mineral-brine-

CO2 reactions: equilibrium, path of reaction, kinetic, and reactive transport models. 
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Mineral equilibrium models and path of reaction models are used to calculate equilibrium 

solid phases and solution compositions for a given set of reactants based on a data set of 

equilibrium constants and activity coefficients. Equilibrium models calculate only the 

final state. Path of reactions models also calculate transitional phases along the way. The 

reaction path is the course followed by the equilibrium system as it responds to changes 

in composition and temperature. The measure of reaction progress is the non-dimensional 

variable, which varies from zero to one from the beginning to end of the path. However, 

these models do not provide information on the amount of time it takes to reach 

equilibrium or transition states. In Kinetic models, the rates at which minerals dissolve 

into or precipitate from the equilibrium system are set by kinetic rate laws. In this class of 

models, reaction progress is measured in time. The rate of dissolution or precipitation in 

the calculation depends on the variables in the rate law: the reaction’s rate constant, the 

mineral’s surface area, the degree to which the mineral is under-saturated or 

supersaturated in the fluid, and the activities of any catalyzing and inhibiting species. 

Reactive transport models are a natural marriage (Rubin, 1983; Bahr and Rubin, 1987) of 

the local equilibrium and kinetic models with the mass transport models traditionally 

applied in hydrology and various fields of engineering (e.g., Bird et al., 1960; Bear, 1972). 

The model results reflect the kinetic rate constants taken to describe chemical reaction, as 

well as the hydrologic properties assumed for the medium. 

Widely available geochemical modeling codes such as PATHARC (Hitchon 1996), 

PHREEQC (Parkhurst, 1995), SOLMINEQ (Kharaka et al. 1988), and Geochemists 

Workbench (Bethke 1996) have been used for equilibrium, path of reaction, and kinetic 

simulations of CO2 storage in aquifers. Because these models have no transport 

components, these studies simulate closed-system batch conditions and do not take into 

account the migration of CO2 through the aquifer (Gunter et al.1993, 1996, 1997). 

Studies using full-scale reactive transport codes to simulate the flow, dissolution, and 

reaction of CO2 are just becoming available (e.g. Johnson et al. 2001; Xu et al. 2003). In 

addition, experimental studies are investigating the kinetics of mineral-brine-CO2 

reactions to refine and test model reliability (Kaszuba et al. 2003; Liu et al. 2003; Shao et 

al., 2010). 
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In terms of geochemical modeling related to CO2 sequestration, various numerical 

investigations can be found in the literature. For example, Xu and Pruess (1998, 2001a); 

Xu et al. (2004b) have developed the Thermo-Hydraulic-Chemical (THC) code 

TOUGHREACT which combines geochemical reactions with multi-phase flow and used 

the simulator to investigate various kinds of issues related to CO2 sequestration (Pruess, 

2009; Puress et al., 2009; Xu et al., 2001a, 2003, 2004a, 2007). White et al. (2001) used 

reactive transport code CHEMTOUGH2 (White, 1995), a multi-component reactive flow 

code based on the porous media multi-phase mass and energy flow code TOUGH2 

(Pruess, 1991) to evaluate mineral trapping of CO2 in saline formations underlying the 

Colorado Plateau in the USA. They concluded that realistic estimates of the storage 

potential of such reservoirs can be obtained from these simulations. 

A two-dimensional mathematical sedimentary basin of the Powder River Basin was 

used for the simulations to evaluate resident times in possible aquifer storage sites and 

migration patterns in the Powder River Basin of Wyoming (McPherson and Lichtner, 

2001). These simulation results provided insight regarding the ultimate impact of 

permeability reductions versus permeability increases in the fracture zone associated with 

carbonate reactions. Gaus et al. (2003) performed PHREEQC 1D diffusive reactive 

transport simulations of dissolved CO2 in the cap-rock of the Utsira aquifer (Sleipner 

project) and suggested a slight decrease in porosity at the lower section of the cap rock. 

Clauser (2003) and Kühn et al. (2006) developed the numerical simulator SHEMAT (i. e. 

a Simulator for HEat and MAss Transport) to address the different features of geothermal 

and geochemical problems such as dissolution of the species, reaction between the rock 

and the formation fluids, coupling of porosity and permeability.  

Xu et al. (2004a) performed geochemical simulations with TOUGHREACT (Xu et 

al., 2004b) on three rock types to illustrate the mineral trapping capacity limitations. They 

concluded that mineral trapping can be comparable to the solubility trapping and the 

trapping capacity depends strongly on the mineral composition of the host rock. 

Furthermore, they found out that the addition of CO2 mass as secondary carbonates to the 

solid matrix results in decreased porosity, which in turn adversely affects permeability 

and fluid flow in the aquifer.  
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Johnson et al. (2004) introduced a methodology using NUFT (Nitao, 1995), a 

simulator for non-isothermal, multi-component, multi-phase flow and reactive transport, 

to couple the geo-mechanical and geochemical effects on sequestration. They found out 

that intra-aquifer permeability structure controls the path of immiscible CO2 migration by 

reducing vertical plume mobility and increasing it laterally, thus, enhancing the storage 

capacity. After 20 years, porosity and permeability have been reduced by 8 % and 22 %, 

respectively (due to magnesite precipitation).  

The most relevant mineralogical transformations occurring in the cap rock were 

described by Gherardi et al. (2007) using batch simulations accompanied by 1D and 2D 

modeling. The effect of these geochemical processes on physical properties such as 

porosity was studied. The simulation results showed that the CO2 leakage from the 

reservoir may have a strong influence on the geochemical evolution of the cap rock. 

More recently, Fan (2010) developed an element-based formulation to include both 

equilibrium and kinetic reactions into the fully coupled system for reactive flow modeling. 

He also developed a new generic representation of reaction terms, allowing simultaneous 

modeling of homogeneous and heterogeneous reactions within or among phases (i.e., gas, 

liquid, water and solid phases). Gundogan et al. (2011) compared the three numerical 

codes, PHREEQC, GEM and TOUGHREACT with respect to brine-CO2-rock reactions 

and concluded from their comparison that PHREEQC and GEM were generally in good 

agreement while TOUGHREACT gave diverging predictions on two models and 

attributed the discrepancies primarily to the differences in the thermodynamic databases 

and activity models. Thomas et al. (2012) investigated the sensitivity of the geochemical 

outcomes to several sub-models and suggested that the geochemical predictions are least 

sensitive to the choice of CO2 activity coefficient sub-model, are moderately sensitive to 

the choice of CO2 solubility sub-model, and are most sensitive to the choice of CO2 

fugacity coefficient sub-model. Wertz et al. (2012) developed a geochemical model for 

wellbore cement-caprock-reservoir interfaces and used the model to predict the 

mechanisms of cement chemical alteration due to its interaction with acid brine after the 

injection of supercritical CO2 within reservoir rock and found that at the well-reservoir 

interface, the intrusion into the cement paste of acid brine accompanied by aqueous CO2 

leads to a moderate porosity decrease. Okuyama et al. (2013) used the TOUGHREACT 
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simulator to study the long-term geochemical change in a 2-dimensional, 2-layered model 

representing the underground geologic and hydrogeologic conditions of the Tokyo Bay 

area and found that the CO2-water-rock interaction in the storage system (mainly in the 

reservoir) changes the properties of water in a mushroom-like CO2 plume, which 

eventually leads to convective mixing driven by gravitational instability. 

Other important modeling aspects of the long-term storage of CO2 such as 

applicable equations of states (EOS), CO2 solubility modules and effects of impurities, 

etc. are also investigated by various researchers such as Knauss et al. (2005), Zerai et al. 

(2006), Le Gallo et al. (2006), Worden (2006), Benezeth et al. (2007), Xu et al. (2007), 

Gaus et al. (2008), and Mito et al. (2008).  
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Chapter 3  Numerical simulation of multiphase Darcy-
Forchheimer flow 

 

In this chapter, first a new approach for the use of Type-II criterion for two-phase 

Forchheimer flow classification is proposed, and then a two-phase incompressible flow 

model in a non-deformable porous media is developed with the incorporation of the 

Forchheimer number to identify the transition between Darcy and Forchheimer flow 

regions. The proposed model is first validated with a semi-analytical solution (Wu, 2001) 

inspired from the Buckley-Leverett model with inertial effects. Then the model is used in 

the analysis of carbon dioxide (CO2) injection into a deep saline aquifer.  

 

3.1  Governing equations 

Assuming the porous media is non-deformable with constant porosity θ  and the 

fluid is incompressible, the conservation of mass for two-phase flow is expressed by the 

continuity equation as, 

( )
( )   ;   ,  

S
v Q w n

t
α α

α α α
θρ ρ α∂ = −∇ + =

∂
i     (3.1) 

where Sα  is saturation for α  phase, Qα  is source and sink term. In Equation (3.1) the 

wetting and non-wetting phases are distinguished by the subscripts “w” and “n” referring 

to water and oil (or CO2 in this study), respectively. The relationship of fluid velocity v  

and pressure p for Forchheimer flow can be expressed as, 

   ;   ,  
r

v
v v w n

k k
α α

α α α α αα
µφ β ρ α−∇ = + =     (3.2) 

where rkα  is the relative permeability for α phase and k is the intrinsic permeability for 

the porous media. Inspired from the definition of the Forchheimer number, in this study 

we define the Forchheimer number for two-phase flow as,  

     ;    ,  rkk
f v w n

α

α α α α
α

β ρ α
µ

= =     (3.3) 

From Equations (3.2) and (3.3), we can obtain, 
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   (3.4) 

Combining Equations (3.1) and (3.4) we obtain, 

( ) 1
( ( ))   ;  ,  

1
rS k k

Q w n
t f

α
α α

α α α
α α

θρ ρ φ α
µ

∂ = ∇ ∇ + =
∂ +

i   (3.5) 

 It can be seen from Equation (3.4) that Darcy flow is a special case of the 

Forchheimer flow Equation (3.5) where the Forchheimer number fα  is equal to zero. 

Therefore, the Forchheimer number in a flow domain can be compared to a critical 

Forchheimer number ( )c
fα  to determine if the flow should be Darcy ( )( )c

fα<  or 

Forchheimer ( )( )c
fα≥  flow. The Forchheimer coefficient in the Forchheimer number 

can be determined by experimental data through regression analysis based on Equation 

(2.4). 

To solve Equation (3.5), three additional equations are needed as given below, 

1   

( ) 

w n

c n w

c c w

S S

P P P

P P S

+ =
= −
=

     (3.6) 

where cP  is capillary pressure. 

In this study, capillary pressure and relative permeabilities are assumed to depend 

on saturation only and these relations are expressed as,  
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   (3.7) 

where DP  is the entry pressure, λ  is pore size distribution index, effS  is the effective 

saturation, r
wS  is irreducible saturation for water and r

nS  is irreducible saturation for 

non-wetting phase. 

Due to diversity in geological formations and pore geometry of porous media 

matrix, there is variability in the definitions and correction formulas used for the 
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Forchheimer coefficientβ for single phase analysis. A detailed review of this subject can 

be found in Li and Engler (2001) and Lopez-hernandez et al. (2004).  

As for the multiphase flow, Geertsma (1974) is the first to develop an expression 

for the Forchheimer coefficient for two-phase flow, by stating that the permeability used 

in single phase flow should be replaced by the effective permeability for two-phase flow 

and the porosity used in single phase flow should be modified to be the product of 

porosity and the corresponding phase saturation with the equation for non-wetting phase 

Forchheimer coefficient given as, 

( ) ( )( ) ( ) ( )0.5 0.55.5 5.5

0.005 0.005

1
n

n n
r w r nkk S kk S

β
θ θ

= =
−

   (3.8) 

Several authors (Cornell and Katz, 1953; Geertsma, 1974; Evans et al., 1987; 

Evans and Evans, 1988; Whitney, 1988) collected a large variety of single- and two-

phase flow data to develop a more unified definition of Forchheimer flow coefficient. 

Based on these studies and realizing the importance of tortuosityτ , Liu et al. (1995) 

recommended a more satisfactory correlation described as, 

( )( )
62.923*10

k

τβ
θ

−

=     (3.9) 

with β  and k expressed in SI units. 

Recently, Ahmadi et al. (2010) further adapted Liu’s equation to two-phase 

conditions yielding, 

( )( )
62.923*10

  ;   ,  
r

w n
kk

α α

τβ α
θ

−

= =    (3.10) 

However, Equation (3.10) does not include a saturation term in the denominator, as 

Equation (3.8) does. Based on their experiments results, Evans and Evans (1988) 

concluded: “a small mobile liquid saturation, such as that occurring in a gas well that also 

produces water, may increase the non-Darcy flow coefficient by nearly an order of 

magnitude over that of the dry case.” Therefore, it is necessary and physically sound to 

include the saturation term in the denominator of the correction equation, as Equation 

(3.8) does. Otherwise, the direct change in the Forchheimer flow coefficient due to 

saturation difference cannot be precisely described if one uses an equation such as 
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Equation (3.10). Therefore, in this study we adopt a correction based on the following 

equation which incorporates the direct impact of saturation on the Forchheimer flow 

coefficient 

( )( )
   ;  ,  

r

C
w n

kk S
β

α α
α

τ
β α

θ
= =    (3.11) 

where Cβ  is a numerical constant having the unit of a length (e.g., m) and τ is selected as 

1.9, which is based on experimental data (Wahyudi et al., 2000). It must be emphasized 

that αβ  is a user-defined site specific constant, but its choice does not impose any 

restrictions on the numerical solution that is developed here.  

 

3.2  Determination of critical Forchheimer number 
As for the criterion for single phase transition between Darcy flow and 

Forchheimer flow, a detailed discussion can be found in the literature (e.g., Chilton et al., 

1931; Green et al., 1951; Ergun, 1952; Ma et al., 1993; Andrade et al., 1999; Zeng and 

Grigg, 2006); however, there is very few discussion on the criterion to be used for 

multiphase transition. The determination of the critical value for the transition is usually 

based on experimental data, with some based on theoretical derivation for single phase 

flows (Ahmed et al., 1969; Ma et al., 1993; Andrade et al., 1999). Most of  the 

experimental data are from gas flooding experiments (e.g., Chilton et al., 1931; Green et 

al., 1951) with few from water flooding experiments (e.g., Sobieski and Trykozko, 2012). 

For typical evaluation of the transition usually a curve for the friction factor ( 
( )

| |v v

φ
βρ

∇− ) 

versus the Forchheimer number (e.g., Equation (2.4)) is plotted and the critical value for 

the transition between Darcy and Forchheimer flows is selected based on the 

Forchheimer number when the linear relationship between the two variables begins to 

deviate.   

Since Darcy flow behavior is characterized by Equation (2.3) and Forchheimer 

flow is characterized by Equation (2.4), if Equation (2.3) and (2.4) can be transformed to 

two separate formulas, each of which has a linear relationship between the independent 

variable (x) and the dependent variable (y) with the same definition for x and y, then 



 38 

mathematically and physically, the intersection of the two lines would be the point where 

the flow behavior would begin to transition between the two flow regimes. In this study 

we propose a new approach to more accurately determine the critical value for single 

phase condition and then extend this approach to two-phase flows. The proposed method 

is based on the transformed form of Equation (2.3) and (2.4) expressed as, 

( ) 1
      :                

| |

( ) 1
:  +1

| |

Darcy
v v f

non Darcy
v v f

φ
βρ

φ
βρ

∇− =

∇− − =
     (3.12) 

where f is described by Equation (2.2). One may argue that the Forchheimer coefficient 

β  is not defined in the Darcy formula in Equation (3.12). However, the Forchheimer 

coefficient β  is a measure of the properties of porous media and the fluid and it will be a 

constant given the specified porous media type and fluid type. More importantly, the 

introduction of the Forchheimer coefficient β  will not change the characteristics of 

linear relationship between pressure gradient and flow velocity. Herein, the Forchheimer 

coefficient is introduced in order to have a consistent formula for both Darcian and 

Forchheimer flow as is shown in Equation (3.4) and (3.5). Furthermore, including β  in 

the Darcy formula in Equation (3.12) ensures that the Forchheimer number in both Darcy 

and Forchheimer formulas have a comparable basis and the two formulas in Equation 

(3.12) can be used to determine the critical Forchheimer number. Actually, we can also 

multiply the two formulas in Equation (3.12) by a factor of β  and use the resultant two 

formulas to determine the critical Forchheimer number. The resultant Darcy formula after 

the multiplication will not have theβ  term and be essentially the same as Equation (2.3). 

Thus the two formulas in Equation (3.12) have a linear relationship between the friction 

factor and the reciprocal of the Forchheimer number and the introduction of β  into the 

Darcy formula for consistency and comparison would not change the flow behavior. So it 

can be used to determine the critical Forchheimer number. 

According to Equation (3.12), when the experimental data are available, a 

regression curve can be plotted for the relation between friction factor and the 

Forchheimer number to obtain a rough critical value. Then we can fit a curve for the 

friction factor versus the reciprocal of the Forchheimer number with the intercept set to 
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be zero for the data within Darcy regime. For the data within Forchheimer regime, a 

linear regression is conducted for the friction factor versus the reciprocal of the 

Forchheimer number. The intersection of the two regression lines is the estimated point 

for the transition.  

Equation (3.12) can be easily expanded to two-phase flow with all the variables 

replaced by the corresponding phase-based variables. The resulting equations are as 

follows, 

( )

( )

1
      :     

v | v |

1
:  +1

v | v |

Darcy
f

non Darcy
f

α

α α α α α

α

α α α α α

φ
β ρ

φ
β ρ

∇
− =

∇
− − =

    (3.13) 

 

wherefα  is described by Equation (3.3). We note that both αβ and fα  are functions of 

saturation for α phase. Therefore, in multiphase flow, for each phase there is a critical 

value for transition for a specific saturation.  

With the method described above and the flooding data provided by Sobieski and 

Trykozko (2012), we determine the critical Forchheimer number for water at different 

saturation values. For example, based on Equation (3.13), a typical plot is shown in 

Figure 3.1, for the water phase whose saturation is 0.95, to determine the reciprocal of the 

Forchheimer number with a value of 4.825 (as is shown in the figure); therefore, the 

critical Forchheimer number ( )w c
f  is determined as 0.207. The same procedure can be 

used to determine the critical Forchheimer number for water at different saturation values 

and the only difference is to update both αβ and fα  with different saturation levels. As 

for the CO2, since no flooding experiments have been done yet, the data for the velocity 

and pressure differences obtained by Sobieski and Trykozko (2012) are used to determine 

the critical Forchheimer number for CO2 at different saturation values with the same 

procedure shown in Figure 3.1.  
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Figure 3.1 A typical plot to determine the critical Forchheimer number for the water 
phase whose saturation is 0.95 (in the figure, x axis represents the reciprocal of the 
Forchheimer number defined by Equation (3.3) while the y axis represents the Friction 

factor defined as 
( )

| |v v

φ
βρ

∇− ; circle and square represent the experiment data points for 

Forchheimer and Darcy flow, respectively; the dash dot line and solid line are the 
regression lines for Forchheimer and Darcy flow, respectively; the two lines intercept 
where 1/fw=4.825, thus ( )w c

f  is 1/4.825=0.207) 

 

With the procedure proposed above, the critical Forchheimer numbers for water 

and CO2 at  several discrete saturation values are determined and shown in Figure 3.2 

with water’s critical Forchheimer number ( )w c
f  a range of (0.207, 0.532) and CO2’s a 

range of (2.743, 29.720). The critical Forchheimer number for water has a negative 

correlation with water saturation, which is physically reasonable because it would be 

more and more difficult for water to transport in a non-Darcian manner if there is less and 

less water in the control volume and vice versa. The same phenomenon holds for the CO2 

case, the lower the saturation, the higher the critical Forchheimer number and vice versa 

(it needs to be noted that CO2 saturation Sn is equal to (1-Sw) in Figure 3.2). Furthermore, 

it is important to emphasize that in this study the residual non-wetting phase saturation is 

set to be 0.05 and thus the maximal wetting phase saturation is 0.95. Therefore, the 

critical Forchheimer number for water phase with a saturation of 0.95 is equivalent to the 

critical Forchheimer number for saturated water in a single phase case. A comparison can 
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show that the critical Forchheimer number for water has a similar order of magnitude 

with the results provided by many researchers (Green et al., 1951; Ma et al., 1993; 

Andrade et al., 1999; Zeng and Grigg, 2006) whose results show that the critical 

Forchheimer number for a single saturated phase has a range of (0.005, 0.2). The wide 

range can be attributed to the difference in the methods (experimental or theoretical) and 

the type of porous media used (unconsolidated or consolidated; ordered or disordered). 
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Figure 3.2 Critical Forchheimer number for H2O and CO2 at different saturation values 
 

3.3  Numerical models 

3.3.1 Control volume finite difference method (CVFD) 

Equations (3.5) and (3.6), together with appropriate boundary and initial conditions, 

comprise a complete boundary value problem. Spatial discretization of this system of 

equations is realized using a control volume finite difference method (Abou-Kassem, 

2006) and an upwind scheme to estimate the mobilities (defined as /rkkα
αµ ). Temporal 

discretization is performed employing a first-order backward differencing method. In 

order to incorporate the gravity effects and capillary effects, in this study following the 

definition proposed by Karimi-Fard and Firoozabadi (2003), we define a flow potential 

for each phase αφ and the capillary pressure potential cφ  as: 
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=p + gz  ;  ,  
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α α αφ ρ α
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where z is the elevation in the vertical direction (z being positive upward) and cφ includes 

both the gravity and capillary effects. After that, we select Sn and wφ  as the primary 

variables, and for 1-D case, Equations (3.5) and (3.6) can be transformed into,  
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where 
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c
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S

φ
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 ∂
 ∂ 

is evaluated using an upwind scheme and coefficients a, b, c and d are 

expressed as 
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    (3.15) 

With appropriate boundary conditions as defined later in Section 3.4 and the results 

known at time step t, from Equation (18), we can assemble a system of equations 

B=AX , where 1 1 1 1 1 1
1 1x = , , , ,

Tt t t t t t
n ni nm w wi wmS S S φ φ φ+ + + + + +  ⋯ ⋯ ⋯ ⋯ , B is the right hand side 

of Equation (3.14), and A is a ( )2 2m m×  stiff matrix assembled from the left hand side 

with m as the number of nodes in the x-direction. If the axes can be aligned with the 

principal directions for the permeability tensor, then the above discretization method can 

be easily extended to 2- and 3-D cases. 

3.3.2 Treatment of the nonlinearity 

The nonlinearity in Equation (3.14) is induced by the Forchheimer number, the 

relative permeabilities and the derivative of capillary pressure potential over saturation. 
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This strong nonlinearity needs to be solved in an iterative manner. To deal with the 

nonlinearity, in this study we employ Picard iteration inside each time step. The Picard 

method is proved to be able to produce the most satisfactory results (Ahmadi et al., 2010). 

Another important issue is the choice of the node position to estimate the relative 

permeability, the Forchheimer number and the derivative of capillary pressure potential 

over saturation during the assembly of the stiff matrix and during the evaluation of the 

velocities at the interface between two grid-blocks. In order to ensure physically 

meaningful results, classically an upwind scheme is used to evaluate the relative 

permeability, which involves estimating the relative permeabilities using the value of 

saturation on the node located upwind to the flow with regard to the interface. As for the 

Forchheimer number and the derivative of capillary pressure over saturation, a similar 

upwind technique should be adopted since both are dependent on saturation.  

 

3.3.3 The algorithm 

The system of nonlinear equations B=AX  can be solved by an iterative procedure, 

such as the Picard method. The numerical algorithm shown in Figure 3.3 is employed to 

solve Equation (3.14). In this process several points need to be emphasized: 

i. For the first iterative step of the current time step, X and other related variables in 

the last time step are used to update all the coefficients including a, b, c, d, 

/c nd dSφ , fw, fn and all the elements in the right hand side B;  

ii.  For the second and thereafter iterations, X and other related variables in the last 

iterative step are used to update all the coefficients including a, b, c, d, /c nd dSφ , 

fw and fn, but not the elements in B because the right hand side term B is based on 

the variables in the last time step and don’t need to be updated except for the first 

iterative step. 
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Figure 3.3 Flowchart for the numerical algorithm for Equation (3.14) 
 

3.3.4 Mass balance analysis 

 In general, there are two mass balance checks, one of which is called the 

incremental mass balance check that is used to check the mass balance over a time step, 

and the other is called the cumulative mass balance check which is used to check the 

mass balance from the initial conditions up to the current time step. The latter check tends 

to smooth errors that occur over all the previous time steps; therefore, it is less accurate 

than the first one. Usually, a mass balance check is defined as the ratio of the 

accumulated mass to the net mass entering and leaving the domain boundaries, including 

wells. For CVFD methods, the equations for mass balance checks are 
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 (3.16) 

where Γ  is the boundaries of the domain, m is the number of the nodes, t is the number 

of time steps, Q is discharge for pumping or injecting wells and q is the flow rate through 

the boundaries. For Q and q, they are set to be positive if entering the domain while 

negative if leaving the domain. 

 

3.3.5 Darcy-Forchheimer flow 

In this study Darcy-Forchheimer flow is defined as the flow incorporating the 

transition between Darcy and Forchheimer flows. The transition is realized by comparing 

the Forchheimer number in Equation (3.3) at each node for each phase relative to the 

critical Forchheimer number shown in Figure 3.2. If the Forchheimer number fα  at a 

specific point is less than the corresponding critical Forchheimer number ( )c
fα  for the 

corresponding saturation, then the flow should be Darcian at this point. Therefore, fα  

needs to be set to zero to account for the Darcy flow. In this case, an extra step after 

“update coefficients” in Figure 3.3 is needed to account for the transition between Darcy 

and Forchheimer flow. If the Forchheimer number fα  at a specific point is larger than the 

corresponding critical Forchheimer number ( )c
fα  for the corresponding saturation, then 

fα  would remain the same value to account for the Forchheimer flow.  The numerical 

treatment is described by the following equation: 

( )
( )

0 ,  if      Darcy flow  

, if      Forchheimer flow    
c

c

f f
f

f f f

α α
α

α α α

<= 
>

 

Therefore, numerically, if fα  is positive, then the flow is of Forchheimer type; if fα  is 

zero, then the flow is Darcian. 
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3.4  Model verification 
Validation of our model is realized by comparison with a semi-analytical solution 

of Buckley-Leverett problem as a special case. In fact, the classical Buckley-Leverett 

problem is for one-dimensional flow of two incompressible, immiscible fluids in 

homogeneous non-deformable porous media without considering the effect of capillary 

pressure in the Darcy regime. Its semi-analytical solution can be further extended to the 

case for which inertial effect is considered (Wu, 2001; Ahmadi et al., 2010). 

 

3.4.1 Analytical solution for Forchheimer flow 

For the derivation of the semi-analytical solution to Buckley-Leverett problem, the 

following flow conditions are assumed: (i) Both fluids are incompressible and the porous 

medium is non-deformable; (ii) Capillary pressure effect is negligible; (iii) Gravity effect 

is negligible; and, (iv) The flow is along 1-D homogeneous domain with a constant cross-

sectional area (A). 

The mass and momentum conservation equations are presented by Equations (3.1) 

and (3.2) without the source/sink term. In order to complete the mathematical description 

of the problem, initial and boundary conditions are specified as, 

0
0 0 0| ;     | 0;     | /t t t

w x wi n x w xS S v v q A=
= = == = =     (3.17) 

The last condition states that the wetting fluid, such as water, is continuously 

injected at a known constant flow rate, q, at the inlet face (x=0). 

To derive the semi-analytical solution, the concept of fractional flow is used to 

simply the governing equation (3.1) in terms of saturations only. The fractional flow can 

be written as 

        ,  
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= +

    (3.18) 

With the condition Pc=0, substituting Equation (3.18) into Equation (3.2) leads to 

the following expression for the fractional flow for water phase 
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where 2 ;    -w n
n n t w w n nw n
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k k k k
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From Equation (3.19), it can be seen that Fw is dependent on saturation only for a 

given injection rate (a constant total velocity) and given fluid properties. Therefore, the 

water phase mass balance equation can be transformed to, 

( )
= = =w w w w w w w

t t
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S v F dF S dF Sq
v v

t x x dS x A dS x
θ ∂ ∂ ∂ ∂ ∂= − − − −
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 (3.20) 

Equation (3.20) is the equation for non-Darcy immiscible two-phase displacement 

and has the same form as the classical Buckley-Leverett equation (Buckley and Leverett, 

1942). Before solving the Buckley-Leverett equation, one could follow the movement of 

the saturation front into the column in any number of ways. If one decides to monitor the 

position of a particular unchanging value of saturation and is therefore interested in: 

0w w wDS S Sdx

Dt t dt x

∂ ∂= + =
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    (3.21) 

A comparison of this equation with Equation (3.20) indicates that one can achieve 

this situation if one follows the value of saturation with a constant speed of,  

w

w

dFdx q

dt A dSθ
=      (3.22) 

Actually, Equation (3.20) is a hyperbolic transport equation which is classically 

solved using the method of characteristics. To obtain a physically reasonable analytical 

solution, one must impose the requirement that there must be a shock front at which there 

is a discontinuity in the Sw function. Classically, the Welge tangent method (Welge, 1952) 

is used to determine the constant shock front saturation and its location. Upstream of the 

shock, the saturation profile is evolving according to Equation (3.22), while downstream 

of the shock the initial saturation profile is preserved. 

 

3.4.2 Comparison with numerical simulations 

The system of equations is solved numerically with the numerical method 

presented in Section 3.3 for a 1D homogeneous porous medium without considering 

capillary effects. Results are compared to those obtained analytically using the Buckley-

Leverett approach presented in Section 3.4.1. The comparison was carried out with the 
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physical parameters of Table 3.1 and the constitutive equations presented in Section 3.1. 

The evolution of the water saturation profile obtained by direct simulation (using a one-

dimensional version of the code with imposed flow rate at the inlet face) and by the 

analytical solution shows a very good agreement as indicated in Figure 3.4. This result 

validates our numerical model for the particular case of 1D two-phase inertial flow in 

homogeneous and incompressible porous media without capillary pressure. 

 
Table 3.1 Parameters for inertial flow in 1D homogeneous porous media 
k  Cβ  λ  r

wS  r
nS  wρ  nρ  wµ  nµ  tv  τ  

(m2) (m)    (kg m-3) (kg m-3) (Pa s) (Pa s) (m s-1)  
2e-9 1.52e-5 3.86 0.2 0.2 994 479 1e-3 5e-3 5e-5 1.9 
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Figure 3.4 Comparison of saturation profiles of numerical solution with analytical 
solution  
 

3.5  Application of Darcy-Forchheimer flow in a 2-D domain 
The Forchheimer flow condition commonly occurs in near-wellbore area due to the 

smaller seepage area and high flow velocity. However, currently the Forchheimer effect 

has not been well accounted for in the numerical simulation of multiphase flow, 

especially in the process of CO2 storage in deep saline aquifers. Recently, Mijic and 

Laforce (2010) studied the salt precipitation during CO2 injection for an inertial flow 

regime and concluded that it is necessary to include nonlinear flow behavior in near-
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wellbore area. Therefore, the model presented in Section 3.1 and 3.3 is applied to analyze 

the Forchheimer flow behavior due to CO2 injection into a two-dimensional deep saline 

aquifer in this paper. During the analysis, the transition between Darcy and Forchheimer 

flows is achieved using the critical Forchheimer number presented in Figure 3.2 and the 

method proposed in Section 3.3.5. In addition, the fluids are assumed to be 

incompressible, immiscible while porous media non-deformable. 

In the application problem, a constant flow rate of CO2 (10-3 m3/s per meter normal 

to the 2D domain) is continuously injected into the middle bottom (at the node with (x, z) 

equal to (16, 1)) of a deep saline aquifer with a depth of 800 m at the bottom boundary. 

The injection rate is determined by considering that a standard size 1,000-MW coal-fired 

power plant produces CO2 at a rate approximately 350 kg/s (Hitchon, 1996), equivalent 

to 0.73 m3/s CO2. The CO2 emitted would require a field about 730 meters in width (10-3 

m3/s per meter x 730 m =0.73 m3/s). The domain and boundary conditions and parameter 

values used here are shown in Figure 3.5 and Table 3.2 and 3.3. During the simulation at 

the end of each time step before outputting the results, the incremental and cumulative 

mass are checked to make sure that the mass conserving ratios in Equation (3.16) are well 

under control (less than 0.1% for this study) for each phase. Since this study focuses on 

the Forchheimer effect of CO2 near the wellbore area and the applicability of the method 

proposed here, the simulation time is in terms of hours, instead of years. 

 

3.5.1 Results for Darcy-Forchheimer flow 

Before presenting the results for Darcy-Forchheimer flow in 2D domain, it needs to 

be noted that there are four Forchheimer numbers when expanding Equation (3.14) to 2D 

case assuming the principal directions for the permeability can be aligned with the 

principal axes. These four numbers are noted as fwx (for wetting phase in the x-axis 

direction), fnx (for non-wetting phase in the x-axis direction), fwz (for wetting phase in the 

z-axis direction) and fnz (for non-wetting phase in the z-axis direction). Furthermore, it is 

important to note that all Forchheimer numbers and velocities are values evaluated at the 

individual interface between its two neighboring central nodes while all the other 

variables such as saturation and pressure are evaluated as values of central nodes. Since 

the node spaces in the x- and z-directions are both 1 meter, the node index is also the 
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distance from the two axes x and z, for example, the injecting node is in column 16 and 

row 1 and the distance from the injecting well to x and z axis happens to be  1 and 16 

meters, respectively. 

 
Figure 3.5 Model domain and boundary conditions (to represent a node, e.g., the injecting 
node (in Column 16 and Row 1) can be expressed as node (16, 1); for an interface, the 
east and north interfaces of the injecting node can be represented as (16.5, 1) and (16, 
1.5), respectively ) 
 
Table 3.2 Parameters for inertial flow in 2D homogeneous porous media 

k Cβ  λ  
r
wS  r

nS  PD wρ  nρ  wµ  nµ  θ  

(m2) (m)    (Pa) (kg m-3) (kg m-3) (Pa s) (Pa s)  
2e-9 1.52e-4 3.86 0.35 0.05 10000 994 479 7.43e-4 3.95e-5 0.37 

 

CO2 saturation profiles are shown in Figure 3.6, from which it can be seen that CO2 

spread to the right and left hand side in a symmetric way. Also, there is more CO2 spread 

along the x direction than the vertical direction (gravitational effects). In addition, a high-

saturation profile is observed near the injecting node (16, 1), which is due to the 

additional friction caused by the inertial effect near the injecting node. This point can be 

verified by analyzing the results for fnx and fnz demonstrated in Figures 3.6.  
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Table 3.3 Modeling parameters 
Properties Values Comment 
Boundary condition 
Water potential at x=0.5 m 
Water potential at x=31.5 m 
Water potential at z=0.5 m 
Water potential at z=15.5 m 

wφ  = 8 M Pa, BC Type I 

wφ  = 8 M Pa, BC Type I 

No flow boundary 

wφ = 8 M Pa, BC Type I 

Left boundary 
Right boundary 
Bottom boundary 
Top boundary 

CO2 saturation at x=0.5 m 
CO2 saturation at x=31.5 m 
CO2 saturation at z=0.5 m 
CO2 saturation at z=15.5 m 
CO2 injecting rate @ (16,1) 

Sn = 0.1, BC Type I 
Sn = 0.1, BC Type I 
No flow boundary 
Sn = 0.1, BC Type I 
1*10-3 m3/s 

 
 
 
 
Per meter normal to the 2D domain 

Initial condition 
Water saturation 
NWP saturation 
Water pressure 

Sw = 0.9 
Sn = 0.1 

wφ = 8 M Pa 

Saturated with water initially 

Space discretization Time discretization 
Domain size, Length 
Domain size, Depth 
Domain size, Width 
Space step size 

L=31 m 
W=15 m 
1 m 
dx =dz=1 m  

Simulation time 
Time step size 

T= 9000 s 
dt=1 s 

 

It can be seen from Figure 3.6 that, the injecting node’s eastern and western 

interfaces have a Forchheimer number larger than the critical Forchheimer number  (with 

the fnx remaining positive to account for the Forchheimer flow) at time 500 seconds, 

which implies that CO2 flowing out from the injecting node is of Forchheimer flow. At 

time 1000 seconds, the Forchheimer regime has expanded to the three neighboring nodes 

of node (16, 1). At time 4000 seconds this region has further expanded to an area 

covering seven nodes (each row has three nodes for the first two rows and one in the third 

row). As for the upper interface of each node, the transition behavior can be found in 

Figure 3.6 as well. The injecting node’s upper interface has a vertical Forchheimer 

number (fnz) larger than the critical Forchheimer number at time 500 seconds. The 

Forchheimer region continues to grow with time as well. It is also easy to observe that the 

region where CO2 tend to accumulate matches well with the Forchheimer flow regime. 

From Figure 3.6, we can also observe that the Forchheimer region in the vertical direction 

expands in favor of the x direction over the vertical direction. This can be explained by 

that the buoyancy effects caused by the density difference between CO2 and water would 

result in vertical CO2 velocity larger than horizontal velocity, which would cause a larger 



 52 

vertical Forchheimer number, indicating that the Forchheimer effect is stronger vertically 

than horizontally.  
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Figure 3.6 The distribution of CO2 saturation, fnx and fnz over time for Darcy-Forchheimer 
flow (in all the graphs, solid lines are the contour line for CO2 saturation with the values 
on the lines; grey and while rectangles represent Forchheimer and Darcy flow in the x 
dirction, respectively; the dash contour line is for fnz where the most farther contour line 
from the injection node can be seen as the boundary between Forchhiemer and Darcy 
regimes in the z direction) 
 

As is pointed out by Wu (2001) and Ahmadi et al. (2010), the displacement of the 

water by CO2 is inhibited by inertial effects in Forchheimer flow. Therefore, it is clear 

that CO2 spreading vertically is inhibited by the higher resistance, leading to CO2 

spreading in favor of the x direction (shown in Figure 3.6), and that the region where 

there is high CO2 saturation matches the region for Forchheimer flow. As for the water 

phase, all the nodes’ interfaces have a Forchheimer number less than the critical 

Forchheimer number (with all fw set to be zero to account for the Darcian flow), which 

implies that water flow in the domain is Darcian with the specified injecting rate of CO2. 

This could be attributed to the fact that water’s movement is intrigued by the injection of 
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CO2 and the velocities of water are far less than those of CO2 so that the Forchheimer 

number is smaller than the critical values.  

Since the flow is symmetric in the x-direction, as is shown in Figure 3.6, it is 

enough to analyze the evolution of important variables for the right hand side. The 

evolution of Sn, Pn, fnx, vnx, fnz and vnz for the bottom row in the non-Darcian region is 

shown in Figure 3.7. Initially, CO2 in all the nodes in the transport domain is in a Darcian 

manner with the injection of CO2 at node (16, 1). Its east interface (16.5) waits until 102 

seconds to transition to Forchheimer flow. The transition results in faster accumulation of 

CO2 due to inertial effect and requires a higher pressure difference to overcome this 

additional friction. Similarly, the east interface for node (17, 1) realizes the transition at 

time 738 seconds. The transition for the upper interfaces of each node would require less 

time when compared with the corresponding eastern and western interfaces of the 

specified node due to the buoyancy effect. Also, with the transition, there is a sharper 

increase in CO2 saturation and pressure, as can be seen in the upper left graph, upper right 

and middle left graphs in Figure 3.7. As for the interface 17.5 in the bottom row, the 

higher pressure difference (momentum) required by the transition is realized by not only 

a sharp increase in the upstream pressure (Node 17), but also a little decrease in the 

downstream pressure (Node 18).  

An interesting point which needs to be emphasized is that CO2 saturation for Node 

18 in the bottom row at time 738 sec experiences a decrease. The reason for this is that 

the west interface (17.5) for Node 18 is non-Darcian while the east interface (18.5) is still 

Darcian, which means that there is less CO2 flow into Node 18 due to the additional 

friction. Another important point is that the sharper increase in CO2 pressure for a node 

(e.g., Node 17) during the transition from Darcy flow to Forchheimer flow will slightly 

decrease the velocity and Forchheimer number of the interface in the upstream (e.g., 

Interface 16.5) because the CO2 pressure difference on which the velocity is based would 

decrease if one of the pressure (Node 17) increases sharply while the other pressure 

(Node 16) keeps the same trend.  It is plausible from a first look at the vnx and vnz history 

in the middle right and lower right graphs in Figure 3.7 that the velocities are oscillating. 

However, a careful observation would refute the argument. The sharp decrease in the 

velocity history is due to the fact that the velocity is based on Darcy flow before the 
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transition while the velocity is based on Forchheimer flow after the transition and the 

difference between the two regimes is by a factor of (1+fnx). If the velocity after the 

transition (e.g., 738 seconds for Interface 17.5) is depicted as Darcy flow by multiplying 

a factor of (1+fnx) with the fnx larger than 10, then there would not be a sharp decrease in 

the absolute value of velocity. As for the small oscillation near 738 seconds for Interface 

18.5, the reason for the oscillation is the slight decrease of CO2 pressure for Node 18 

required by the transition of Interface 17.5. In this discussion the analysis on water phase 

is skipped because the change in water phase is induced by the change in CO2 and a 

complete analysis on CO2 is adequate.   
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Figure 3.7 The evolution of important variables for Darcy-Forchheimer flow in the first 
row 
 

3.5.2 Comparison with Darcy flow 

To observe the contrast between the solutions, the application presented above is 

simulated again with the same parameter values except that all four Forchheimer numbers 

set to be zero to account for the complete Darcy flow condition in the domain. The CO2 

profiles are shown in Figure 3.8. From a comparison between Figure 3.6 and 3.8, we can 

conclude that CO2  spread in a more evenly way in Darcy flow when compared to Darcy-



 55 

Forchheimer flow and a high-saturation profile in the Forchheimer region is observed  

and can be attributed to the additional friction caused by the inertial effect near the 

injecting node. It is clear that Forchheimer flow can result in higher displacement 

efficiency but this would require a higher injection pressure. This point can be further 

verified by comparing the results of Darcy flow and Darcy-Forchheimer flow. Figure 3.9 

shows the comparison on the evolution of Sn, Pn, Pc and vnx for Darcy flow and Darcy-

Forchheimer flow. It is clear that CO2 saturation in Forchheimer flow is much higher than 

that in Darcy flow. The same phenomena hold for CO2 pressure and capillary pressure. 

As for the velocity, the velocity is based on Forchheimer flow after the transition for 

Darcy-Forchheimer flow, so its actual velocity is much larger than that of Darcy flow. To 

summarize, Forchheimer effect can improve displacement efficiency but at the expense 

of a higher injection pressure. It is important to consider the inertial effect in near-

wellbore area otherwise significant errors can be introduced to the modeling.  

 

3.5.3 Implications  

The results from Darcy-Forchheimer flow and the comparison with Darcy flow 

have significant implications for CO2 injection and storage in deep saline aquifers. First 

of all, it is important to incorporate Forchheimer effect into the numerical simulation of 

multiphase flow to properly characterize the additional friction caused by the high 

injection rate of CO2. Neglecting the inertial effect which would require much larger 

injection pressure than Darcy flow does would definitely introduce considerable errors to 

the simulation results. If the injection operation is based on the Darcy flow assumption, 

then the injection pressure required in Darcy flow is not adequate to maintain the same 

injection rate since actually the flow is nonlinear and requires higher injection pressure, 

which indicates that the site selected could have stored more CO2 if the Forchheimer 

effect is fully incorporated and the pressure built-up does not exceed the fracturing 

pressure of the porous media. 
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Figure 3.8 The contour lines of CO2 saturation over time for Darcy flow with values 
shown on lines 

 

Secondly, the proper way to determine the critical Forchheimer number for the 

transition between Darcy flow and Forchheimer flow can crucially affect the extent to 

which Forchheimer effect can influence the transport of CO2 in deep saline aquifers. It is 

for sure that Forchheimer effect can never impact the complete domain in a large CO2 

injection field (e.g., kilometers in width and length), but it is essential to find out the 

region for Forchheimer flow near the injection point by applying the critical values for 

the transition since unacceptable errors would be induced if we neglect the nonlinear 

terms near the injection region. Since more severe pressure build-up would occur in the 

Forchheimer region, it is pivotal to monitor this pressure increase and the associated 

porosity and permeability change in the Forchheimer region while continuing the 

injection of CO2. The location and profile of the Forchheimer zone can help decide the 

location and numbers of monitoring wells which can ensure the long-term safe injection 

and storage of CO2 in the subsurface. 
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Figure 3.9 Comparison of the evolution of important variables for Darcy and Darcy-
Forchheimer flows in the first row (in the graphs, D stands for Darcy flow while F is for 
Darcy-Forchheimer flow; N is for node and I is for interface) 
 

Finally, the higher displacement efficiency by CO2 is good news for CO2 

sequestration into deep saline aquifers. This means that for the same volume of porous 

media, more pore space can be occupied by CO2 in Forchheimer flow than Darcy flow 

for the same injection rate and time. A comparison between Figure 3.6 and 3.8 would 

indicate that more CO2 can be stored in Forchheimer regime than Darcy regime. When 

compared with Figure 3.8 where the saturation contour lines expand smoothly with time 

for Darcian flow, Figure 3.6 shows that higher CO2 saturation would accumulate inside 

the Forchheimer regime, as we can see from Figure 3.6 that the region with high 

saturation matches well with the Forchheimer zone. A careful comparison of Figure 3.6 

and 3.8 can show that the 0.4 saturation contour lines for Darcy flow lie inside the 0.4 

saturation contour lines for Forchheimer flow at the same time. This means that more 

CO2 can be stored in Forchheimer regime. In addition, if we can compare Figure 3.6 over 

3.8, we can find that the low saturation contour lines (e.g., 0.2) for Darcy flow mostly lie 

outside of those for Darcy-Forchheimer flow for the same time. This can be explained by 
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the observation that Forchheimer flow accumulates more CO2 in the Forchheimer regime 

due to the inertial effects but spreads out less CO2 to the Darcy regime while Darcy flow 

has a more uniformly distribution of CO2 all over the domain. This more thorough 

displacement of water by CO2 in Forchheimer flow should be a significant merit if the 

cost associated with the screening and selection, injection well design and construction, 

and injection operation of a CO2 sequestration site is considered.  

We should also recognize that the higher injection pressure required in 

Forchheimer flow is problematic for CO2 injection applications. Everything comes with a 

price. The price for higher displacement efficiency is a higher injection pressure. As is 

shown in Figure 3.10, even in a very short time span (hours), the pressure required by 

Forchheimer flow in the injecting node is more than 0.05% higher (more than 4000 Pa) 

than that for Darcy flow.  If we double the simulation time, the pressure difference for the 

injecting node would increase to more than 0.06%, as can be seen in Figure 3.10. The 

higher pressure requirement would be more significant if one considers that the injection 

period would in general be more than 20 years. Higher pressure requirement would first 

entail more energy cost. What is more troublesome is that the pressure will continue to 

increase and might even exceed the litho-static stress, then there is an increasing risk for 

triggering fracturing or shear-slip at or near the injection point. Therefore, it is vital to 

monitor the hydro-mechanical behavior in the near-wellbore area while continuing the 

injection of CO2. Furthermore, the tradeoff between the improved displacement 

efficiency and the increasing injection pressure should be well balanced in order to store 

as much CO2 as possible while keeping the storage zone secure and safe. This point needs 

to be carefully analyzed for site specific cases especially for a more realistic injection 

domain and a larger time scales of injection period. 

 

3.6  Summary 
In this chapter the Forchheimer flow behavior using the Forchheimer equation is 

developed where a convenient definition of the Forchheimer number for multiphase 

flows is proposed to derive a generalized Darcy-Forchheimer model. The generalized 

mathematical model was then discretized into a numerical model and a numerical tool 

using control volume finite difference method was developed to simulate two-phase 
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inertial immiscible and incompressible flow in two-dimensional non-deformable 

homogeneous porous media. The strong nonlinearity induced by the Forchheimer number, 

the relative permeabilities and the derivative of capillary pressure over saturation was 

solved using a fixed point iteration method. The numerical tool was validated by 

comparing the results to those obtained using a semi-analytical solution to the Buckley-

Leverett problem with inertial effects and the results show good agreement with the 

analytical solution.  
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Figure 3.10 Comparison of CO2 pressure between Forchheimer-Darcy and Darcy flow 
 

In this study we also propose a new method to determine the critical Forchheimer 

number for the transition between Darcy flow and Forchheimer flow for both single 

phase and multiple phases and obtains the critical values for both water and CO2 by using 

the new method and experimental data in the literature. The critical Forchheimer numbers 

were then used to analyze the application problem involving the injection of CO2 into a 

deep saline aquifer. The main conclusions of this study are as follows: 

i. Darcy flow is a special case of a generalized Darcy-Forchheimer flow Equation 

when the Forchheimer number fα  is equal to zero; 
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ii.  Since both αβ and fα  are functions of saturation of α phase, there is a critical 

Forchheimer number for transition for a specific saturation for each phase in 

multiphase flow system; 

iii.  The good agreement between the numerical solution and the semi-analytical 

solution validates the numerical tool developed in this study; 

iv. The Forchheimer flow indicates that the displacement efficiency is improved and 

this increases the storage capacity for the same injection rate and volume of a site; 

v. The higher injection pressure required in Forchheimer flow is problematic for 

CO2 injection applications because the pressure will continue to increase and 

might even exceed the litho-static stress and the risk for fracturing the porous 

media near the injection well would increase. 

vi. The high vertical velocity resulting from the buoyancy effects would lead to 

higher Forchheimer number and thus inhibit CO2 from spreading vertically due to 

the stronger resistance in the vertical direction. 

These conclusions are only quantitatively dependent upon the choice of the 

capillary pressure curves and the Forchheimer coefficients that were determined here 

from experimental data provided in the literature. This study provides a useful tool for 

future analysis and comprehension of multiphase Darcy-Forchheimer flow and 

Forchheimer effects of CO2 injection into deep saline aquifers. However, the conclusions 

for the application problem are preliminary because the study focuses on the applicability 

of the methods proposed in this study and the Forchheimer effects in the near-wellbore 

region and therefore the simulation time is only in terms of hours, instead of years. In 

order to obtain more realistic recommendations on the field operation of CO2 

sequestration site, it is necessary to conduct a thorough investigation which incorporates 

the transition between Darcy and Forchheimer flows on a larger domain (length scale: 

kilometers) for a longer time (time scale: tens of years) with higher injection rates, For 

such applications, although the time required for the computation would increase 

exponentially with the increase of domain size and time since the solution of a strong 

nonlinear problem is involved, these analysis should be performed prior to the injection 

and monitoring design at a specific site. For this analysis the procedure developed in this 

study can be employed.  
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Chapter 4  Modeling of the kinetic dissolution of SO2 and the 
induced porosity and permeability changes due to SO2 co-

injection 
 

In this chapter, we develop a multiphase flow and contaminant transport model 

which incorporates the kinetic mass transfer of sulfur dioxide (SO2) and carbon dioxide 

(CO2) into deep saline aquifers and the coupling between the fluid flow and the induced 

porosity and permeability changes caused by the brine acidification. Then the model is 

used to analyze the brine acidification and the resultant mineral dissolution and 

precipitation which would further cause the changes in porosity and permeability for a 

one-dimensional domain with SO2 co-injection with CO2 into deep saline aquifers under 

four model scenarios: two of them describing CO2 and SO2 mass transfer limitation from 

supercritical CO2 (scCO2)to the brine (with or without the coupling between the change 

in porosity and permeability and the fluid flow model) while the other two dealing with 

the case of SO2 phase equilibrium between the entire volumes of scCO2 and brine (with 

or without the coupling). To predict brine pH, we develop a geochemical model that 

simulates aqueous speciation and thermodynamic phase equilibrium of injected CO2 and 

SO2 with a typical saline aquifer. In addition, the sensitivity analysis of selected 

important kinetic parameters on the outcomes of the simulations is also conducted and 

covered. 

4.1  Fluid flow and contaminant transport models 
The flow and transport model developed is based on space discretization by means 

of control volume finite difference method. An implicit scheme is used for the individual 

components of the model, consisting of flow and transport. As for the multiphase flow 

applications, the readers may refer to Zhang and Aral (submitted) for more details.  As 

for the contaminant transport model, in general, the governing equations for SO2 

transport in the water and scCO2 phase and for CO2 transport in the water phase can be 

expressed as 
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where wC  and nC  (M/L3) are SO2 concentrations in the water and scCO2 phase, 

respectively,χ  is the lumped mass transfer rate (T-1) for SO2, wD  and nD  (L2/T) are SO2 

diffusion coefficient in the water and scCO2 phase, respectively, θ  is the porosity, wS  and 

nS are saturations for water and CO2, separately,wv and nv  (L/T) are velocities for water 

and CO2, separately, e
wC  (M/L3) is the equilibrium concentration of SO2 in saline phase 

corresponding to the concentration in the scCO2, 
*
wC  and *

nC  (M/L3) are specified 

concentrations at a source/sink in wetting and non-wetting phase with a flow rate wq  and 

nq ( /T), respectively. 

Using control volume finite difference method, for 1D case, Equation (4.1) can be 

discretized as  
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where a, b, c, d, e, and f are defined as     
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We note that the advection terms in Equation (4.1) need to be discretized using 

upwind scheme based on the flow direction. 
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The equilibrium concentration of SO2 in saline phase corresponding to the 

concentration in the scCO2 phase e
wC can be defined as  

2 2SO

e
w SO HC P Kφ=      (4.4) 

where 
2SOφ  is the fugacity coefficient of SO2 in the scCO2 phase and HK  is the Henry’s 

Law constant. Both the fugacity coefficient and Henry’s Law constant need to be 

adjusted according to the temperature and pressure in the simulated domain. The SO2 

fugacity coefficient in the scCO2 is determined from the reduced-virial-coefficient 

method in Tarakad and Danner (1977). The adjustment of the Henry’s Law constant for 

high pressures was done by suing the Krichevsky-Ilinskaya equation (Prausnitz et al., 

1986). 

As to the equilibrium concentration of CO2 in saline phase corresponding to the 

concentration in the scCO2 phase, we adopt a correlation developed by Spycher and Reed 

(1988) to adjust the fugacity coefficient. The Henry’s Law constant is corrected by using 

the equations developed by Battistelli et al. (1997).  

 The lumped mass transfer rate χ can be expressed as  

d wnk aχ =      (4.5) 

where awn (L
2/L3) is the area of wn-interface per unit volume of the porous medium and 

dk (M/T) is the mass transfer rate coefficient. For CO2, awn can be estimated by using the 

empirical correction proposed by Joekar-Niasar et al. (2008) with the equation as 

2 2849 3858 0.224 3992 0.006 (1.283 5)wn w c w w c ca S P S S P E P= + − − + + −  (4.6) 

where Sw and Pc are the saturation for water and the capillary pressure. As for SO2, since 

the volume (mass) ratio of SO2 to CO2 is assumed to be constant, e.g., C, in this study, the 

following equation is used to adjust the awn for SO2 

2 2 2

2 2 2

2/3 2/3
( )

           
( )

SO SO wn SO

CO CO wn CO

V A a
C C C

V A a
= = =    (4.7) 

 Shindo et al. (1995) studied the kinetic dissolution of CO2 into water from the surface of 

CO2 hydrate at high pressure and estimated the mass transfer rate coefficient dk for CO2 

to be 1.25e-6 m/s. This study used their experimental results to simulate the kinetic 

dissolution of CO2 into water. As for SO2, no applicable kinetic data can be found in the 
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literature. We adopt the definition for Sherwood number, Sh, for the mass transfer 

through the film around a spherical particle in a fluid, expressed as (Smith, 1970) 

m
d

D
k Sh

d
=      (4.8) 

where Dm and d are the diffusion coefficient in the film and droplet diameter. While Sh is 

correlated by Reynolds number, Re, and Schmidt number, Sc, by Ranz et al. (1952) 

0.5 1/3 0.5 1/32.0 0.6Re 2.0 0.6( ) ( )
m

d v
Sh Sc

D

ρ µ
µ ρ

= + = +   (4.9) 

whereρ , v andµ are the fluid density, the velocity of the surrounding stream and the 

viscosity of the fluid, respectively. 

 

4.2  Geochemical models 
In the geochemical model, an iterative process was used to compute aqueous 

speciation of carbonates, sulfates, and hydrogen sulfide grid by grid. All aqueous 

speciation reactions are assumed to be instantaneous and with equilibrium and are shown 

with their equilibrium constants in Table 4.1.  

As for the water-rock reactions, this study simulates an infinitely well-stirred batch 

reactor, and thus reaction kinetics is strictly surface controlled. In this study, a general 

form of rate expression is used, which is based on transition state theory (TST) (Lasaga et 

al., 1994; Steefel and Lasaga, 1994): 

[1 ( ) ]p q

eq

M Q
r kA

t K

∆ = = −
∆

     (4.10) 

where r (M/T) is kinetic rate, k (M/ L2/T) is the rate constant, A (L2) is the specific 

reactive surface area per kg water, Q is the reaction quotient and Keq is the equilibrium 

constant. The parameter p and q must be determined by experiment, but are commonly 

set equal to unity when data are unavailable. For many minerals, the rate constant k can 

be summed from three mechanisms (Lasaga et al., 1994; Palandri and Kharaka, 2004): 

25 25 251 1 1 1 1 1
exp ( ) exp ( ) exp ( )

298.15 298.15 298.15
OHH nnn OHH

n H H OH OH

E EE
k k k a k a

R T R T R T

− −−    = − + − + −        
  (4.11) 
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where subscripts n, H and OH represent neutral, acid and base mechanisms, respectively, 

E is the activation energy, k25 is the rate constant at 25 °C, R is gas constant, T is absolute 

temperature, a is the activity of the species, and n is power term (constant). 

After the water-rock reactions at each time step, the induced changes in porosity are 

adjusted by the following equation for the change of minerals volume in each cell: 
0 0

0

p p R R
p R

R R
R

n v n v
V

V n v

−
∆ =

∑ ∑

∑
    (4.12) 

where pn  and 0
pv represent the moles and the molar volume of the product solid phase, Rn  

and 0
Rv represent the moles and the molar volume of the reactant solid phase. The changes 

of permeability caused by the porosity change can be described by the equation proposed 

by Xu et al. (2003) 
3 2

1

1
n n o

o o n

k

k

θ θ
θ θ
   −=    −   

    (4.13) 

where subscripts o, and n represent the last and current time step, respectively, θ and 

k are the porosity and permeability, respectively. 

 

Table 4.1 Aqueous reactions considered in this study 
Reaction e qlo g (K )  
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aq aq

HSO SO H

H S HS H

− − +

− +
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-6.27   

-10.16  

-13.49

5.68  

-2.12

-7.04

 

 

The coupling of the three components (fluid flow model, mass transport model and 

geochemical model) can be solved by an iterative procedure. The numerical algorithm 

shown in Figure 4.1 is employed to solve the problem. During the process several points 

need to be emphasized: 

i. For each time step, the velocities and saturations in the fluid flow model are used 

for contaminant transport model; the concentrations for SO2 and CO2 in the 
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transport model are used for geochemical model; and the changes in the mineral 

are used to correct the porosity and permeability;  

ii.  Since the changes in porosity and permeability are coupled with the fluid flow 

model, an inner iterative loop is needed inside the time incremental loop; 

iii.  In the inner loop, a criterion based on the change of X is used to determine 

whether the coupling between the porosity and permeability change and the fluid 

flow is convergent or not. The choice for the variable X could be saturation, 

pressure, porosity or permeability. Since CO2 pressure is more sensitive to the 

change of porosity and permeability, in this study, X is selected as CO2 pressure. 

iv. Inside each component, there is also an iterative loop to solve for the primary 

variables, e.g., Sn and Pw for fluid flow model and Cw and Cn for mass transport 

model. So many loops can lead to a high requirement for computation. 

 

Figure 4.1 Flowchart for the numerical algorithm 
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4.3  Problem setup for application of kinetic dissolution of SO2 in a 1-D 
domain 

4.3.1 Fluid flow and contaminant transport conditions 

A single-layer uniform formation with a thickness of 100 m and a depth of 800 m is 

considered in the present model (Figure 4.2). The formation is assumed to extend 

infinitely in the horizontal direction. In all scenarios, a constant flow rate of CO2 with 1% 

of SO2 in mass (10-6 m3/s per square meter normal to the 1D domain) is continuously 

injected into the first left node. The injection rate is determined by considering that a 

standard size 1,000-MW coal-fired power plant produces CO2 at a rate approximately 

350 kg/s (Hitchon, 1996), equivalent to 0.73 m3/s CO2. The CO2 emitted would require a 

field about 7300 meters in width and 100 meters in thickness. The domain and boundary 

conditions and parameter values used here are shown in Figure 4.2 and Table 4.2 and 4.3. 

 

Figure 4.2 Model domain and boundary conditions (to represent a node, e.g., the injecting 
node (in Column 1) can be expressed as Node 1; for an interface, the east interface of the 
injecting node can be represented Interface 1.5 (or I 1.5) ) 
 

Table 4.2  Parameters for the fluid flow and contaminant transport  

Parameters for the fluid flow and contaminant transport in 1D homogeneous porous 

media  

k λ  
r
wS  r

nS  Pd wρ  nρ  wµ  nµ  Droplet diameter (d) 

m2 - - - Pa kg/m3 kg/m3 Pa s Pa s m 
2e-13 3.86 0.35 0.05 10000 994 479 7.43e-4 3.95e-5 0.05 

Depth 
Aquifer 

temperature 
Aquifer salinity 

SO2 mass ratio 
in scCO2 flow 

Thick-
ness 

2 ( )( )aqCOD

 
2 ( )2

( )scCOSOD

 
2 ( )( )aqSOD

 

m °C mol/L percentage m m2/s m2/s m2/s 
800 60 1 1 100 2.73e-9 2.49e-8 2.31e-9 

 

No flow boundary 
BC type I for Sn 

BC type I for Pw 
BC type I for C 

Injecting CO2 

x 

No flow boundary 

No flow boundary 

1 2 3 400 

Interface 1.5 

Interface 3.5 
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4.3.2 Geochemical conditions 

As is pointed out by Palandri and Kharaka (2005), iron-bearing sediments have the 

merits of widespread geographic distribution, generally greater thickness, and higher 

porosity and permeability, compared with other sediments like plagioclase-bearing (Ca-

bearing) and illitic (Mg-bearing) sediments. Furthermore, Blatt (1982) shows in his study 

that sediments globally have average iron contents of 4.8 and 2.4 wt% for mudrocks and 

sandstone, respectively. Therefore, these sediments have a significant potential to trap 

CO2 and thus this study chooses the formation studied as iron-bearing sediment. 

 

Table 4.3 Boundary and initial conditions and simulation parameters  

Properties Values Comment 
Boundary conditions 
Water pressure at x=0 m 
Water pressure at x=1600 m 
CO2 saturation at x=0 m 
CO2 saturation at x=1600 m 
SO2/CO2 concentration at x=0 m 
SO2/CO2 concentration at x=1600 m 

No flow boundary 
Pw = 8 M Pa, BC Type I 
No flow boundary 
Sn = 0.15, BC Type I 
No flow boundary 
C = 0, BC Type I 

Left boundary 
Right boundary 
Left boundary 
Right boundary 
Left boundary 
Right boundary 

CO2 injecting rate @ node 1 1*10-6 m3/s Per square meter normal to the 1D 
domain 

Initial conditions 
CO2 saturation 
Water pressure 
SO2/CO2 concentration 

Sn = 0.15 
Pw = 8 M Pa 
0 

 

Space discretization Time discretization 
Domain size, Length 
Space step size 

L=1600 m 
dx =4 m  

Simulation time 
Time step size 

1 year 
dt=500 s 

 

Since the multiphase flow and contaminant transport model proposed in this study 

involves solving two linear systems in two iterative processes (plus the iterative process 

for the coupling between fluid flow and porosity changes), which are computation-

demanding, we simplify the geochemical model by assuming that the initial mineral 

composition of the formation is 100 wt% of hematite (Fe2O3) with a density of 5280 

kg/m3. This simplification can help to estimate the maximal possible impacts the kinetic 

mass transfer of SO2 and CO2 could have on the porosity and permeability changes. 

Where sediments contain ferric iron, it must be first reduced before precipitation as 

iron sulfide. The reduction of ferric iron by sulfide can be realized by the following two 

reactions: 
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2 2
2 3( ) ( ) 4 24  15 8 8s aqFe O HS H Fe SO H O− + + −+ + ⇔ + +     (4.14a) 

3 2 2
( ) 2 48 4 8 9  aqFe HS H O Fe SO H+ − + − ++ + ⇔ + +     (4.14b) 

In this study, we consider only hematite (Fe2O3), rather than Fe3+, because the 

primary source of ferric iron is contained in minerals. After the reduction of ferric iron to 

ferrous iron, ferrous iron can react with sulfide by the following two reactions: 

2 2
4 ( ) 2( ) 24 7 4 ( ) 4aq sFe SO HS H FeS pyrite H O+ − − ++ + + ⇔ +   (4.15a) 

2 ( )Fe HS FeS amorphous H+ − ++ = +      (4.15b) 

It needs to be noted that amorphous FeS is less stable and would be replaced by 

FeS2 (with a density of 4800 kg/m3) if additional sulfide is available after all iron 

precipitates in FeS, which is valid in this study. Therefore, we only consider Equation 

(15a) in this study. After the formation of pyrite, it might begin to dissolve into the water 

phase, but the dissolution of pyrite needs the presence of Fe3+, as is shown in Table 4.4. 

Furthermore, there would be few, if not no, Fe3+ in the water phase in this study. 

Therefore, the dissolution of pyrite is negligible compared with the precipitation of pyrite.   

Since the simulations considered herein are restricted to moderately to extremely 

acidic conditions, only the acid-catalyzed mechanism has a significant effect upon 

reaction rates, and the other two mechanisms are negligible in comparison and therefore 

are ignored herein. The mineral dissolution rate parameters are summarized in Table 4.4. 

Mineral precipitation rates were computed by dividing the dissolution rate by the 

equilibrium constant, based on the principle of microscopic reversibility (Lasaga, 1998). 

 

Table 4.4  Rate equation parameters 

Mineral 
A 
(cm2/g) 

Rate constant 
(Log mol/m2 s) 

Activation energy  
(kJ/mol) 

Reaction order 
w.r.t activity of H+ 

Reaction order w.r.t 
given species 

Hematite 12.9 -9.39 66.2 1 0 

Pyrite 12.9 -7.52 56.9 -0.5 0.5,Fe3+ 

 

4.4  Results and discussion 
Four model scenarios are analyzed in this study, with two of them describing CO2 

and SO2 mass transfer limitation from scCO2 to the brine (with or without the coupling 

between the change in porosity and permeability and the fluid flow model) while the 
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other two dealing with the case of SO2 phase equilibrium between the entire volumes of 

scCO2 and brine (with or without the coupling). To simplify the notation, ‘Ki-cou’ and 

‘Ki-non’ denote the cases for the kinetic mass transfer of CO2 and SO2 with and without 

the coupling, separately; ‘Equi-cou’ and ‘Equi-non’ stand for the cases for equilibrium 

dissolution of CO2 and SO2 with and without the coupling, respectively. This simplified 

notation will be used throughout the paper. 

In this section, the results for the base case with kinetic mass transfer and the 

coupling will be presented and discussed first. Then a comparison among the four cases 

will be conducted. In addition, parameter sensitivity analysis will also be covered after 

that. 

4.4.1 Base case (Ki-cou) 

The output for the simulations in this study is quite extensive, essentially consisting 

of three parts of information: (1) the multiphase flow pattern, (2) the aqueous phase 

composition, (3) the mineral distribution and the induced changes in the porosity and 

permeability. For convenience, we only present selected information closely related to 

the objectives of this study in graphical form as a function of the distance from the 

injecting well (Node 1), at several times as 2.5e6 seconds (4 weeks), 1.25e7 seconds (20 

weeks), 2.25e6 seconds (37 weeks), and 3.15e7 seconds (52 weeks). Since this study is to 

investigate the effects that the kinetic mass transfer of CO2 and SO2 and the coupling 

between porosity change and fluid flow would have on the near well-bore area during the 

injection period, the evolution history of selected important information near the injecting 

node will be also presented. During the presentation, of the whole domain, only the part 

having distinguishable difference in the selected variables will be presented. For example, 

for CO2 saturation, there is no major change for the right half domain (800-1600 meters), 

so only the left half domain is shown in the top left (TL) graph in Figure 4.3. 

As we can see from the TL graph in Figure 4.3, CO2 spread to the right 

continuously with time and the saturation in the injecting well also increases with time, as 

is expected. However, for CO2 pressure shown in the TR graph, it seems that CO2 

pressure experiences a massive increase from the initial pressure 8 MPa to around 15 

MPa. This can be attributed to the fact that the fluids can only move to the right hand side 

since all the other directions have no flow boundary and that the absolute permeability 
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(2x10-13 m2) is small enough to intrigue a huge pressure increase. In addition, CO2 

pressure in the injecting well decreases by a smaller magnitude with time, which can be 

again verified in the TR graph in Figure 4.5. This can be explained by the fact that water 

pressure before the saturation front (e.g., the region for x < 80 meters at time 2500000 

secs in the TL graph in Figure 4.3) will eventually undergo a decrease with time since 

less and less water is left to be replaced by CO2, which will require a smaller and smaller 

water pressure to push the water to the right hand side. Furthermore, the decrease in the 

water pressure will be the dominant factor in the evolution of CO2 pressure since the 

change of capillary pressure is in an order of 1000 Pa (shown in the LL graph in Figure 

4.5) and the magnitude of water pressure is in an order of 10 MPa with the change of 

water pressure in an order much larger than that of capillary pressure. Therefore CO2 

pressure experiences a decrease with the decrease of water pressure, although the 

increase of capillary pressure with the increase of CO2 saturation with time tries to 

increase the CO2 pressure but fails due to the much smaller magnitude. When it comes to 

SO2 concentration in the scCO2, a constant mass ratio (a percent of SO2 in the scCO2) is 

assumed in the injecting well since SO2 together with scCO2 is continuously injected into 

the first node and the mass transfer for SO2 from the scCO2 to the water phase has proven 

not to be fast enough to deplete the SO2 in the scCO2 in the injecting node. As is shown 

in the ML graph in Figure 4.3, SO2 in the scCO2 moves to the right hand side with time, 

but in a pace much slower than the movement of CO2 if a comparison between the TL 

and ML graphs. For example, for x=200 meters at 12500000 sec, CO2 saturation is close 

to 0.25 but SO2 concentration in the scCO2 is zero, due to the mass transfer to the water 

phase and mass diffusion to its neighboring nodes. The SO2 solubility in the water (MR 

graph in Figure 4.3) has a direct relationship with SO2 concentration in the scCO2, as is 

ruled by Henry’s Law, so the profiles of SO2 solubility in the water are similar to those 

for SO2 concentration in the scCO2. SO2 concentration in the water (LL graph in Figure 

4.3) has a time lag compared with the profiles of SO2 solubility because of the mass 

transfer limitations, but has similar profiles with those for H+ (LR graph in Figure 4.3) 

since the concentration of H+ is highly dependent of SO2 concentration in the water. 

The dissolution of Hematite continues with time, as is shown in the TL graph in 

Figure 4.4, with a maximal decrease percentage of 0.24 in the first node at 3.15e7 sec. 
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With the dissolution of hematite and SO2 into the water phase, pyrite will begin to 

precipitate over time (TR graph in Figure 4.4). The change of the composition of the 

mineral will have a volume change which can be described by Equation (4.12). The 

induced changes in the porosity and permeability by the mineral dissolution and 

precipitation are shown in the LL and LR graphs in Figure 4.4. The porosity experiences 

a maximal decrease percentage of 0.25 while the maximal decrease percentage for the 

permeability is 1.05 in the first node at 3.15e7 sec. This magnitude of change in the 

porosity and permeability could have significant impacts on the fluid flow, especially on 

the pressure since pressure is more sensitive to porosity and permeability. A detail 

comparison between the cases with and without the coupling of porosity and permeability 

change with fluid flow will be covered later in Section 4.4.2. 
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Figure 4.3 Distribution of selected variables at different times (the top left (TL), top right 
(TR), middle left (ML), middle right (MR), lower left (LL) and lower right (LR) graphs 
are for CO2 saturation, CO2 pressure, SO2 concentration in the scCO2, SO2 solubility in 
the water, SO2 concentration in the water, and H+ concentration, respectively) 
 

From the analysis above, we can see that the region near the injecting node is where 

most changes in the saturation, pressure, porosity and many other variables are expected. 
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Therefore, the evolution history of selected important information for the first three nodes 

(interfaces) will be presented next. 

CO2 saturation in the first node increases to a value larger than 0.3 in a very short 

time span due to the continuous injection of CO2 in the first node, as is shown in the TL 

graph in Figure 4.5. As for the CO2 pressure in the TR graph, the pressures for all the 

three nodes increase to a massively high pressure and undergo a smaller decrease over 

time due to the decrease in water pressure in a much larger magnitude than that for the 

increase in capillary pressure.  The capillary pressures (LL graph) share a similar profile 

with that for CO2 saturation because of its high dependence on the CO2 saturation. When 

it comes to CO2 flow velocity (LR graph), it goes through a short period of rapid increase 

before stabilizing with time. 
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Figure 4.4 Distribution of selected variables at different times (TL, TR, LL and LR 
graphs are for Hematite and Pyrite abundance in each node, porosity and permeability, 
respectively) 

 

It is more obvious to observe (in the TL and TR graphs in Figure 4.6) the time lag 

between SO2 concentration in the water and SO2 solubility in the water due to the mass 

transfer limitations from the scCO2 to the water phase. As is expected, SO2 concentration 

in the scCO2 and SO2 solubility in the water share almost the same profiles in the TR and 
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LL graphs because of Henry’s Law. As for CO2 concentration in the water in the LR 

graph, the time for CO2 concentration in the first three nodes to hit its solubility limit is 

short. Actually, if we compare the TL graph in Figure 4.5 to the LR graph in Figure 4.6, 

we can find that CO2 concentration in each of the three nodes reach its solubility limit 

almost at the same time when CO2 saturation front is in the same node. It suggests that 

the role for the mass transfer limitations is insignificant if a simulation time larger than 

1e7 seconds is considered. Therefore, it is not necessary to include the kinetic dissolution 

of CO2 from the scCO2 to the water phase into the simulation models unless the 

simulation time is very short (in terms of days or less). 
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Figure 4.5 Evolution of selected variables for different nodes/interfaces (LL and LR 
graphs are for capillary pressure, CO2 flow velocity for the first three nodes’ east 
interfaces, respectively) 
 

As for the evolution for H+ concentration in the TL graph in Figure 4.7, a similar 

profile can be found for SO2 concentration in the water phase in the TL graph in Figure 

4.6 because the concentration of H+ is highly dependent of SO2 concentration in the water, 

although CO2 in the water has a larger concentration and can also release H+ to the water 

(but with a much lower ability since carbonic acid is a weak acid while sulfuric acid (a 

product of the reaction of SO2 with H2O) is a strong acid). At the end of one year, the 

porosity experiences a decrease percentage of 0.25, 0.09, and 0.02 for Node 1, 2, and 3, 
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respectively, as is shown in The TR graph in Figure 4.7. This magnitude in the changes 

of porosity would have corresponding decrease percentage for the permeability (LL 

graph in Figure 4.7) of 1.05, 0.38, and 0.08 for Node 1, 2, and 3, separately. The 

magnitude of the change for the second and third nodes might not be as significant as 

someone might expect, but the changes are for a simulation time of one year only. The 

changes would be much more significant if an injection period of more than 30 years is 

considered. In addition, the combination of these minor changes in the porosity and 

permeability, together with the changes in the first node, would have a collective impact 

that might be much more important than expected and therefore needs further 

investigations, especially on the water and CO2 pressure because the pressures are very 

sensitive to the change of porosity and permeability and these pressures are very 

important operating parameters during CO2 injection and storage. 
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Figure 4.6 Evolution of selected variables for different nodes (LR graph is CO2 
concentration in the water phase) 
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Figure 4.7 Evolution of selected variables for different nodes 
 

4.4.2 Model comparison 

From the top left graph in Figure 4.8, we can see that CO2 saturation at 3.15e7 sec 

for all the scenarios is almost the same expect for some difference near the saturation 

front which can be easily observed in the low left graph in Figure 4.8. Since there is no 

impact of the changes in porosity and permeability on the fluid flow model in the cases 

‘Ki-non’ and ‘Equi-non’, the two cases have overlapping saturation profiles even near the 

saturation front. But for the cases ‘Ki-cou’ and ‘Equi-cou’ where the interaction between 

the fluid flow and the changes in porosity and permeability is included, the porosity and 

permeability would experience a small percentage of decrease for both ‘Ki-cou’ and 

‘Equi-cou’ and therefore the domain before the saturation front would have a slightly 

larger CO2 saturation than the non-coupling cases do although the saturation values seem 

to have no noticeable difference from the non-coupling cases in the top graph. The 

domain before the saturation front has a decreased porosity and permeability, resulting in 

a higher pressure before the saturation front while no changes for porosity and 

permeability are expected after the saturation front (no SO2 and CO2  yet) and pressure 

changes after the saturation front would not be so significant. Therefore, the flow velocity 

near the saturation front would be much larger than those for non-coupling cases. That is 

why the saturation difference between the coupling and non-coupling cases become 
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noticeable near the saturation front. Therefore, CO2 saturation in the case ‘Ki-cou’ has a 

higher value that those in the non-coupling cases at the same location near the saturation 

front while CO2 saturation in the case ‘Equi-cou’ has an even higher value. The decrease 

in the porosity for ‘Equi-cou’ is a little larger than that for ‘Ki-cou’ due to the fact that 

more SO2  for ‘Equi-cou’ would produce more H+ in the water and both the dissolution of 

hematite and precipitation of pyrite are catalyzed by H+, so CO2 saturation has a even 

larger increase near the saturation front for ‘Equi-cou’.  
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Figure 4.8 Comparison of the distribution for CO2 saturation and pressure at 3.15e7 sec 
for different scenarios (in the legends, ‘Ki’ and ‘Equi’ are for kinetic and equilibrium 
mass transfer of SO2 and CO2 respectively; ‘Cou’ is for the case with the coupling 
between porosity change and fluid flow while ‘Non’ is without the coupling; the same 
legends are used throughout the paper) 

 

When it comes to CO2 pressure at 3.15e7 sec, no difference would be expected 

between ‘Ki-non’ and ‘Equi-non’ (shown in the right graph in Figure 4.8) because 

porosity and permeability changes are only monitored and not incorporated into the fluid 

flow model. As for the ‘Ki-cou’ case, a noticeable increase in CO2 pressure over the non-

coupling cases can be easily observed in the figure while ‘Equi-cou’ has an even larger 
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increase in the CO2 pressure due to its larger magnitude of the decrease in porosity and 

permeability. 

The major difference between the coupling and non-coupling cases is the pressure 

difference, which is in an order of less than 105 Pa, as is shown in Figure 4.8 and 4.10. 

Such magnitude of pressure difference would have minor direct impacts on the SO2 

solubility in the water phase and limited indirect impacts on the contaminant transport 

and geochemical model through the minor differences in the fluid flow velocity. 

Therefore, the impacts of the coupling between fluid flow and porosity change on the 

SO2 and H+ concentration in the aqueous phase would be insignificant, as can be seen in 

Figure 4.9. The H+ concentration profiles for the coupling cases have no noticeable 

differences from those for the non-coupling cases, but the differences between kinetic 

and equilibrium mass transfer of SO2 is obvious even after one year because more SO2 

dissolved into the water phase for the same time period can produce more H+, although 

the difference is smaller and smaller as the time continues. 

As we can see from Equation (4.14a) and (4.15a), the kinetic reactions for both the 

dissolution of hematite and the precipitation of pyrite can be accelerated by the presence 

of H+ (the more of H+, the faster for the reactions). Therefore, the magnitude for the 

changes in porosity and permeability for the case ‘Equi’ would be larger than that for 

‘Ki’, as can be observed in Figure 4.9.  

Since the injecting node (Node 1) is very important to CO2 injection and storage, 

the evolution of several important variables will be presented and compared among the 

four scenarios. As to CO2 saturation in the first node, no noticeable difference can be 

observed among the four scenarios, as can be seen in the TL graph in Figure 4.10, 

although the saturation for the coupling cases would be slightly larger than those for the 

non-coupling cases. When it comes to CO2 pressure in Node 1, the difference is obvious 

(shown in the TR, LL and LR graphs). The pressure difference between the coupling and 

non-coupling cases is in an order of 104 Pa and the pressure for coupling cases would 

experience an increase of more than 0.1% over the non-coupling cases for most of the 

simulation time. At the end of one year, the case ‘Equi-cou’ has a pressure increase of 

78119 Pa (0.55%) over the non-coupling cases while the increase for the case ‘Ki-cou’ is 

58669 Pa (0.41%).  From the comparison between ‘Equi-cou’ and ‘Ki-cou’, we can find 
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that the case with the kinetic mass transfer of SO2 can save energy and money for the 

pressure difference of 19450 Pa over the case with equilibrium assumption at the end of 

one year. 

0 200 400 600 800
0

0.02

0.04

0.06

0.08

x(m)

H
+  (

m
ol

/L
)

H+ distribution @31500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

0 200 400 600 800
0

0.02

0.04

0.06

0.08

x (m)

H
+  (

m
ol

/L
)

H+ distribution @12500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

0 200 400 600 800
0.3694

0.3696

0.3698

0.37

x(m)

P
or

os
ity

Porosity distribution @12500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

0 200 400 600 800
0.3685

0.369

0.3695

0.37

0.3705

x(m)

P
or

os
ity

Porosity distribution @31500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

0 200 400 600 800
2.02

2.025

2.03

2.035

2.04
x 10

-13

x(m)

K
 (

m
2 )

Permeability distribution @12500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

0 200 400 600 800
2

2.01

2.02

2.03

x 10
-13

x(m)

K
 (

m
2 )

Permeability distribution @31500000 sec

 

 

Equi-cou
Ki-cou
Equi-non
Ki-non

 

Figure 4.9 Comparison of the distribution for H+ concentration, porosity and K changes 
for different scenarios 

 

Higher pressure requirement would first demand more energy. Assuming that the 

pressure difference of the case ‘Equi-cou’ over the non-coupling cases continues to be 

78119 Pa for the rest injection period (at least 20 years) and the CO2 injection rate for the 

whole field is 0.73 m3/s, there would be an additional power input requirement of 57 

kilowatt to inject the same flow rate of CO2 for the whole injection period, not even to 

mention that the pressure difference will definitely continue to increase if the porosity 

and permeability in the injection node continues to decrease. However, the assumption 

for the kinetic mass transfer of SO2 can save this additional energy demand by about 25% 

because the magnitude of the decrease in the porosity and permeability would be smaller 

than that for the case with the assumption of equilibrium dissolution of SO2 into the water 

phase. 
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Figure 4.10 Comparison of the evolution for CO2 saturation and pressure @ Node 1 (the 
LL graph shows CO2 pressure difference between ‘ki-cou’ and ‘ki-non’, and between 
‘Equi-cou’ and ‘Equi-non’ while the LR graph shows CO2 pressure ratio of ‘ki_cou’ over 
‘ki_non’, and of ‘Equi-cou’ over ‘Equi-non’) 

 

As can be seen in the TL graph in Figure 4.11, the SO2 concentration for the case 

‘Ki-cou’ reaches its solubility limit at the end of one year, so is the H+ concentration (TR 

graph in Figure 4.11). As we can find in the lower two graphs, the porosity experiences a 

maximal decrease percentage of 0.25 and 0.34 for the cases ‘Ki’ and ‘Equi’, respectively, 

while the maximal decrease percentage for the permeability is 1.05 and 1.43 for the cases 

‘Ki’ and ‘Equi’, respectively, in the first node at 3.15e7 sec. Although the magnitude of 

the changes in the porosity and permeability seems to be small, they do have significant 

impact on the flow pattern, especially the pressure for the two phases, as is analyzed 

above. 
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Figure 4.11 Comparison of the evolution for selected variables @ Node 1 
 

4.4.3 Sensitivity analysis 

The purpose of the sensitivity analysis is to assess how uncertainties in mineral 

dissolution rates and the dissolution rate of SO2 into the aqueous phase affect the 

alteration pattern of the system including the changes of CO2 pressure, aqueous 

concentration for SO2 and H+ , the dissolution and precipitation of minerals and the 

induced changes in the porosity and permeability. Therefore, two additional simulations 

are run for the sensitivity analysis, one with the dissolution rate of SO2 decreasing by an 

order of magnitude; the other with the hematite dissolution rate decreasing by an order of 

magnitude. The two cases are denoted as ‘Low K_he’ and ‘Low K_SO2’ for decreasing 

hematite and SO2 dissolution rate, respectively. Results obtained from the two sensitivity 

simulations are compared to the base case detailed in Section 4.4.1. The comparison for 

selected important variables in the injecting node is shown in Figure 4.12 and 4.13. 
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Figure 4.12 Comparison of the evolution for selected variables @ Node 1 for sensitivity 
analysis 

 

From Figure 4.12, we can find that a decrease in SO2 and hematite dissolution rate 

would result in a decrease in CO2 pressure (the TR graph), compared to the base case, 

and the latter one would have a larger magnitude of decrease. This is due to the fact that 

hematite dissolution rate has a direct impact on the dissolution of hematite and the 

precipitation of pyrite, whose results are the induced changes in porosity and 

permeability and CO2 pressure. However, for SO2 and H+ concentration in the aqueous 

phase, since SO2 dissolution rate has a more direct impact on the dissolved SO2 and H+ in 

the water, it reduces SO2 and H+ concentration a lot while hematite dissolution rate have 

no notable effects, as can be seen in the LL and LR graphs.  

The dissolution of hematite and precipitation of pyrite depend on hematite 

dissolution rate directly. The impact of SO2 dissolution rate and H+ is less direct. 

Therefore, the changes in the abundance for hematite and pyrite induced by the changes 

in hematite dissolution rate would expect a larger difference from the base case, as is 

shown in the TL and TR graphs in Figure 4.13. Since the porosity and permeability are 

changed due to the changes of hematite and pyrite, their alteration pattern is similar to 

that for hematite and pyrite, shown in the LL and LR graphs. 
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Figure 4.13 Comparison of the evolution for selected variables @ Node 1 for sensitivity 
analysis 

 

To evaluate the impact due to variation of a parameter φ  on the reaction that occurs 

during the simulation, we can define the following sensitivity indicator: 

0 0

0 0

x x xdx
I

d xφ
φ

φ φ φ
−= =

−
     (16)  

where dx represents the percentage change of a variable x under estimation, dφ  is the 

percentage change of a parameter φ  with respect to the reference value 0φ . From the 

indicator, we can find that a positive indicator indicates increasing the parameter results 

in increasing variable while a negative indicator suggests that increasing the parameter 

results in decreasing variable, and a zero indicator shows no influence of the parameter 

on the variable. 

The sensitivity indicator for selected important variables with respect to changes in 

hematite and SO2 dissolution rate at the end of one year is summarized in Table 4.5. One 

important point needed to emphasize is that the change percentage for CO2 pressure, 

hematite, porosity and permeability is very small (<1% for most cases). Therefore, the 

sensitivity indicator for these variables is very small (<0.01 in general), although the two 

parameters (K_he and K_SO2) do have significant impact on these variables, as is 
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analyzed above and shown in Figure 4.12 and 4.13. As for SO2 and H+ aqueous 

concentration, K_SO2 does have significant positive impact while K_he has a less 

significant effect. 

 

Table 4.5 Sensitivity indicator with respect to changes in K_he and K_SO2 at one year 
xIφ  Pn Cw(SO2) H+ Hematite Pyrite Porosity K 

K_he 0.0041 0.0023 0.0021 -0.0024 0.9962 -0.0025 -0.0106 
K_SO2 0.0035 0.7836 0.7404 -0.0020 0.8384 -0.0021 -0.0089 
 

4.5  Model limitations 
The simulations presented in this study provide valuable insights with respect to the 

brine acidification and induced porosity and permeability changes of co-injecting SO2 

with CO2 into deep saline aquifers. The results are, however, constrained by the 

limitations of current fluid flow, mass transport and geochemical models. Of all the 

complex physical, hydrological and geochemical processes which are expected to occur, 

some have not been incorporated in the models. Some simplifications can be justified, 

because they would not contribute significantly to the final outcomes; others, while 

important, would require a more thorough and detailed comprehension and quantification 

of relevant physical, kinetic, and thermodynamic processes than are currently available. 

In other words, more experimental studies and further model and code development are 

needed to fill the gaps in our knowledge. In this section, we prefer to devote some efforts 

to discuss some of the principal simplifications and how they might affect the findings 

presented in this paper.  

The current model is limited in that the initial mineral composition of the formation 

is 100 wt% of hematite (Fe2O3). No other minerals are considered because of the 

computational demand required by the solving of the fluid flow and mass transport 

equations and iterative process required by the coupling between the fluid flow and 

porosity and permeability changes. The simplification may seems to be not that realistic, 

but it would not affect the findings in this study a lot since the objectives of this paper is 

to investigate the effects of kinetic versus equilibrium mass transfer of SO2 and the 

coupling versus non-coupling between the fluid flow and porosity and permeability 

changes by comparing different model scenarios. However, since only one mineral is 
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considered, the pH buffering capacity of the minerals is underestimated and thus the 

estimated H+ concentration is the maximal possible ones. Therefore, the results for a 

single scenario can only be interpreted as the ‘worst-case scenario’ if the results are to be 

compared to those in other studies.  

 Although this study incorporates the kinetic mass transfer of SO2 from scCO2 to 

the water phase, the kinetic reaction rate for the homogeneous disproportionation of SO2 

(given in Table 4.1) in the aqueous phase is not included due to lack of experimental data. 

In the current model, disproportionation is assumed to be instantaneous, approximating 

the conditions in which sulfuric acid generation is observed in magmatic hydrothermal 

systems as confirmed by laboratory experiments (Kusakabe et al., 2000). If the data for 

the kinetic reaction rate for the homogeneous disproportionation of SO2 were available 

and incorporated into the geochemical model, then the difference between the kinetic and 

equilibrium dissolution would be larger. This could be a major uncertainty to the findings 

in this paper and needs further experimental studies and numerical investigations. 

 

4.6  Summary 
We have developed a multiphase flow and contaminant transport model which 

incorporates the kinetic mass transfer of SO2 and CO2 into deep saline aquifers and the 

coupling between the fluid flow and the induced porosity and permeability changes 

caused by the brine acidification. We have performed six simulations (four for model 

comparison, the other two for sensitivity analysis) of acid-gas injection into a 1-D 

formation with typical hydro-geologic properties and simplified mineral compositions. 

Major findings and conclusions are as follows: 

i. The co-injection of SO2 with CO2 results in a substantially acid zone near the 

injecting well. For the base case by the end of one year, the H+ concentration in 

the injecting node is 0.073mol/L and the region with H+ concentration larger 

than 0.04mol/L expands to a distance 100 meters from the injecting node. The 

reasons for the relatively fast expansion of the acid zone can be attributed to the 

fact that the simplified initial mineral composition does not have enough pH 

buffering capacity as other complex mineral composition does.  
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ii.  It is not necessary to include the kinetic dissolution of CO2 from the scCO2 to 

the water phase into the simulation models since the CO2 concentration would 

reach its solubility limit in a time scale of several days. Therefore, for 

simulations with a time scale larger than weeks, it is valid to assume 

equilibrium dissolution of CO2 from the scCO2 to the aqueous phase. 

iii.  It is important to include the kinetic dissolution of SO2 from the scCO2 to the 

water phase into the simulation models because the SO2 concentration in the 

aqueous phase would not be close to its solubility limit for the first node until 

the end of one year. The accumulated effect of the difference between the actual 

SO2 concentration in the aqueous phase and its solubility limit would be 

considerable and can not be neglected. 

iv. The coupling between the fluid flow and the changes in porosity and 

permeability is critical to the CO2 injection into deep saline aquifers in that the 

coupling would require significantly higher injection pressure and higher 

pressure all over the domain, although the coupling has no noticeable effects on 

the SO2 concentration, H+ concentration and the induced porosity and 

permeability changes.  

v. The porosity experiences a maximal decrease percentage of 0.25 and 0.34 for 

the cases ‘Ki’ and ‘Equi’, respectively, while the maximal decrease percentage 

for the permeability is 1.05 and 1.43 for the cases ‘Ki’ and ‘Equi’, respectively, 

in the first node at 3.15e7 sec. 

vi. The pressure difference between the coupling and non-coupling cases is in an 

order of 104 Pa and the pressure for coupling cases would experience an 

increase of more than 0.1% over the non-coupling cases for most of the 

simulation time. At the end of one year, the case ‘Equi-cou’ has a pressure 

increase of 78119 Pa (0.55%) over the non-coupling cases while the increase for 

the case ‘Ki-cou’ is 58669 Pa (0.41%). The case with the kinetic mass transfer 

of SO2 can save energy and money for the pressure difference of 19450 Pa over 

the case with equilibrium assumption at the end of one year. 

vii.  The higher pressure required would first demand higher injection pressure 

which would cost more energy and money. More importantly, the higher 
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injection pressure (may increase as the injection continues) would expose the 

whole domain to a higher pressure by a difference of 104 Pa at least. Higher 

pressure exposure would increase the risk of fracturing the domain and CO2 

leakage into the atmosphere. 

viii.  The initial mineral composition is simplified and the important pH buffering 

capacity of complex mineral composition is not included in this study. 

Therefore, the results for a single scenario in this study can only be interpreted 

as the ‘worst-case scenario’. 

ix. A comprehensive cost-benefits analysis is needed for SO2 disposal with CO2 in 

deep saline aquifers. Possible benefits include the save for SO2 treatment and 

disposal with other options and the save for the purification cost associated with 

more pure CO2. However, the major cost comes from the cost associated with 

the increasing injecting pressure, the loss due to increasing pipeline erosion, and 

the loss related to the increasing risk of CO2 and SO2 leakage. 

x. The hematite and SO2 dissolution rates have significant impact on CO2 pressure, 

hematite and pyrite abundance, porosity and permeability. As for SO2 and H+ 

aqueous concentration, K_SO2 does have significant positive impact while 

K_he has a less significant effect. 

 

The simulations of SO2 co-injection with CO2 presented in this paper are 

preliminary, as they are limited by model simplifications due to insufficient 

thermodynamic data, kinetic and physical data, and limited computational power. Further 

experimental studies and numerical investigations will be required, although the direction 

of such improvements will depend on future CO2 sequestration programs. Sensitivity 

studies show that arbitrary changes in SO2 dissolution rate, or the representation of more 

complex but more realistic mineral dissolution kinetics, can significantly modify the 

predicted brine acidification and induced porosity and permeability changes.  
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Chapter 5  Investigation of Darcy-Forchheimer flow and 
kinetic dissolution of SO2 during SO2 co-injection with CO2 
 

In this chapter, the method and models developed in Chapter 3 and 4 are used for 

the investigation of the transition behavior between Darcy and Forchheimer flows and the 

kinetic dissolution of SO2 and its resultant brine acidification and induced porosity and 

permeability changes during SO2 co-injection with CO2 into a large 2-D deep saline 

aquifer. 

5.1  Introduction 
As is concluded in Chapter 3, it is important to incorporate Forchheimer effect into 

the numerical simulation of multiphase flow to properly characterize the additional 

friction caused by the high flow rate of carbon dioxide (CO2) and the Forchheimer zone 

near the injection well has a higher displacement efficiency but with the price of higher 

injection pressure. In order to obtain more realistic recommendations on the field 

operation of CO2 sequestration sites, it is necessary to conduct a thorough investigation 

which incorporates the transition between Darcy and Forchheimer flows on a larger 

domain (length scale: kilometers) for a longer time (time scale: tens of years), rather than 

a small spatial and time scale considered in Chapter 3. Therefore the procedure and 

methods developed in chapter 3 will be employed here to investigate the transition 

behavior between Darcy and Forchheimer flow during CO2 injection into a larger saline 

aquifer for a longer period of time.  

At the same time, the kinetic dissolution of sulfur dioxide (SO2) and its resultant 

brine acidification and induced porosity and permeability changes during SO2 co-

injection with CO2 will also be investigated by using the models developed in Chapter 4. 

Lessons learned from Chapter 3 and 4 will act as the guideline for the analysis in this 

chapter. For example, from Chapter 4, a conclusion is drawn that it is not necessary to 

include the kinetic dissolution of CO2 from the supercritical CO2 (scCO2) to the water 

phase into the simulation models since the CO2 concentration would reach its solubility 

limit in a time scale of several days. Therefore, for the simulation here, the equilibrium 

dissolution of CO2 from the scCO2 to the aqueous phase is assumed in order to eliminate 
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the transport equation for CO2 and save some computation time. As for the SO2 

dissolution, since the accumulated effect of the difference between the actual SO2 

concentration in the aqueous phase and its solubility limit would be considerable, kinetic 

mechanism is assumed. The simulation is also with the coupling between the fluid flow 

and the changes in porosity and permeability because the coupling is critical to the CO2 

injection into deep saline aquifers in that the coupling would require significantly higher 

injection pressure and higher pressure all over the domain.  

The goal of this chapter is to gain a more thorough understanding of the transition 

behavior between Darcy and Forchheimer flow and the kinetic dissolution of SO2 and its 

resultant brine acidification and induced porosity and permeability changes during SO2 

co-injection with CO2 in deep saline formations. With this goal, three model scenarios are 

studied. The base case describes sSO2 mass transfer limitation from scCO2 to the brine 

with the assumption of Darcy-Forchheimer flow while the second scenario is for Darcy 

flow only and kinetic dissolution of SO2. For comparison, the third scenario is for the 

case of Darcy-Forchheimer flow and SO2 phase equilibrium between the entire volumes 

of scCO2 and brine.  

 

5.2  Fluid flow and contaminant transport conditions 
A two-dimensional uniform formation is considered in the present model (Figure 

5.1). In all scenarios, a constant flow rate of CO2 with 1% of SO2 in mass (10-3 m3/s per 

meter normal to the 2D domain) is continuously injected into the middle bottom (at the 

node with (x, z) equal to (2510, 10) of a deep saline aquifer which is originally saturated 

with water and with a depth of 1000 m at the bottom boundary. The injection rate is 

determined by considering that a standard size 1,000-MW coal-fired power plant 

produces CO2 at a rate approximately 350 kg/s (Hitchon, 1996), equivalent to 0.73 m3/s 

CO2. The CO2 emitted would require a field about 730 meters in width (10-3 m3/s per 

meter x 730 m =0.73 m3/s). The boundary conditions and parameter values used here are 

shown in Table 5.1 and 5.2.  
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5.3  Geochemical conditions 
Since the multiphase flow and contaminant transport model proposed in this 

chapter involves solving two linear systems in two iterative processes (plus the iterative 

process for the coupling between fluid flow and porosity changes) in a large domain with 

a total of 5010 grid points, which are computationally demanding, we still simplify the 

geochemical model by assuming that the initial mineral composition of the formation is 

100 wt% of hematite (Fe2O3) with a density of 5280 kg/m3, the same with that in Chapter 

4.  

 

Figure 5.1 Model domain and boundary conditions (to represent a node, e.g., the injecting 
node (in Column 251 and Row 1) can be expressed as node (251, 1); for an interface, the 
east and north interfaces of the injecting node can be represented as (251.5, 1) and (251, 
1.5), respectively ) 
 

Table 5.1 Parameters for fluid flow and contaminant transport 

k r
wS

 λ  wρ
 wµ

 
Cβ  

Aquifer 

temperature 

Aquifer 

salinity 
2 ( )( )aqCOD

 

Droplet 

diameter (d) 

m2   kg/m3 Pa s (m) °C mol/L m2/s m 

2e-9 0.35 3.86 994 7.43e-4 1.52e-4 60 1 2.73e-9 0.05 

θ  
r
nS

 
Pd nρ

 nµ
 

Depth 2 ( )2
( )scCOSOD

 
2 ( )( )aqSOD

 

SO2 mass ratio 

in scCO2 flow 

  Pa kg/m3 Pa s m m2/s m2/s percentage 

0.37 0.05 10000 479 3.95e-5 1000 2.49e-8 2.31e-9 1 

 

 

z 

251 252 253 

251 252 

251 

Row 1 

Row 2 

Row 10 

Interface 251.5 

Interface 253.5 

Interface 252.5 

250 

250 

249 

I 3.5 

I 1.5 

I 2.5 

 1 

251 

501 

x 
Injecting CO2 

No flow boundary 

No flow boundary 

BC type I for 
wφ  

BC type I for Sn 
BC type I for 

wφ  
BC type I for Sn 
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Table 5.2 Modeling parameters 
Properties Values Comment 

Boundary condition 

Water potential at x=5 m 

Water potential at x=5015 m 

Water potential at z=5 m 

Water potential at z=105 m 

wφ  = 10 M Pa, BC Type I 

wφ  = 10 M Pa, BC Type I 

No flow boundary 

No flow boundary 

Left boundary 

Right boundary 

Bottom boundary 

Top boundary 

SO2 concentration at x=5 m 

SO2 concentration at x=5015 m 

SO2 concentration at z=5 m 

SO2 concentration at z=105 m 

C = 0, BC Type I  

C = 0, BC Type I 

No flow boundary  

No flow boundary 

Left boundary 

Right boundary 

Bottom boundary 

Top boundary 

CO2 saturation at x=5 m 

CO2 saturation at x=5015 m 

CO2 saturation at z=5 m 

CO2 saturation at z=105 m 

CO2 injecting rate @ (251,1) 

Sn = 0.1, BC Type I 

Sn = 0.1, BC Type I 

No flow boundary 

No flow boundary 

1*10-3 m3/s 

 

 

 

 

Per meter normal to the 2D domain 

Initial condition 

Water saturation 

NWP saturation 

Water pressure 

Sw = 0.9 

Sn = 0.1 

wφ = 10 M Pa 

Saturated with water initially 

Space discretization Time discretization 

Domain size, Length 

Domain size, Depth 

Domain size, Width 

Space step size 

L=5010 m 

W=100 m 

1 m 

dx =dz=10 m  

Simulation time 

Time step size 

T= 180 day 

dt=7200 s 

`  

Where sediments contain ferric iron, it must be first reduced before precipitation as 

iron sulfide. The reduction of ferric iron by sulfide can be realized by the following 

reaction: 

2 2
2 3( ) ( ) 4 24  15 8 8s aqFe O HS H Fe SO H O− + + −+ + ⇔ + +     (5.1) 

After the reduction of ferric iron to ferrous iron, ferrous iron can react with sulfide 

by the following reaction: 

2 2
4 ( ) 2( ) 24 7 4 ( ) 4aq sFe SO HS H FeS pyrite H O+ − − ++ + + ⇔ +   (5.2) 
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After the formation of pyrite, it might begin to dissolve into the water phase, but 

the dissolution of pyrite needs the presence of Fe3+, as is shown in Table 4.4. Furthermore, 

there would be few, if not at all, Fe3+ in the water phase in this study. Therefore, the 

dissolution of pyrite is negligible compared with the precipitation of pyrite.   

Since the simulations considered herein are restricted to moderately to extremely 

acidic conditions, only the acid-catalyzed mechanism has a significant effect upon 

reaction rates, and the other two mechanisms are negligible in comparison and therefore 

are ignored herein. The mineral dissolution rate parameters are summarized in Table 4.4. 

Mineral precipitation rates were computed by dividing the dissolution rate by the 

equilibrium constant, based on the principle of microscopic reversibility (Lasaga, 1998). 

 

5.4  Results and discussion 
Three model scenarios are analyzed in this chapter, with the base case describing 

scSO2 mass transfer limitation from scCO2 to the brine with the assumption of Darcy-

Forchheimer flow, and the second scenario for the case of Darcy flow and kinetic 

dissolution of SO2, and the third scenario for the case of Darcy-Forchheimer flow and 

SO2 phase equilibrium between the entire volumes of scCO2 and brine. To simplify the 

notation, these three cases are denoted as ‘F’, ‘D’ and ‘FE’, respectively. This simplified 

notation will be used throughout the chapter. 

In this section, the results for the base case with kinetic mass transfer and Darcy-

Forchheimer flow will be presented and discussed first. Then a comparison among the 

three cases will be conducted. In addition, implications for CO2 injection and storage in 

deep saline aquifers will be also discussed after that. 

 

5.4.1 Base case (Case ‘F’) 

Before presenting the results for the base case in 2D domain, it needs to be noted 

that there are four Forchheimer numbers noted as fwx (for wetting phase in the x-axis 

direction), fnx (for non-wetting phase in the x-axis direction), fwz (for wetting phase in the 

z-axis direction) and fnz (for non-wetting phase in the z-axis direction). Furthermore, it is 

important to note that all Forchheimer numbers and velocities are values evaluated at the 

individual interface between its two neighboring central nodes (vector quantity) while all 
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the other variables such as saturation and pressure are evaluated as values of central 

nodes (scalar quantity). 

CO2 saturation profiles are shown in Figure 5.2, from which it can be seen that the 

injected CO2 at Node (251, 1) spread to the right and left hand side in a symmetric way. It 

is also easy to observe that, more CO2 spread along the x direction than the vertical 

direction. For example, at Day 180 as is shown in the lower graph in Figure 5.2, the 0.16 

saturation contour line has reached the points where x = 4800 m or 200 m with a travel 

distance of 2300 m while it has not hit the top boundary with a travel distance less than 

100 m. In addition, a high-saturation profile is observed near the injecting node (251, 1). 

The high saturation contour line (e.g., 0.48) expands horizontally with time while it 

expands vertically from Day 45 (Top Middle (TM) graph) to Day 135 (Lower Middle 

(LM) graph), but stops expanding from Day 135 to time Day 180 (Lower graph). 
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Figure 5.2 Spatial distribution of CO2 saturation over time for Case ‘F’ (the Top, Top 
Middle (TM), Lower Middle (LM) and Lower graphs are for Day 45, 90, 135 and 180, 
respectively) 
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The reasons for the transport behavior of CO2 as is shown in Figure 5.2 can be 

illustrated by a comparison among Figure 5.2, 5.3 and 5.4. Before that, the spatial 

distribution for the Forchheimer number in the x and z direction will be analyzed first. 

Since fnx is vector quantity evaluated at the interface between two neighboring 

nodes and the injecting node (Node (251, 1)) has two interfaces along the x direction, it 

can be observed from the Top Left (TL) graph in Figure 5.3 that Node (251, 1) has 

transitioned from Darcy flow to Forchheimer flow at its eastern and western interfaces at 

Day 3. In Darcy-Forchheimer flow as is defined in Section 3.3.5, a positive Forchheimer 

number indicates Forchheimer flow for the interface while a zero Forchheimer number 

suggests Darcy flow numerically. The Forchheimer region in the x direction expands to 

Node (251, 2) at Day 26 and further expands to Node (251, 3) at Day 104, but stops 

expanding from then on. Therefore, the Forchheimer number in the x direction expands 

vertically, but not horizontally. The reason for positive fnx not expanding horizontally will 

be explained next. 
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Figure 5.3 Spatial distribution of fnx over time for Case ‘F’ (In the figure, white 
rectangles represent Darcy flow at the horizontal interface while grey rectangles stand for 
Forchheimer flow at the horizontal interface) 
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As for the spatial distribution for fnz, the Forchheimer expansion is much faster than 

that for fnx, as can be seen from Figure 5.4. Although positive fnx only expands vertically 

to the third row @ Day 180, positive fnz has already covered most of the lower half of the 

studied domain. As is pointed out by Wu (2001), Ahmadi et al. (2010) and Zhang et al. 

(submitted), the displacement of the water by CO2 is inhibited by inertial effects in 

Forchheimer flow. Therefore both fnx and fnz will affect the transport of the injected CO2 

at Node (251, 1) with fnx inhibiting CO2 from flowing horizontally and fnz inhibiting CO2 

from flowing vertically and thus less CO2 will flow out horizontally and vertically. 

Consequently, more and more CO2 will be inhibited and accumulated in the region where 

fnx and fnz are positive (indicating Forchheimer flow) and the inhibition of CO2 flow is 

both horizontal and vertical, as is shown in Figure 5.2 for the 0.48 saturation contour line 

whose evolution is consistent with the evolution of fnx and fnz. As for the other region 

with zero fnx, the transport of CO2 is majorly impacted by the evolution of fnz. Actually, if 

one compares the profiles of CO2 saturation in Figure 5.2 with fnz distribution in Figure 

5.4, the two profiles resemble each other strikingly.  
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Figure 5.4 Spatial distribution of fnz over time for Case ‘F’ (In the figure, white region 
represents Darcy flow at the vertical interface while grey region stands for Forchheimer 
flow at the vertical interface) 
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Since the profiles for fnz share so much in common with those of CO2, some may 

argue why the profiles of fnx look so different from those of CO2. The reason can be 

attributed to the reason why the Forchheimer expansion is much faster vertically than 

horizontally. When CO2 is continuously injected to the middle bottom at Node (251, 1), 

the injected CO2 will move preferentially upward over horizontally due to the buoyancy 

effects caused by the density and viscosity difference between the scCO2 and the water 

phase and thus the vertical velocity is much higher than the horizontal one. The higher 

vertical velocity would cause a larger vertical Forchheimer number, indicating that the 

Forchheimer effect is much stronger vertically than horizontally. This point can be 

verified from Figure 5.5, which shows that both the vertical velocity and Forchheimer 

number are almost 4 times larger than the horizontal velocity and Forchheimer number, 

respectively. Therefore the stronger Forchheimer effect in the z direction caused by the 

buoyancy effects is the dominating factor which imposes on the migration of CO2 while 

horizontal Forchheimer effects are only functional near the injecting well.  
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Figure 5.5 Temporal evolutions of important variables for Case ‘F’in the first row 

 
Since the vertical Forchheimer effect is much stronger vertically than horizontally, 

the inhibition of vertical flow of CO2 will definitely take place where fnz has the 

momentum to transition from Darcy flow to Forchheimer flow. This indicates that more 
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and more CO2 will be accumulated in the node due to the vertical inhibition and the 

accumulation of CO2 in the node would be more and more difficult with time progressing 

and some portion of the accumulated CO2 will be pushed to move downstream and 

horizontally. Partially due to the much weaker horizontal Forchheimer effects which 

suggest less momentum for the transition, it would be more and more difficult for the 

horizontal interfaces to transition from Darcy flow to Forchheimer flow because the 

transition to Forchheimer flow indicates additional friction and less flow velocity which 

would otherwise cause more CO2 to be accumulated in the node. Therefore, the weaker 

horizontal Forchheimer effects give way to the stronger vertical Forchheimer effects and 

thus positive fnx do not expand horizontally, as is shown in Figure 5.3. Accordingly, it is 

clear that CO2 spreading vertically is inhibited by the higher vertical resistance, leading to 

CO2 spreading in favor of the x direction (shown in Figure 5.2).  

As for the water phase, all the nodes’ interfaces have a Forchheimer number less 

than the critical Forchheimer number (with all fw set to be zero to account for the Darcian 

flow), which implies that water flow in the domain is Darcian with the specified injecting 

rate of CO2. This could be attributed to the fact that water’s movement is intrigued by the 

injection of CO2 and the velocities of water are far less than those of CO2 so that the 

Forchheimer number is smaller than the critical values.  

Since the flow is symmetric in the x-direction, as is shown in Figure 5.2, it is 

enough to analyze the evolution of important variables for the right hand side. The 

evolution of CO2 saturation (Sn), potential (Pn), Forchheimer number in the x direction 

(fnx), horizontal velocity (vnx), vertical Forchheimer number (fnz) and vertical velocity (vnz) 

for the bottom row is shown in Figure 5.5. Initially, CO2 in all the nodes in the transport 

domain is in a Darcian manner with the injection of CO2 at node (251, 1). Its east 

interface (251.5) waits until 72 hours (shown in the middle right graph in Figure 5.5) to 

transition to Forchheimer flow. The transition results in faster accumulation of CO2 due 

to inertial effect and requires a higher pressure difference to overcome this additional 

friction. However, the east interface for node (252, 1) never realizes the transition 

because of the weaker horizontal Forchheimer effect yielding to the much stronger 

vertical Forchheimer effect. The transition for the upper interfaces of each node would 

require much less time when compared with the corresponding eastern and western 
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interfaces of the specified node due to the stronger Forchheimer effects resulted from the 

buoyancy effects. For example, the time required for the injecting node’s upper interface 

to transition to Forchheimer flow is only 4 hours (shown in the lower right graph in 

Figure 5.5). Also, with the transition, there is a sharper increase in CO2 saturation and 

pressure, as can be seen in the top left and top right graphs in Figure 5.5.  

It is plausible from a first look at the vnx and vnz history in the middle right and 

lower right graphs in Figure 5.5 that the velocities are oscillating. However, a careful 

observation would refute the argument. The sharp decrease in the velocity history is due 

to the fact that the velocity before the transition is based on Darcy flow while the velocity 

after the transition is based on Forchheimer flow and the difference between the two 

regimes is by a factor of (1+fnx) or (1+fnz). If the velocity after the transition (e.g., 72 

hours for vnx of Interface 251.5) is depicted as Darcy flow by multiplying a factor of 

(1+fnx) with the fnx larger than 10, then there would not be a sharp decrease in the 

absolute value of velocity. In this discussion the analysis on water phase is skipped 

because the change in water phase is induced by the change in CO2 and a complete 

analysis on CO2 is adequate.   

As to SO2 concentration in the scCO2, a constant mass ratio (one percent of SO2 in 

the scCO2) is assumed in the injecting well since SO2 together with scCO2 is continuously 

injected into Node (251, 1) and the mass transfer for SO2 from the scCO2 to the water 

phase has proven not to be fast enough to deplete the SO2 in the scCO2 in the injecting 

node. As is shown in Figure 5.6, SO2 in the scCO2 expands horizontally and vertically 

with time. It needs to be noted that it seems that the region beyond the most outside 

contour line in Figure 5.6 has zero concentration of SO2, however this region does have 

very small concentration, for which the figure can not display them completely since the 

values are very small (close to zero). Figure 5.7 and Figure 5.8 have similar problems. 

The SO2 solubility in the water (shown in Figure 5.7) has a direct relationship with 

SO2 concentration in the scCO2, as is ruled by Henry’s Law, so the profiles of SO2 

solubility in the water are similar to those for SO2 concentration in the scCO2. SO2 

concentration in the water (shown in Figure 5.8) has a time lag compared with the 

profiles of SO2 solubility because of the mass transfer limitations. In addition, the actual 

SO2 concentration in the water is a little smaller than the SO2 equilibrium concentration 
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in the water because the buffering capacity of the mineral (in terms of sulfur and acidity 

consumption) keeps SO2 concentration in the water from reaching its solubility limit. 
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Figure 5.6 Spatial distribution of SO2 mass ratio in the scCO2 over time for Case ‘F’ 
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Figure 5.7 Spatial distribution of SO2 equilibrium concentration over time for Case ‘F’ 
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It is more obvious to observe (in the middle right and lower right graphs in Figure 

5.9) the time lag between SO2 concentration in the water and SO2 solubility in the water 

due to the mass transfer limitations from the scCO2 to the water phase and small 

concentration difference between the two because of the mineral’s buffering capacity. As 

is expected, SO2 concentration in the scCO2 and SO2 solubility in the water share almost 

the same profiles in the top two and middle two graphs because of Henry’s Law. As for 

the difference among the three nodes in the first row for SO2 concentration in the scCO2, 

SO2 solubility and SO2 concentration in the water, there is marginal difference since the 

advection and diffusion effects are strong compared to the simulation time in this study. 
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Figure 5.8 Spatial distribution of SO2 aquatic concentration over time for Case ‘F’ 
 

A comparison between Figure 5.8 and 5.10 can conclude that the profiles of H+ 

have similar profiles with those for SO2 concentration in the water since the 

concentration of H+ is highly dependent of SO2 concentration in the water.  

As we can see from Equation (5.1) and (5.2), the kinetic reactions for both the 

dissolution of hematite and the precipitation of pyrite can be accelerated by the presence 

of H+ (the more of H+, the faster for the reactions). Therefore, the changes in the porosity 

and permeability (shown in Figure 5.11) induced by the mineral dissolution and 
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precipitation share similar profiles with those for H+. The porosity experiences a maximal 

decrease percentage of 0.103 while the maximal decrease percentage for the permeability 

is 0.427 in the injecting node at Day 180. It needs to be noted that it seems that the region 

beyond the most outside contour line in Figure 5.10 has zero concentration of H+, 

however this region does have very small concentration of H+, for which the figure can 

not display them completely since the values are very small (close to zero). This small 

concentration does contribute to the dissolution of hematite and the precipitation of pyrite 

and the accumulated contributions become noticeable and thus the profiles for porosity in 

the x direction are wider than those for H+ if one compares Figure 5.10 to Figure 5.11. 

The profiles for absolute permeability are similar with those for porosity and are not 

displayed here due to the fact that the change of permeability is based on the change in 

porosity according to Equation (4.13). 
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Figure 5.9 Temporal evolutions of important variables for Case ‘F’ in the first row 
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Figure 5.10 Spatial distribution of H+ over time for Case ‘F’ 
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Figure 5.11 Spatial distribution of porosity over time for Case ‘F’ 
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As for the evolution for H+ concentration in the top left graph in Figure 5.12, 

similar profiles can be found for SO2 concentration in the water phase in the LL graph in 

Figure 5.9 because the concentration of H+ is highly dependent of SO2 concentration in 

the water. At the end of one half year, the porosity experiences a decrease percentage of 

0.103, 0.096, and 0.094 for Node 251, 252, and 253 in the first row, respectively, as is 

shown in the middle left graph in Figure 5.12. This magnitude in the changes of porosity 

would have corresponding decrease percentage for the permeability (LL graph in Figure 

5.12) of 0.427, 0.401, and 0.392 for Node 251, 252, and 253 in the first row, separately. 

The magnitude of the change might not be as significant as someone might expect, but 

the changes are for a simulation time of half a year only. The changes would be much 

more significant if an injection period of more than 30 years is considered. In addition, 

the combination of these minor changes in the porosity and permeability would have a 

collective impact that might be much more important than expected and therefore needs 

further investigations, especially on the water and CO2 pressure because the pressures are 

very sensitive to the change of porosity and permeability and these pressures are very 

important operating parameters during CO2 injection and storage. 
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Figure 5.12 Temporal evolutions of important variables for Case ‘F’ in the first row 
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5.4.2 Model comparison 

To observe the contrast between the solutions, the application presented above is 

simulated again with the same parameter values except that all four Forchheimer numbers 

are set to be zero to account for the complete Darcy flow condition in the domain, noted 

as Case ‘D’. Another scenario is noted as Case ‘FE’ to represent Darcy-Forchheimer flow 

and SO2 phase equilibrium between the entire volumes of scCO2 and brine. The 

discussion here will focus mostly on the results with obvious difference among the three 

cases.  

 The CO2 profiles for Case ‘D’ are shown in Figure 5.13. From a comparison 

between Figure 5.2 and 5.13, we can find that CO2  spread in a more evenly way in Darcy 

flow when compared to Darcy-Forchheimer flow and a high-saturation profile in the 

Forchheimer region is observed  and can be attributed to the additional friction caused by 

the inertial effect near the injecting node.  
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Figure 5.13 Spatial distribution of CO2 saturation over time for Case ‘D’ 
 

In addition, it is obvious that CO2 flow preferentially along the x direction and most 

of the injected CO2 are kept in the lower half of the studied domain for Darcy-

Forchheimer flow whereas CO2 flow preferentially along the vertical direction and the 

injected CO2 are more evenly distributed near the injected well for complete Darcy flow. 
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The major difference in the CO2 migration can be attributed to the much stronger 

Forchheimer effects as a result of the buoyancy effects due to the smaller density and 

viscosity of CO2 compared with the brine.  

 As for the comparison for the flow pattern for Case ‘FE’ and ‘F’, no noticeable 

difference can be observed, as can be seen from the left half of  Figure 5.14. For Case 

‘FE’, CO2 saturation, pressure and velocity for the two nodes in the first row overlay 

those for Case ‘F’, which indicates that the impact on the flow pattern of the difference 

between SO2 kinetic dissolution and equilibrium assumption is minor under the 

conditions of the simulation in this chapter. 
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Figure 5.14 Comparison of the evolution for CO2 saturation, pressure and velocity for 
nodes in the first row 

 

It is clear that Forchheimer flow can result in higher CO2 saturation near the 

injecting nodes, suggesting higher displacement efficiency, as is illustrated in the top 

right graph in Figure 5.14. But this higher displacement efficiency would require a higher 

pressure, which can be verified by comparing the pressure results of Darcy flow and 

Darcy-Forchheimer flow in the middle right graph in Figure 5.14. As for the velocity, the 

velocity after the transition is based on Forchheimer flow for Darcy-Forchheimer flow, so 
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its actual velocity is much larger than that of Darcy flow. One can easily conclude that 

Forchheimer effect can improve displacement efficiency but at the expense of a higher 

injection pressure and the stronger vertical Forchheimer effects as a result of the 

buoyancy effects can help keep more CO2 horizontally at a larger distance to the 

overlying cap-rock. It is important to consider the inertial effect in near-wellbore area 

otherwise significant errors can be introduced to the modeling.  

The profiles for SO2 aquatic concentration over time for Case ‘D’ are shown in 

Figure 5.15. A comparison between Figure 5.8 and 5.15 can lead to the fact that SO2 

concentration profiles for Case ‘D’ are more uniform vertically and horizontally and the 

transport speed of SO2 along the x direction is slower than that for Case ‘F’. The 

underlying reason is the difference in the migration behavior of the injected CO2. Due to 

the Forchheimer effect and the buoyancy effect, CO2 will migrate preferentially along 

the x direction over the vertical direction in Case ‘F’; therefore, more SO2 will be 

dissolved into the brine horizontally, resulting in a wider SO2 aquatic concentration 

profiles in the x direction.   

Cw(mol/L) distribution @45 day

x(m)

z(
m

)

 

 

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

20
40
60
80

0

0.02

0.04

Cw(mol/L) distribution @90 day

x(m)

z(
m

)

 

 

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

20
40
60
80

0

0.02

0.04

Cw(mol/L) distribution @135 day

x(m)

z(
m

)

 

 

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

20
40
60
80

0

0.02

0.04

Cw(mol/L) distribution @180 day

x(m)

z(
m

)

 

 

500 1000 1500 2000 2500 3000 3500 4000 4500 5000

20
40
60
80

0

0.02

0.04

 

Figure 5.15 Spatial distribution of SO2 aquatic concentration over time for Case ‘D’ 
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As is presented in Section 5.4.1, SO2 equilibrium concentration and SO2 

concentration in the scCO2 have similar profiles with those for SO2 aquatic concentration; 

therefore, their profiles are not presented here.  

Because the concentration of H+ is highly dependent of SO2 concentration in the 

water, the profiles of H+ (shown in Figure 5.16) have similar profiles with those for SO2 

concentration in the water. Also, the changes in the porosity (shown in Figure 5.17) 

induced by the mineral dissolution and precipitation share similar profiles with those for 

H+. Both H+ and porosity have narrower profiles along the x direction if compared to 

those for Case ‘F’.  
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Figure 5.16 Spatial distribution of H+ over time for Case ‘D’ 
 

Since the region near the injecting node is very important to CO2 injection and 

storage, the evolution of several important variables will be presented and compared 

among the three scenarios for nodes in the first row. As for SO2 equilibrium 

concentration, SO2 concentration in the scCO2 and SO2 aquatic concentration, only minor 

difference can be observed (shown in Figure 5.18) in the first few days for Node (251, 1) 

and Node (252,1) between Case ‘F’ and Case ‘D’. Therefore, there is minor difference 
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for H+, porosity and absolute permeability for the first few days between the two cases as 

well, as can be seen in the right half of Figure 5.19. 
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Figure 5.17 Spatial distribution of porosity over time for Case ‘D’ 
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Figure 5.18 Comparison of the evolution for selected variables for nodes in the first row 
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As we can see from the top left graph in Figure 5.19, H+ concentration is a little 

higher for Case ‘FE’ than Case ‘E’ because more SO2 will be dissolved into the water for 

Case ‘FE’. Since the kinetic reactions for both the dissolution of hematite and the 

precipitation of pyrite can be accelerated by the presence of H+ (the more of H+, the faster 

for the reactions), the magnitude for the changes in porosity and permeability for Case 

‘FE’ would be a little larger than that for ‘E’, as can be observed in the middle left and 

lower left graphs in Figure 5.19. The porosity experiences a maximal decrease percentage 

of 0.103 and 0.133 for the cases ‘F’ and ‘FE’, respectively, while the maximal decrease 

percentage for the permeability is 0.427 and 0.554, in the injecting node at the end of one 

half year.  
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Figure 5.19 Comparison of the evolution for H+, porosity and K for nodes in the first row 
 

5.4.3 Implications 

The results from the base case and the comparison with the other two scenarios 

have significant implications for CO2 injection and storage in deep saline aquifers. 

First of all, it is important to incorporate Forchheimer effect into the numerical 

simulation of multiphase flow to properly characterize the additional friction caused by 

the high flow velocity of CO2. As is analyzed in Section 5.4.1 and 5.4.2, the inclusion of 
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Forchheimer effects into the multiphase flow models will change the flow pattern of CO2 

a lot near the wellbore area in terms of CO2 spatial and temporal saturation profiles and 

pressure distribution. Neglecting the inertial effect would definitely introduce 

considerable errors to the simulation results.  

Secondly, compounded by the buoyancy effects, the Forchheimer effect would lead 

to CO2 migration preferentially along the horizontal directions over the vertical direction, 

indicating that more CO2 will be stored in the lower half of the saline aquifer and less 

CO2 will move upward to the lower boundary of the overlaying cap-rock. In other words, 

less pressure will be imposed on the cap-rock layer under Darcy-Forchheimer flow, 

which is a significant merit for safely storing CO2 in saline aquifers. Traditionally, with 

the assumption of complete Darcy flow, the injected CO2 will move upward favorably 

and quickly with the influence of the difference in density and viscosity between scCO2 

and the saline and accumulate below the lower boundary of the overlaying cap-rock and 

the pressure imposed on the cap-rock will increase with the accumulation of CO2 (Hayek 

et al., 2009; Oldenburg et al., 2011), which will increase the possibility of fracturing the 

cap-rock and thus the leakage of CO2 upward toward the ground and atmosphere. 

However, the introduction of Forchheimer effects, together with the buoyancy effects, 

will lead to more CO2 accumulation in the lower half of the domain and less pressure 

imposed on the cap-rock. For example, Figure 5.20 shows the comparison of the temporal 

evolution for CO2 saturation and potential for Node (251, 10), the node just below the 

cap-rock in the injecting column. From the top left graph, it is obvious that far less CO2 

would reach the upper boundary in Darcy-Forchheimer flow than Darcy flow. As a result, 

CO2 potential for Darcy-Forchheimer flow would be lower than that for Darcy flow, with 

a difference of 2000 pa (0.02%) at the end of one half year.  

Thirdly, the higher displacement efficiency by CO2 is good news for CO2 

sequestration into deep saline aquifers. This means that for the same volume of porous 

media, more pore space can be occupied by CO2 in Forchheimer flow than Darcy flow 

for the same injection rate and time. A comparison between Figure 5.2 and 5.13 would 

indicate that more CO2 can be stored in Forchheimer regime than Darcy regime. When 

compared with Figure 5.13 where the saturation contour lines expand smoothly with time 

for Darcian flow, Figure 5.2 shows that higher CO2 saturation would accumulate inside 
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the Forchheimer regime. In addition, as we can see from the comparison of Figure 5.2 

and 5.4 that the region with high saturation matches well with the Forchheimer zone. A 

careful comparison of Figure 5.2 and 5.13 can show that the 0.48 saturation contour lines 

for Darcy flow lie inside the 0.48 saturation contour lines for Forchheimer flow at the 

same time. This means that more CO2 can be stored in Forchheimer regime. This point 

can be verified by quantitative analysis as well. At Day 180, if we sum up all the CO2 in 

all the nodes in the Forchheimer region (based on fnz), the accumulated CO2 in this area 

accounts for 91% of all the injected CO2 up to Day 180 with 4.3% of the total CO2 

flowing away from the domain through the western and eastern boundaries. However, for 

the complete Darcy flow in Case ‘D’, the same region only stores 57% of all the injected 

CO2 with the same percentage of CO2 flowing out from the domain. This means that the 

displacement efficiency in Forchheimer flow is 59% higher than that for Darcy flow. This 

more thorough displacement of water by CO2 in Forchheimer flow should be a significant 

merit if the cost associated with the screening and selection, injection well design and 

construction, and injection operation of a CO2 sequestration site is considered, not to 

mention that the compounding of the Forchheimer effect and buoyancy effect will lead to 

less pressure imposing on the lower boundary of the cap-rock.  
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Figure 5.20 Comparison of the evolution of CO2 saturation and potential for Node (251, 
10) 
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Fourthly, we should also recognize that the higher injection pressure required in 

Forchheimer flow is problematic for CO2 injection applications. Everything comes with a 

price. The price for higher displacement efficiency is a higher injection pressure. As is 

shown in Figure 5.21, the pressure required by Forchheimer flow in the injecting node is 

more than 0.04% higher (more than 4000 Pa) than that for Darcy flow at Day 180. 

Although the magnitude in the changes of porosity and permeability in the injecting node 

is a little larger in Case ‘FE’ than that for Case ‘F’, the CO2 pressure in the node has no 

noticeable difference, as is seen in Figure 5.21. The higher pressure requirement would 

be more significant if one considers that the injection period would in general be more 

than 30 years. Higher pressure requirement would first entail more energy cost. What is 

more troublesome is that the pressure will continue to increase and might even exceed the 

litho-static stress, then there is an increasing risk for triggering fracturing or shear-slip at 

or near the injection point. Therefore, it is vital to monitor the hydro-mechanical behavior 

in the near-wellbore area while continuing the injection of CO2. Furthermore, the tradeoff 

between the improved displacement efficiency and the increasing injection pressure 

should be well balanced in order to store as much CO2 as possible while keeping the 

storage zone secure and safe. This point needs to be carefully analyzed for site specific 

cases especially for a more realistic injection domain and a larger time scales of injection 

period. 
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Figure 5.21 Comparison of the evolution of CO2 pressure for Node (251, 1) 
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Fifth, since the Forchheimer effect has determinant impact on CO2 migration and 

SO2 transports together with scCO2, the Forchheimer effect has important impact on the 

transport and fate of the co-injected SO2 and thus on the profiles of the saline 

acidification and the induced changes in porosity and permeability changes. For example, 

in Case ‘F’, CO2 moves in favor of the horizontal direction over the vertical direction 

while the movement of CO2 is more evenly in Case ‘D’. According, the transport of SO2 

is more along the x direction and less along the z direction, resulting in wider horizontal 

profiles of SO2 aquatic concentration and the resultant H+ concentration and porosity and 

permeability. 

Last, but not least, the accumulated difference in the saline acidification and the 

induced porosity and permeability changes between kinetic and equilibrium dissolution 

of SO2 is moderate.  Although the SO2 concentration increases fast for the first few days, 

it will never hit the SO2 equilibrium concentration due to the buffering capacity of the 

mineral dissolution and precipitation. If more complex mineral composition is considered, 

the buffering capacity might be even stronger, leading to a larger difference between SO2 

aquatic concentration and its solubility limit. Therefore, to simulate a field case, 

assuming equilibrium dissolution of SO2 from scCO2 to the saline would overestimate the 

brine acidity and its induced porosity and permeability changes and introduce even larger 

errors into the simulation results.  

It is important to point out that the magnitude of the pressure difference between 

Darcy and Forchheimer flow in the injecting node is relatively small compared to the 

scale of CO2 pressure (10 MPa) in this study. The first reason for the small pressure 

difference is that the CO2 injecting rate is relatively small. The injecting rate specified in 

this study is chosen based on the emission rate of a standard size 1,000-MW coal-fired 

power and the disposal capacity of current pilot projects for CO2 injection and storage. 

However, these are small by comparison with the size of projects required to store 

gigatonnes of CO2 within a decade (Haszeldine, 2009). Full-scale projects are anticipated 

to be five-to-ten million tonnes or more per year per site. With that injection rate, the 

Forchheimer flow would be much stronger and the pressure difference between Darcy 

and Forchheimer flow would be significantly higher, which may intrigue more issues for 

CO2 injection and storage.   
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The second reason for the small pressure difference is that the absolute 

permeability used in this chapter (selected based on the experimental results for water 

flooding experiments conducted by Sobieski and Trykozko (2012)) is relatively large 

compared to that for a candidate CO2 storage site. That is also the reason for the almost 

no noticeable pressure difference between Case ‘F’ and Case ‘FE’, although the changes 

of porosity and permeability in Case ‘FE’ is almost one third larger than those for Case 

‘F’, respectively. 

 

5.5  Summary 
The methods and the multiphase flow, contaminant transport and geochemical 

models developed in Chapter 3 and 4 are employed to analyze the Darcy-Forchheimer 

flow and the brine acidification and the induced changes in porosity and permeability due 

to SO2 co-injection with CO2. We have performed three simulations of acid-gas injection 

into a 2-D formation with typical hydro-geologic properties and simplified mineral 

compositions. Major findings and conclusions are as follows: 

vii.  It is important to incorporate Forchheimer effect into the numerical simulation of 

multiphase flow to properly characterize the additional friction caused by the high 

flow velocity of CO2 because the inclusion of Forchheimer effects into the 

multiphase flow models will significantly change the flow pattern of CO2. 

viii.  The high vertical velocity resulting from the buoyancy effects would lead to 

higher Forchheimer number and thus inhibit CO2 from spreading vertically due to 

the stronger resistance in the vertical direction. Thus, more CO2 would be 

accumulated in the lower half of the domain and lower pressure would be 

imposed on the lower boundary of the cap-rock. 

ix. Compounded by the buoyancy effect, the Forchheimer effect would result in 

higher displacement efficiency in the Forchheimer regime. For example, the 

displacement efficiency in Forchheimer flow is 59% higher than that for Darcy 

flow at the end of one half year. The higher displacement efficiency increases the 

storage capacity for the same injection rate and volume of a site; 

x. The higher injection pressure required in Forchheimer flow is problematic for 

CO2 injection applications. The higher pressure required would entail more 
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energy and other costs. More importantly, the higher injection pressure (may 

increase as the injection continues) would expose the whole domain to a higher 

pressure by a difference of 103 Pa at least. Higher pressure exposure might 

increase the risk of fracturing the domain and CO2 leakage into the atmosphere, 

especially for a field case where the absolute permeability is relatively small (with 

a magnitude of darcy even millidarcy). 

xi. The tradeoff between the improved displacement efficiency and the increasing 

injection pressure should be well balanced in order to store as much CO2 as 

possible while keeping the storage zone secure and safe. When the increase of 

injecting pressure may not cause major issues, larger injection rate of CO2 can be 

injected to maximize the storage capacity; however, the increase in displacement 

efficiency should yield to the safety and security of CO2 injection and operation 

when the magnitude in the increase of injecting pressure is relatively large and 

may significantly increase the possibility of fracturing the formations and leakage 

of CO2 toward the ground and atmosphere. 

xii. It is important to include the kinetic dissolution of SO2 from the scCO2 to the 

water phase into the simulation models because the SO2 concentration in the 

aqueous phase would not be close to its solubility limit for the injecting node even 

at the end of one half year. The accumulated effect of the difference between the 

actual SO2 concentration in the aqueous phase and its solubility limit would be 

considerable and can not be neglected, especially for complex mineral 

composition which has higher buffering capacity. 

xiii.  The co-injection of SO2 with CO2 results in a substantially acid zone near the 

injecting well. For the base case by the end of one half year, the H+ concentration 

in the injecting node is 0.045mol/L and the region with H+ concentration larger 

than 0.01mol/L expands to a distance 450 meters from the injecting node 

horizontally (to the top boundary vertically). The reasons for the relatively fast 

expansion of the acid zone can be attributed to the fact that the simplified initial 

mineral composition does not have enough pH buffering capacity as other 

complex mineral composition does and to the fact that the advection and diffusion 

effects are relatively strong in this study.  
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xiv. The porosity experiences a maximal decrease percentage of 0.103 and 0.133 for 

the cases ‘F’ and ‘FE’, respectively, while the maximal decrease percentage for 

the permeability is 0.427 and 0.554 for the cases ‘F’ and ‘FE’, respectively, in the 

injecting node at the end of one half year.  

xv. Since the Forchheimer effect has determinant impact on CO2 migration and SO2 

transports together with scCO2, the Forchheimer effect has important impact on 

the transport and fate of the co-injected SO2 and thus on the profiles of the saline 

acidification and the induced changes in porosity and permeability changes 

xvi. The initial mineral composition is simplified and the important pH buffering 

capacity of complex mineral composition is not included in this study. Therefore, 

the results for a single scenario in this study can only be interpreted as the ‘worst-

case scenario’. 

 

These conclusions are only quantitatively dependent upon the choice of the 

capillary pressure curves and the Forchheimer coefficients that were determined here 

from experimental data provided in the literature. This study provides a useful tool for 

future analysis and comprehension of multiphase Darcy-Forchheimer flow and brine 

acidification of SO2 co-injection with CO2 into deep saline aquifers. However, the 

conclusions for the application problem are preliminary, as they are limited by model 

simplifications due to insufficient thermodynamic data, kinetic and physical data, and 

limited computational power. For example, since there are no CO2 flooding experimental 

data found in the literature, the data for water flooding experiments are used to determine 

the critical Forchheimer number for CO2, which may lead to some uncertainty. Therefore, 

further experimental studies and numerical investigations will be required, especially in 

terms of CO2 flooding experiment for a field scale and the kinetic reaction of 

disproportionation of SO2.  
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Chapter 6  Conclusions 
 

The global climate change as a result of the emission of greenhouse gases (GHG) 

becomes more and more acknowledged within the scientific community. The most 

important GHG is carbon dioxide (CO2), because it is emitted in very large quantities and 

may persist in the atmosphere for thousands of years (Archer, 2005). In the broad 

portfolio of strategies to reduce carbon emissions using methods such as carbon capture 

and sequestration, enhanced efficiency of power generation and use, use of low carbon 

fuels and renewable energy sources, storage of anthropogenic CO2 within geologic 

reservoirs is one of the favorable methods of carbon sequestration (Bachu, 2002). 

Geologic sequestration represents an immediately available option for mitigating the 

global environmental impact of CO2 by removing large amounts of the gas from the 

atmosphere. However, before the application of full-scale commercial projects become 

practical for geological carbon storage, the feasibility of applying this method to large 

quantities of CO2 has to be investigated with all available scientific means. 

One important aspect of CO2 sequestration is the carbon dioxide flow and transport 

within the porous media used as a storage formation. Questions regarding the evolution 

of the CO2 plume in the subsurface, its long-term behavior, geochemical reactions and 

the effects of its co-injected impurities have to be answered. Because of the complexity 

and the large time scale, the most efficient way of addressing these issues is the 

mathematical description of the processes that occur in the subsurface and the numerical 

solution of the resulting complex equations. 

Therefore, numerical models for multiphase flow, contaminant transport and 

related geochemistry have been developed and used to investigate the transition behavior 

between Darcy flow and Forchheimer flow for multiphase cases, and to investigate the 

brine acidification and the induced porosity and permeability changes due to sulfur 

dioxide (SO2) co-injection with supercritical CO2 (scCO2). In the following sections, 

general conclusions and directions for future study covered in this thesis are presented. 
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6.1 Summary and Conclusions 
As far as the fluid flow is concerned, the numerical multiphase model developed in 

this thesis has been validated and shown good agreement with a semi-analytical solution 

inspired from the Buckley-Leverett model with inertial effects. Moreover, in order to 

analyze the transition behavior between Darcy and Forchheimer flow, the critical 

Forchheimer numbers for water and CO2 have been determined with the method 

proposed in Section 3.2. Since both αβ and fα  are functions of saturation of α phase, 

there is a critical Forchheimer number for the transition for a specific saturation for each 

phase in multiphase flow system. From the analysis in terms of Darcy-Forchheimer flow 

during CO2 injection into deep saline aquifers in Chapter 3 and 5, the following 

conclusions can be obtained. 

i. It is important to incorporate Forchheimer effect into the numerical simulation 

of multiphase flow to properly characterize the additional friction caused by the 

high flow velocity of CO2. As is analyzed in Section 5.4.1 and 5.4.2 (or Section 

3.51 and 3.52), the inclusion of Forchheimer effects into the multiphase flow 

models will change the flow pattern of CO2 a lot near the wellbore area in terms 

of CO2 spatial and temporal saturation profiles and pressure distribution. 

Neglecting the inertial effect would definitely introduce considerable errors to 

the simulation results; 

ii.  The proper way to determine the critical Forchheimer number for the transition 

between Darcy flow and Forchheimer flow can crucially affect the extent to 

which Forchheimer effect can influence the transport of CO2 in deep saline 

aquifers. It is for sure that Forchheimer effect can never impact the complete 

domain in a large CO2 injection field (e.g., kilometers in width and length), but 

it is essential to find out the region for Forchheimer flow near the injection point 

by applying the critical values for the transition since unacceptable errors would 

be induced if we neglect the nonlinear terms near the injection region; 

iii.  Compounded by the buoyancy effects, the Forchheimer effect would lead to 

CO2 migration preferentially along the horizontal directions over the vertical 

direction, more CO2 accumulating in the lower half of the domain and lower 

pressure imposed on the cap-rock. For example, Figure 5.20 shows that, for 
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Node (251, 10), the node just below the cap-rock in the injecting column, far 

less CO2 would reach the upper boundary in Darcy-Forchheimer flow than 

Darcy flow and CO2 potential for Darcy-Forchheimer flow would be lower than 

that for Darcy flow, with a difference of 2000 pa (0.02%) at the end of one half 

year; 

iv. The higher displacement efficiency by CO2 is a significant merit for CO2 

sequestration into deep saline aquifers. This means that for the same volume of 

porous media, more pore space can be occupied by CO2 in Forchheimer flow 

than Darcy flow for the same injection rate and time. For example, for the 

application in Chapter 5, at Day 180, the accumulated CO2 in all the nodes in 

the Forchheimer region (based on fnz) accounts for 91% of all the injected CO2 

up to Day 180 with 4.3% of the total CO2 flowing away from the domain 

through the western and eastern boundaries. However, for the complete Darcy 

flow, the same region only stores 57% of all the injected CO2 with the same 

percentage of CO2 flowing out from the domain. The comparison suggests that 

the displacement efficiency in Forchheimer flow is 59% higher than that for 

Darcy flow at the end of one half year; 

v. The higher injection pressure required in Forchheimer flow may be problematic 

for CO2 injection applications. As is shown in Figure 5.21, the pressure required 

by Forchheimer flow in the injecting node is more than 0.04% higher (more 

than 4000 Pa) than that for Darcy flow at Day 180. The higher pressure 

requirement would be more significant if one considers an injection period 

generally more than 30 years, a higher injection rate, and lower absolute 

permeabilities in full-scale commercial projects; 

vi. The tradeoff between the improved displacement efficiency and the increasing 

injection pressure should be well balanced in order to store as much CO2 as 

possible while keeping the storage zone secure and safe. When the increase of 

injecting pressure may not cause major issues, larger injection rate of CO2 can 

be injected to maximize the storage capacity and minimize the pressure imposed 

on the cap-rock; however, the increase in displacement efficiency should yield 

to the safety and security of CO2 injection and operation when the magnitude in 
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the increase of injecting pressure is relatively large and may significantly 

increase the possibility of fracturing the formations and leakage of CO2 toward 

the ground and atmosphere. 

These conclusions are only quantitatively dependent upon the choice of the 

capillary pressure curves and the Forchheimer coefficients which were determined here 

from experimental data provided in the literature. This thesis provides a useful tool for 

future analysis and comprehension of multiphase Darcy-Forchheimer flow and 

Forchheimer effects of CO2 injection into deep saline aquifers. However, the most 

uncertainty during the analysis is associated with the strength of the Forchheimer effect, 

which depends on CO2 injection rate, the magnitude of absolute permeability, the 

magnitude of the critical Forchheimer number, the Forchheimer coefficient, and the 

properties of the injected CO2. In addition to the direct impact on the Forchheimer 

number, the properties of CO2 such as density and viscosity can play an important role by 

changing the strength of the buoyancy effects which would change the flow pattern of 

CO2 combining with the Forchheimer effects. Therefore, for the methods and models 

proposed in this thesis to be applicable to analyze the Darcy-Forchheimer flow in field 

cases, more experimental and field studies will be needed before any analysis. These 

studies should include CO2 and water flooding experiments, reservoir characterization 

and so on.        

With regard to the effects of SO2 co-injection with CO2 into deep saline aquifers, 

the contaminant transport and simplified geochemical models have been developed and 

employed to investigate the brine acidification and induced porosity and permeability 

changes due to kinetic or equilibrium dissolution of  SO2  from scCO2 to the aqueous 

phase. Based on the simulation results in Chapter 4 and 5, the major findings and 

conclusions are listed as follows. 

i. It is important to include the kinetic dissolution of SO2 from the scCO2 to the 

water phase into the simulation models because the SO2 concentration in the 

aqueous phase would not be close to its solubility limit for the injecting node 

even by the end of the simulation period. The accumulated effect of the 

difference between the actual aqueous SO2 concentration and its solubility limit 
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would be considerable and can not be neglected, especially for complex mineral 

composition which has higher buffering capacity; 

ii.  It is not necessary to include the kinetic dissolution of CO2 from the scCO2 to 

the water phase into the simulation models since the CO2 concentration would 

reach its solubility limit in a time scale of several days. Therefore, for 

simulations with a time scale larger than weeks, it is valid to assume 

equilibrium dissolution of CO2 from the scCO2 to the aqueous phase; 

iii.  The coupling between the fluid flow and the changes in porosity and 

permeability is critical to the CO2 injection into deep saline aquifers in that the 

coupling would require significantly higher injection pressure and higher 

pressure all over the domain, as is shown in Chapter 4. The pressure difference 

between the coupling and non-coupling cases is in an order of 104 Pa and the 

pressure for coupling cases would experience an increase of more than 0.1% 

over the non-coupling cases for most of the simulation time. At the end of one 

year, the case ‘Equi-cou’ has a pressure increase of 78119 Pa (0.55%) over the 

non-coupling cases while the increase for the case ‘Ki-cou’ is 58669 Pa (0.41%). 

The case with the kinetic mass transfer of SO2 can save energy and money for 

the pressure difference of 19450 Pa over the case with equilibrium assumption 

at the end of one year; 

iv. The co-injection of SO2 with CO2 results in a substantially acid zone near the 

injecting well. For the base case in Chapter 5 by the end of one half year, the H+ 

concentration in the injecting node is 0.045mol/L and the region with H+ 

concentration larger than 0.01mol/L expands to a distance 450 meters from the 

injecting node horizontally (to the top boundary vertically). The reasons for the 

relatively fast expansion of the acid zone can be attributed to the fact that the 

simplified initial mineral composition does not have enough pH buffering 

capacity as other complex mineral composition does and to the fact that the 

advection and diffusion effects are relatively strong in this study; 

v. Since the Forchheimer effect has determinant impact on CO2 migration and SO2 

transports together with scCO2, the Forchheimer effect has important impact on 

the transport and fate of the co-injected SO2 and thus on the profiles of the 
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saline acidification and the induced changes in porosity and permeability 

changes. For example, for the base case in Chapter 5 , CO2 moves in favor of 

the horizontal direction over the vertical direction while the movement of CO2 

is more evenly in Case ‘D’. Accordingly, the transport of SO2 is more along the 

x direction and less along the z direction, resulting in wider horizontal profiles 

of SO2 aquatic concentration and the resultant H+ concentration and porosity 

and permeability; 

vi. The accumulated difference in the saline acidification and the induced 

porosity and permeability changes between kinetic and equilibrium dissolution 

of SO2 is moderate.  Although the SO2 concentration increases fast for the first 

few days, it will never hit the SO2 equilibrium concentration due to the 

buffering capacity of the mineral dissolution and precipitation. If more complex 

mineral composition is considered, the buffering capacity might be even 

stronger, leading to a larger difference between SO2 aquatic concentration and 

its solubility limit. Therefore, to simulate a field case, assuming equilibrium 

dissolution of SO2 from scCO2 to the saline would overestimate the brine 

acidity and its induced porosity and permeability changes and introduce even 

larger errors into the simulation results; 

vii.  The initial mineral composition is simplified and the important pH buffering 

capacity of complex mineral composition is not included in this study. 

Therefore, the results in terms of brine acidification and induced porosity and 

permeability changes for a single scenario in this study can only be interpreted 

as the ‘worst-case’ scenario; 

viii.  From the sensitivity analysis in Chapter 4, it can be found that the hematite 

and SO2 dissolution rates have significant impact on CO2 pressure, hematite and 

pyrite abundance, porosity and permeability. As for SO2 and H+ aqueous 

concentration, K_SO2 does have significant positive impact while K_he has a 

less significant effect. 

 

The conclusions provide insightful recommendations for CO2 injection and storage 

and numerical investigation on the impacts of the co-injected SO2. However, the 
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applicability of these recommendations is limited by model simplifications due to 

insufficient thermodynamic data, kinetic and physical data, and limited computational 

power. The first uncertainty is related to the simplification of the initial mineral 

composition. Then the kinetic reaction of disproportionation of SO2 can lead to 

considerable uncertainty, as is discussed in Section 4.5. Therefore, further experimental 

studies and numerical investigations will be required for successful implementation of 

these realistic simplified models to field cases. 

To summarize, the conclusions and findings of this thesis have practical use for 

scientists and engineers concerned with the description of flow behavior, and transport 

and fate of SO2 during SO2 co-injection with CO2 in deep saline aquifers. In spite of the 

simplifying assumptions, the analysis provides estimates of relevant processes and their 

effects regardless of the site-specific reservoirs. The results provide a better 

understanding of the flow behavior and the brine acidification in porous media and can be 

used to perform a more detailed further analysis such as three-dimensional field-scale 

modeling as well. However, successful implementation of these simplified models 

requires further test through a series of both field and laboratory experiments. The degree 

of matching will either confirm current simulations or indicate how the modeling should 

be adjusted with an ultimate goal to verify the key model assumptions by field and 

laboratory observations.  

 

6.2  Future work 
Numerical fluid flow and reactive transport modeling is a powerful tool that can be 

used to investigate the behavior of long term fluid flow, and reaction and solute transport 

which can not be readily studied at laboratory or field scale in short period of time. 

However, it is always critical to note that a numerical model is only a simplified 

representation of reality, which produces output that is only accurate to the same degree 

at most as the input data, and thus reflects only our understanding of a given system. 

Consequently, the greatest challenge in applying numeric models is, and always will be, 

to evaluate how well the conceptual model of a system is defined, based on real field 

observations, and how well that conceptual model can be manifested in the model. Hence, 

with regard to CO2 geological storage, it is imperative to model any conceptualized 
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system or process based on appropriate CO2 solubility model, realistic yet simple 

geometrical configuration, flow conditions, and thermodynamic and kinetic data set with 

improved data quality. For this, future work needs to include experimental and field 

observation pertinent to the intended purpose. 

Based on the findings of the study presented in this thesis, the following research 

topics can be recommended as further research areas: 

i. Experimental investigation of CO2 and water flooding in candidate formations 

for CO2 storage under realistic conditions to better determine the critical 

Forchheimer number; 

ii.  Numerical investigation on the geo-mechanical changes induced by the 

injection of CO2, especially for Darcy-Forchheimer flow where the required 

injection pressure is higher than that for Darcy flow and thus the possibility for 

fracturing the porous media might increase significantly; 

iii.  Experimental studies on the kinetic reaction rate for the homogeneous 

disproportionation of SO2; 

iv. Numerical and experimental research on the potential effects of nitrogen oxides 

(NOx) co-injection with scCO2; 

v. Investigation on the combing effects of impurities including NOx and sulfur 

oxides (SOx), hydrogen sulfide (H2S), and so on. Whether the combing effect is 

of synergism or antagonism needs further study; 

vi. Comprehensive cost-benefits analysis on SOx (or NOx, H2S and other impurities) 

disposal with CO2 in deep saline aquifers is required before co-injection of these 

impurities into field reservoirs.  
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