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SUMMARY

Cellular network technologies have traditionally evolved to meet the ever-increasing

need for capacity and coverage. As a result, several new technologies and a significant fo-

cus on small cells and heterogeneous networks have been introduced. These deployments

are characterized by a large number of base stations of different types. However, the energy

consumed by these base stations not only represents a significant amount of operational ex-

penses, but is also mostly wasted due to a low energy efficiency. The traditional approach to

addressing such inefficiency has been to improve the hardware components. Alternatively,

better network planning and deployment strategies, adapting the active periods of the base

stations according to the traffic demands, and improving the energy communication tech-

niques have shown promising results in achieving energy consumption reduction.

The objective of this thesis is to model and analyze the energy consumption in heteroge-

neous cellular systems and develop techniques to minimize it. First, the energy consump-

tion is modeled and analyzed for multi-layered heterogeneous wireless systems. This work

encompasses the characterization of all the energy consumed at the base stations. Then, a

novel on-off and cell-association scheme is proposed to minimize the overall network en-

ergy consumption while satisfying the spatially- and temporally-varying traffic demands.

Second, we exploit the use of multi-stream carrier aggregation not only to improve the en-

ergy efficiency, but also to balance it with the conflicting objective of capacity maximiza-

tion. Third, we analyze the performance of discontinuous reception methods for energy

savings within the user equipments. Then, for scenarios that support carrier aggregation,

we develop a cross-carrier-aware technique that further enhances such savings with mini-

mum impact on the packet delay. Fourth, the use of small cells as an energy-saving tool

and its limitations are analyzed and modeled in OPNET, a high-fidelity simulation and de-

velopment platform. To bypass such limitations, a novel small cell solution is proposed,

modeled, and analyzed in OPNET and then compared against its existing alternative.

xi



CHAPTER 1

INTRODUCTION

The evolution of cellular network technologies has traditionally been driven by the ever-

increasing need for capacity and coverage. The current forecasts predict that by 2019,

high-speed coverage will reach over 90% of the world’s population, and global traffic in

mobile networks will rise with a compound annual growth rate (CAGR) of 45%, reaching a

ten-fold increase since 2013 [1]. Foreseeing this exponential growth, the Third Generation

Partnership Project (3GPP) completed a study in 2008 on the Long Term Evolution (LTE)

for the GSM/UMTS1 standards [2]. However, to fulfill the requirements established by

the International Telecommunication Union (ITU) for IMT-Advanced2 [3], 3GPP engaged

in further enhancements of LTE, collectively known as LTE-Advanced (or LTE-A) [4].

Among the main performance objectives of LTE-A were achieving peak data rates of 1

Gbps in the downlink/500 Mbps in the uplink and maximizing the cell edge throughput. To

reach these objectives, LTE-A incorporated four core technologies in its Release 10 (Rel-

10) [5]: carrier aggregation, enhanced multiple input multiple output (MIMO), relay nodes,

and cooperative multipoint transmission. In addition, a significant focus has been placed

on exploiting more than ever before the use of small cells with heterogeneous networks in

LTE-A.

1.1 Small Cells and Heterogeneous Networks

Historically, the use of small cells has been the most efficient way of increasing the capacity

of cellular networks in any given area. Compared to other approaches, such as the use of

more spectrum, better frequency division, and better modulation techniques, which account

for capacity gains of 25, 5, and 5-fold, respectively, small cells have contributed to capacity

1GSM stands for global system for mobile communications. UMTS stands for universal mobile telecom-
munications system.

2IMT-Advanced stands for international mobile telecommunications-advanced.
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gains of 1600-fold [6]. Furthermore, the benefits of utilizing small cells, unlike those of

the other approaches, are not directly limited by Shannon’s Law.

Motivated by these factors, operators initially embraced the concept of small cells by

creating smaller-scale, lower-power, and lower-cost versions of the traditional macrocell

base station (BS). Several terms have been used to describe these small cells, according

to their coverage area: microcell BS, for short-range outdoor coverage; picocell BS, for

public indoor areas or enterprise environments; and femtocell BS, for indoor home and

office environments. Femtocells have attracted the most attention since more than 60% of

all voice traffic and 70% of all data traffic originate from indoor environments [7]. Today,

micro-, pico-, and femtocells are collectively referred to as small cells and include other

technologies (e.g., Wi-Fi, relays) under their scope.

The small cells are typically deployed together with a macrocell, as shown in Figure 1.

In general, they are located in areas with a high demand for an increased capacity - the

hotspots - that the macrocell alone is not able to serve. Once a small cell is installed, it

provides better service to the users near it and, most importantly, reduces the load of the

macrocell, allowing the latter to better serve the rest of the users. This shift of users from

the macrocell to a small cell is commonly referred to as traffic offloading. Since many

different types of small cells may co-exist with and within a single macrocell, the term

Heterogeneous Network (HetNet) is commonly used to describe these scenarios.

Residential 
Femtocell

Enterprise 
Femocell / 

Picocell
Metrocell / 
Microcell

Internet

Office Internet 
connection

Home 
Broadband 
connection

Mobile 
Operator 
Network

Macrocell

Figure 1: Heterogeneous network.
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The benefits of HetNets and their presence in the future of cellular systems are unde-

niable [8]. Compared to macrocells, HetNets provide a more cost-effective approach to

satisfy increased capacity requirements, allow traffic offloading, and are easier to deploy.

However, in HetNets, many more BSs are installed in any given geographical area [9]. Each

BS constantly operates at its maximum power, regardless of the amount of traffic handled,

which immediately raises the concern about the environmental impact and operational ex-

penses (OPEX) incurred by operators, particularly in terms of the energy consumption.

1.2 Energy Consumption in Heterogeneous Networks

From an economic point of view, the energy consumption is a key concern for operators,

as the energy costs constitute from 7% to 20% of the entire OPEX. The network represents

nearly 75% of this amount. Inside the network, close to 70% of the energy is used by the

radio access network (RAN) [10], with BSs consuming the most.

From an environmental point of view, the impact of the information and communica-

tions technology (ICT) sector is also significant. Today, the ICT carbon footprint is compa-

rable to that of the global aviation industry [11], or the one of 50 million cars. By 2020, this

footprint is projected to grow at a rate of 3.8%, reaching 1.27 GtCO2e3 and contributing to

2.3% of the global green house gas (GHG) emissions [12].

Even if the operators were to disregard the environmental impact and consider the en-

ergy component of the OPEX an unavoidable cost of running the network, the energy con-

sumption cannot be ignored. The main reason is that, with the existing technologies, the

traffic is predicted to grow exponentially, while the energy efficiency shows a significantly

lower, linear growth. Failing to address this mismatch will unequivocally create an un-

sustainable and exponentially increasing gap between the traffic growth and the energy

efficiency [13].

3Giga tonnes of CO2 equivalent.
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Given the aforementioned reasons, both industry and academia have engaged in ad-

dressing the energy efficiency in cellular networks, also called green cellular networks,

through several large-scale projects and consortia [14][15][16]. The common agreements

across all these initiatives are that (i) for operators, the major energy inefficiencies and

wastage occur at the RAN, and (ii) for mobile devices, the energy requirements are increas-

ing due to the new services that demand higher data rates and quality of service (QoS).

In addition to improving the energy efficiency of the hardware components at the RAN

and the user equipment (UE)4, several approaches can be followed to reduce the energy

consumption. At the RAN, these approaches include:

• Network Planning and Deployment. With an accurate assessment of the expected

amount of traffic to be demanded by the users in a given geographic area, operators

can deploy a HetNet composed of small cells to satisfy the capacity needs in hotspots

and macrocells to satisfy the coverage requirement for the rest of the area of interest.

Compared to a deployment with just macrocells, a HetNet can reduce the energy

consumption by up to 60% [17]. Nevertheless, selecting the optimal density and

location of the BSs is still an open challenge.

• BS On-Off Schemes. Because of the high energy consumption at the BSs and the

poor energy efficiency of their components (e.g., the power amplifier (PA)), an ef-

fective way to reduce the energy consumption at the RAN is to turn the BSs off. In

HetNets, this action is possible since more than one BS may be providing cover-

age in a particular area. The BSs must be turned off in accordance with the spatial

and temporal traffic load variations that occur across different BSs throughout the

day [18]. Compared to an always-on static network, a traffic-adaptive one can gen-

erate energy savings of more than 20% [19]. However, finding an optimal on-off

and cell-association policy that applies to a generic m-layer HetNet remains an open

issue.
4Following 3GPP terminology, the term “user equipment” will be used to refer to mobile devices.
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• Energy-Efficient Communication. The same technologies introduced in LTE-A to

maximize the capacity can be used to achieve energy-efficient communications. For

example, adaptively switching between the multiple MIMO strategies can reduce the

energy consumption by up to 50% compared to the non-adaptive approach [20][21].

Similarly, the use of relays, which have lower cost and complexity than a typical BS,

allows to reduce the transmission power by a factor of five [22]. Nonetheless, several

additional technologies have been introduced in LTE-Advanced, such as single- and

multi-stream carrier aggregation, with the objective of improving the capacity, but

without accounting for their impact on the energy consumption or exploiting them to

improve the energy efficiency.

• Small Cells for Indoor Environments. Since a significant amount of traffic is gener-

ated from indoor environments, the use of indoor small cells is an effective method to

reduce the energy consumption and encourage the traffic offloading from the macro-

cells. In particular, femtocells have been proposed for such environments. Neverthe-

less, the cross- and co-tier interference between the macrocell and the femtocells not

only hinders the benefits of the latter, but also degrades the performance of the users

attached to the former. Reducing the effect of both types of interference in these

environments remains an open challenge.

At the UE, the concern about the energy consumption arises from the combination of

two key factors. First, the UE has a very limited battery capacity. Second, the exponential

traffic growth is driven by services with higher QoS requirements and data rates. Particu-

larly, video service is expected to account for over half of the global mobile data traffic by

2019 [1]. In addition to hardware improvements, the main approach to addressing the en-

ergy consumption at the UE in LTE-A is called discontinuous reception (DRX) [23]. DRX

allows the UE to turn off most of its circuitry when there are no packets to be received or

transmitted. The BS, aware of the DRX state of the UE, waits for the latter to “wake up”
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to send any buffered packets. Although the use of DRX has been extended to LTE-A, it

currently involves simplified and inefficient approaches that fail to exploit the new features

of LTE-A.

1.3 Organization of the Thesis

Achieving energy efficiency in HetNets is not a single-solution problem; rather, it requires

a multi-dimensional approach that accounts for and exploits the new techniques introduced

in LTE-A. This thesis encompasses such multi-dimensional approach to improve the energy

efficiency not only at the RAN, but also at the UE, and is organized as follows:

• Chapter 2 analyzes the energy consumption in multi-layer HetNets. First, a BS en-

ergy consumption model is developed. It accounts for the spatio-temporal variations

of the traffic demands and internal BS hardware components. Second, the problem of

minimizing the energy consumption is studied and characterized. Third, an efficient

algorithm is introduced to minimize the energy consumption by adjusting the on-off

and cell-association policies. Then, such algorithm is evaluated in terms of its effect

on the energy consumption, activity, and load across multiple layers.

• Chapter 3 investigates the use of multi-stream carrier aggregation to improve the en-

ergy efficiency in HetNets. First, the convexity of such problem is analyzed, leading

to the need of a quasiconvex problem approximation. Second, from such approxima-

tion, a simple algorithm is designed to solve the energy minimization problem. Third,

since operators are interested in achieving a balance between the energy minimiza-

tion and capacity maximization, we develop a method to analyze this multi-objective

optimization and characterize the trade-offs between the two conflicting goals.

• Chapter 4 focuses on the energy consumption at the UEs. First, we describe the

operation of the LTE DRX; then, an accurate model for the LTE DRX is presented

and analyzed in detail. Closed-form expressions are obtained and validated for the
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achievable energy savings and the impact on the packet delay. Second, we introduce

a cross-carrier-aware DRX, a novel solution for the scenarios that support carrier

aggregation. We provide a detailed analysis of our proposed solution and characterize

and evaluate its performance metrics against those of the classical LTE DRX.

• Chapter 5 examines the use of small cells as an energy-saving tool. First, we identify

the limitations of small cells by modeling them in OPNET, a high-fidelity simulation

and development platform. Second, we present our novel small cell solution, the

femtorelay, capable of addressing the limitations in existing small cells. We describe

in detail how the femtorelay achieves interoperability with existing cellular networks.

Third, we develop a proof of concept of our femtorelay in OPNET, demonstrating the

benefits of our solution in terms of not only a lower energy consumption, but also a

reduced interference and an increased capacity.

• Chapter 6 provides the conclusions for this Ph.D. thesis.
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CHAPTER 2

REDUCING THE ENERGY CONSUMPTION THROUGH
MULTI-LAYER HETNETS

Although much research has been done to address the energy consumption in HetNets, the

existing approaches have failed to capture the key factors affecting it. In this chapter, the

energy consumption in HetNets is analyzed with a focus on (i) its dependence on the spatio-

temporal traffic demands and internal BS hardware components and (ii) the multi-layer

nature of HetNets. The problem of minimizing the energy consumption is then studied and

characterized in terms of a 0-1 Knapsack-like problem. In light of the differences with the

classical 0-1 Knapsack problem, an efficient algorithm is introduced to minimize the energy

consumption by adjusting the cell-association and the on-off policies of the BSs. Such

algorithm is shown to be applicable to the two- and m-layer HetNet cases. Performance

evaluation is provided to identify the achievable energy savings of our algorithm and its

effect on the energy consumption, activity, and load across multiple layers.

2.1 Motivation and Related Work

In addition to improving the hardware components of a BS [24][25], one of the more effec-

tive ways to reduce the energy consumption at the RAN is to turn the BS off. In HetNets,

such action is possible since more than one BS may provide coverage in a particular area.

To address the energy consumption at the RAN in HetNets, appropriate models are required

for the network deployment strategies, energy consumption at the BSs, and traffic demands.

In terms of network deployment strategies, initial work [26][27][19][28][29][30][31]

focused on analyzing the energy consumption in a deployment following a hexagonal grid

layout [32], as shown in Figure 2a. Even though it provides useful and tractable insights

regarding the general network behavior, the real deployments are far from following this
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layout. Recently, a layout where BSs are deployed according to some homogeneous Pois-

son point process distribution, as depicted in Figure 2b, was shown to be tractable and

provided a better approximation to the real network deployments [33]. This second layout

was used in the analysis of the optimal BS density [34], as well as methods to adapt the

active BSs and the cell-association policies [35]. Nevertheless, these two layouts assume a

single layer of BSs. This is far from truth in the current systems and even more so in the

future ones. Operators owning multiple frequency bands use them for multi-layer HetNet

deployments, as shown in Figure 2c. The lower frequency bands are generally preferred for

the BSs meant for coverage (i.e., the layer with the largest cells), while the higher frequency

bands are preferred for the BSs meant for capacity (i.e., the layer with smaller cells). In

contrast to the existing work, we focus on multi-layer HetNets.

(a) Hexagonal layout.
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(b) Homogenous Poisson point pro-
cess layout.
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(c) Multi-layer deployment.

Figure 2: Layouts of cellular networks.

The results in the existing literature are also hindered by the BS energy consumption

model used. Such model is typically a long-term function of the output power [27] [19]

[28] [29] [30] [31] [36] or the overall BS traffic [35]. And even though it provides good

insights, it is not readily usable to characterize the expected amount of energy that would

be consumed according to the specific set of users and their traffic demands that the BS

would serve. This is a serious drawback, given that the traffic demands across cellular net-

works can fluctuate significantly throughout the day and along BSs [37][18]. Furthermore,
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since a UE in a multi-layer HetNet may be under the coverage of more than one BS [37],

it is necessary to quantify the energy consumption effects of each user to determine which

BS should serve a particular UE. This process is called cell association [38]. Its role in

the energy consumption in HetNets has been previously studied [35][38], but only through

simple energy models and deployment strategies. Another limitation of the existing ap-

proaches is that they generally focus on achieving simple performance thresholds, such as

service outage probability, peak traffic, and minimum signal-to-interference-plus-noise ra-

tio (SINR), among others. However, such metrics are not adequate for the analysis of the

energy efficiency of a network when spatially- and temporally-varying traffic demands are

considered.

In this chapter, we address the key limitations of the previous work in modeling and

analyzing the energy consumption in infrastructure-based heterogeneous wireless system

(IbHWS), where cellular systems are one of the cases. In particular, we model an IbHWS

accounting for the multi-layer nature of HetNets and the spatio-temporal variations of the

traffic demands. Then, we characterize the energy minimization problem for the two- and

m-layer regular IbHWS and demonstrate its mapping to a 0-1 Knapsack-like problem. In

addition, we develop and efficient algorithm to perform a joint cell-association and on-off

scheme to minimize the energy consumption in a two-layer regular IbHWS. We extend

this algorithm to address the m-layer case. From the simulation results, we observe energy

savings of 35% from our algorithm across multiple scenarios, an inverse relationship be-

tween the network load and the energy savings, and the significant role of small cells in

handling the traffic in energy-efficient deployments. More importantly, we show that the

cell-association and on-off policies need to be jointly adjusted according to the actual net-

work deployment, the energy efficiency of the BSs, and the traffic dynamics to achieve an

energy-efficient network operation.

The rest of this chapter is organized as follows. We describe and analyze the network ar-

chitecture, traffic model, and BS energy characterization in Sections 2.2.1, 2.2.2, and 2.2.3,
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respectively. In Section 2.3, we present the energy minimization problem, its analysis for

regular IbHWSs, and an energy-efficient algorithm to address the two- and m-layer cases.

The performance of the algorithm is evaluated in Section 2.4. Finally, we present the con-

clusions in Section 2.5.

2.2 System Model
2.2.1 Network Architecture

Typically, an IbHWS is composed of multiple layers of BSs with increasing coverage area,5

as shown in Figure 3. In Figure 3a, the coverage area of each femtocell is a subset of

the coverage area of a BS in the microcell layer. Similarly, the coverage area of each

microcell is a subset of the coverage area of a BS that belongs to the macrocell layer. On

the other hand, in Figure 3b, the coverage area of the femtocell on the left is a subset of the

coverage area not of any single microcell BS, but of a macrocell one; the coverage area of

the femtocell BS on the right is not a subset of any single BS. Mathematically, these two

scenarios are defined as follows:

Macrocell Layer

Microcell Layer

Femtocell Layer

(a) Regular IbHWS.

Macrocell Layer

Microcell Layer

Femtocell Layer

(b) General IbHWS.

Figure 3: Infrastructure-based heterogeneous wireless system.

Definition 1: A general IbHWS is a set A of layers. Each layer a ∈ A contains a set

Ba of BSs. Each BS b ∈ Ba is deployed in a coordinate xb ∈ R
3. Furthermore, there is no

overlap between the effective coverage areas νb(1) ⊂ R3 and νb(2) ⊂ R3 of any two different

5For simplicity, we utilize the term “coverage area” to denote the 3D coverage space. Similarly, diagrams
will depict 2D versions of the coverage area for the ease of understanding. Nevertheless, the analysis is done
considering a 3D coverage space.
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BSs b(1) and b(2) that belong to the same layer a, i.e.,

νb(1) ∩ νb(2) = ∅, ∀a ∈ A, b(1) ∈ Ba, b(2) ∈ Ba, b(1) , b(2). (1)

The effective coverage area represents the area in which users will prefer to connect to

BS b rather than to any other BS belonging to the same layer as b.

In general, the BSs within the same layer share certain general characteristics, but may

differ in their hardware and configurations. For example, the coverage area of the BSs in

the femtocell layer is typically just enough for residential or small office environments.

However, different femtocells may vary in their number of antennas, power amplifier en-

ergy efficiency, and other hardware characteristics. Moreover, even two femtocells with the

exact same hardware may be configured to operate differently, e.g., with different transmis-

sion power.

Definition 2: A regular IbHWS is a general IbHWS for which there exists an ordering

of layers a0, a1, ... so that ∀b(i) ∈ ai,∀b( j) ∈ a j, j > i:

if νb(i) ∩ νb( j) , ∅ then νb(i) ⊆ νb( j) . (2)

Intuitively, in a regular IbHWS, any given BS coverage area is either the largest in a

particular geographic segment or a subset of a larger coverage area that belongs to another

BS.

2.2.2 Traffic Model

In the existing literature, a traffic demand (TD) is typically characterized by the session

arrival rate and the average file size [35]. With these two values, the overall load of a BS is

then estimated in terms of (a) the total number of bits served by the BS, or (b) the average

bit rate, i.e., the total number of bits divided by the total time. Then, based on the value

of overall load, the energy consumption of the BS is predicted. However, this approach is
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highly inaccurate, mainly because it assumes a linear relationship between a particular bit

rate and the corresponding power required to provide it.

If we were to transmit the same number of bits ρ at two different bit rates R1 and R0,

where R1 = mR0 and m > 1, then the amounts of time t1 and t0 required at each rate,

respectively, would be related by

t0 = mt1. (3)

Therefore, for the energy consumption at both rates to be equal, it would be necessary that

PRX1 = mPRX0 , (4)

where PRX1 and PRX0 represent the received power required to achieve each bit rate, respec-

tively. However, utilizing Shannon’s Channel Capacity theorem, it can be shown that the

relationship between PRX1 and PRX0 is exponential rather than linear:

PRX1 =

[(
1 +

PRX0

η

)m

− 1
]
η, (5)

where η represents the noise plus interference. Even if the analysis is restricted to a unique

bit rate, i.e., m = 1, the value of PRX will vary with the distance between the BS and the

intended receiver. In conclusion, energy consumption estimation based on the classical

traffic demand modeling is inaccurate due to (a) the non-linear relationship between the

power and the bit rate and (b) the distance-dependent power required to satisfy a particular

bit rate.

To accurately characterize the energy consumption, we follow a different approach.

We consider the network to be able to serve sessions that have different QoS requirements.

These are defined in terms of bit rates, to capture the non-linear relationship between the bit

rate and the power. Here, Q denotes the set of QoS requirements that the network supports.

We consider the total service areaU to be divided into locations u ⊂ R3, satisfying the
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following requirements:

1. Each location u is a connected set.

2. Locations are non-overlapping: u1 ∩ u2 = ∅.

3. Each location can generate sessions of any QoS q ∈ Q.

4. U =
⋃

u.

For every BS and the locations it serves, we use a matrix N(t) to characterize the number

of active sessions at any time instant t corresponding to every location u and QoS q.

2.2.3 Base Station Energy Characterization

In this section, we analyze the total energy that a BS consumes to satisfy a set of traffic

demands. As we later describe, this energy depends not only on the radio frequency (RF)

transmission power required to serve each traffic demand, but also on the energy consumed

by the internal components of the BS. Characterizing such consumption is critical, since it

is the highest within the BS.

2.2.3.1 RF Energy

Here, we focus on mapping the traffic demands a BS needs to satisfy into the RF energy

required by that BS. Consider a BS b that serves a set of locations G ⊂ U. The total RF

power radiated by b is

PRF(t) = tr
(
N(t)PT (t)

)
, (6)

where tr(A) denotes the trace of a matrix A. N(t) and P(t) are matrices whose elements

Nω,τ(t) and Pω,τ(t) denote, at a time t and location uω ∈ G, the number of sessions with QoS

qτ and the amount of power to satisfy one session of QoS qτ.

The total RF energy radiated by b during the j-th time interval6 ∆t j of the day is

ERF(∆t j) =

∫
∆t j

PRF(t)dt =

∫
∆t j

tr
(
N(t)PT (t)

)
dt. (7)

6Each time interval is in the order of 30 minutes to 1 hour.
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Assuming that N(t) and P(t) are uncorrelated, the expected value of this energy is

E[ERF(∆t j)] =

∫
∆t j

tr
(
E [N(t)]E

[
PT (t)

])
dt. (8)

In terms of the existing wireless networks, this assumption implies that the power re-

quired to serve a user at a specific rate is uncorrelated with the number of users that are

served by the BS. This assumption can hold for existing systems. For example, in systems

based on OFDMA7, such as LTE, once the subcarriers are allocated to a user, the power

required to serve the user is independent of the number of users served by the same BS. In

UMTS/WCDMA8, this assumption generally does not hold because of the orthogonality

factor greater than zero. However, the expression can still apply if the power is calculated

assuming an expected level of intra-cell interference.

We can further simplify this expression by considering that N(t), P(t), or both are first-

order stationary (FOS). In the case that both are FOS, we get

E[ERF(∆t j)] = ∆t j tr
(
E [N]E

[
PT

])
, (9)

where the time dependency of N and P has been removed to reflect the first-order station-

arity of each random process.

To produce the amount of RF energy described by Eq. (9), the BS consumes a signifi-

cant amount of energy internally, as is discussed in the next section.

2.2.3.2 Base Station Energy

We model the BS as a set of interconnected components c ∈ C. These components represent

the major energy-consuming elements in a BS, such as the feeder, power amplifier (PA),

baseband microprocessor (BBuP), power supply (PS), and air conditioner (A/C), as shown

in Figure 4 [39]. We observe that such components consume most of the energy that the

7OFDMA stands for orthogonal frequency division multiple access.
8WCDMA stands for wideband code division multiple access.
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BS receives as input, while the radiated RF energy is a relatively small percent of the total

BS energy consumption.

Power 
Supply
150 W

Signal 
Processing

150 W

Air 
Condition

200W

65% to PA

Co-axial 
feeder: 
50% loss

Power Amplifier 
12% Efficiency

Only 4% of the power is radiated

Figure 4: Major energy-consuming elements in a macrocell base station, considering three
sectors with 20W of output RF power per sector.

Each component can be either on (with load), on (with no load), or off, and it continu-

ously consumes at least a minimum amount of energy, whether it is on or off :

Eoff(∆t j) = Poff∆t j, (10)

Eon,min(∆t j) = Pon,min∆t j, (11)

where Poff is the standby power, and Pon,min is the power consumed with no load. For

passive components,

Pon,min = Poff = 0, (12)

and for non-passive components,

Pon,min ≥ Poff ≥ 0. (13)

In addition to the minimum energy consumed in the on state, each component also has

a dynamic energy consumption Eon,dyn(∆t j) that can follow one of two models. In the first
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model, Eon,dyn(∆t j) is a function of the energy that the component needs to produce at its

output:

Eon,dyn(∆t j) =

∫
∆t j

1
α(t)

Pout(t)dt, (14)

where α(t) is the power efficiency of the device, and Pout(t) is the power that it needs to

produce at its output. For most components, α(t) can be assumed to be a constant. So,

taking the expected value, we obtain

E[Eon,dyn(∆t j)] =
1
α
E[Eout(∆t j)]. (15)

We denote the components following this model as Type A. These include the PA and the

feeder.

In the second model, Eon,dyn(∆t j) is a function of the overall traffic load that it needs to

process:

Eon,dyn(∆t j) =

∫
∆t j

(Pon,max − Pon,min)h(load(t))dt, (16)

where Pon,max is the maximum power, and 0 ≤ h(load(t)) ≤ 1. By assuming that h is linear

in the load and that the load is FOS, the expected value of the dynamic energy becomes

E[Eon,dyn(∆t j)] =
∆t j(Pon,max − Pon,min)

loadmax
E[load]. (17)

E[load] can be expressed as tr
(
E

[
N(t)RT

])
, where R is a matrix in which (i) all rows are

identical, and (ii) the values in each row represent the bit rate associated with each q ∈ Q.

Assuming FOS for N(t), we obtain

E[Eon,dyn(∆t j)] =
∆t j(Pon,max − Pon,min)

loadmax
tr

(
E[N]RT

)
. (18)

We denote the components following this second model as Type B. An example is the

microprocessor.
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Remark 1: The energy consumption model of the BS is an affine function of tr
(
E[N]RT

)
and tr

(
E [N]E

[
PT

])
.

Proof: In this section, all the energy models are affine functions of tr
(
E[N]RT

)
and

tr
(
E [N]E

[
PT

])
. Since the interconnection of any two components leads to the composition

of their respective energy models, their joint energy model is also an affine function of

tr
(
E[N]RT

)
and tr

(
E [N]E

[
PT

])
. By induction, it follows that the energy consumption

model of the BS is also an affine function of these two variables.

Being an affine function, the energy consumption Êb(∆t j) of a BS b can be expressed in

the form of

Êb(∆t j) =


Êoff(∆t j) if b is off

Êon,min(∆t j) + Êon,dyn(∆t j) if b is on
, (19)

where Êoff(∆t j) represents the total energy consumption of b in the off state. Êon,min(∆t j) and

Êon,dyn(∆t j) represent the total minimum and dynamic energy consumption, respectively,

when b is on. Êon,dyn(∆t j) can be further expressed as the linear function:

Êon,dyn(∆t j) = A

 tr
(
E[N]RT

)
tr

(
E [N]E

[
PT

])
 , (20)

where A is a 1x2 matrix unique to every BS. The exact expressions for Êoff(∆t j), Êon,min(∆t j),

and A depend on the specific set C of components present in a BS b and how they are

interconnected. For example, even if no user is connected to a BS b, the power supply is

on (with load) since it provides the power to all components.

Our affine model for the BS energy consumption fits the early measurements reported

in [29], as part of the EARTH9 project. However, in [29], the model was approximated

from the measured data rather than explicitly derived, as done here. Furthermore, the model

in [29] is limited since it only considers the RF output power dependency. In addition, it is

not suitable to predict the BS energy consumption in specific traffic distributions.

9EARTH stands for Energy Aware Radio and neTwork tecHnologies.
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Remark 2: tr
(
E[N]RT

)
is a linear function along the dimension of the locations u.

Proof: The i-th element of the main diagonal of the matrix E[N]RT can be expressed

as ∑
τ

E
[
Ni,τ

]
Rτ,i, (21)

where Ni,τ is the number of active sessions of QoS qτ from location ui, and Rτ,i is the rate

associated with QoS qτ for a location ui. Therefore, the i-th element of the main diagonal

is uniquely defined by the values from the location ui. It follows that the summation of

the elements of the main diagonal of the matrix E[N]RT , i.e., the trace function, is a linear

function along the dimension of the locations u.

Remark 3: tr
(
E [N]E

[
PT

])
is a linear function along the dimension of the locations

u.

Proof: The i-th element of the main diagonal of the matrix E [N]E
[
PT

]
can be

expressed as ∑
τ

E
[
Ni,τ

]
E

[
Pτ,i

]
, (22)

where Pτ,i is the RF power required to satisfy a single session of QoS qτ for a location

ui. Following the same argument as in Remark 1, we see that tr
(
E [N]E

[
PT

])
is a linear

function along the dimension of the locations u.

Remark 4: Êon,dyn(∆t j) is a linear function along the dimension of the locations u.

Proof: Since Êon,dyn(∆t j) is a linear function of tr
(
E[N]RT

)
and tr

(
E [N]E

[
PT

])
,

and the two are linear functions along the dimension of the locations u, it follows that

Êon,dyn(∆t j) is a linear function along the dimension of the locations u.

Therefore, the energy consumption of a BS b, Êb(∆t j), is itself an affine function along

the dimension of the locations u. This allows us, in section 2.3, to analyze the effect on

the energy consumption Êb(∆t j) of the traffic coming from each location that a BS can

potentially serve.
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2.3 Joint Cell-Association and On-Off Scheme

For the j-th time interval ∆t j, the maximum energy savings at the RAN can be achieved by

solving the following optimization problem:

minimize
∑
a∈A

∑
b∈Ba

E
[
Êb(∆t j)

]
, (23)

subject to:

∑
a∈A

∑
b∈Ba

φb(∆t j, u) = 1,∀u ∈ U, (24a)

∑
u∈Ψb(∆t j)

∑
q∈Q

E
[
Nu,q

]
Ru,q ≤ Υb,∀a ∈ A,∀b ∈ Ba, (24b)

where φb(∆t j, u) is an indicator function equal to 1 when b serves u, Ψb(∆t j) is the set of

users served by b, and Υb is the maximum load supported by b. Constraint (24a) indi-

cates that each u is served by a single b, while constraint (24b) indicates that the total load

in each BS should be below the maximum that BS can support. This problem is in gen-

eral non-convex and not solvable through standard optimization methods. Nevertheless,

the complexity of obtaining the solution at the j-th time interval is reduced if any of the

following conditions apply:

1. For every active location u that can only be served by a single BS, that BS must be

in the on state. For any such BS, its energy contribution to the overall RAN energy

consumption is at least Êon,min(∆t j).

2. Every BS b for which no location under its coverage requests any traffic can be

switched to the off state. For any such BS, its energy contribution to the overall RAN

energy consumption is determined by Eq. (19).

From an analytical perspective, this condition should always be enforced. However,

in a real IbHWS, turning a cell off should only be done when it is highly probable
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that no user will appear in that area (e.g., an office femtocell during the night), or

when another active cell is serving the same area.

An alternative way of looking at the energy minimization problem is to solve two cou-

pled problems:

• Cell (de-)activation: Which BSs should be turned on? Which ones should be turned

off?

• Cell association: To which BS should each location connect to be served?

If the answer to either one of these two problems is known, then the optimal solution for

the other problem can be found. Rather than considering these two problems separately,

we focus on solving them jointly for the regular IbHWS.

Remark 5: Given a regular IbHWS A, there exists a partition Γ of the total coverage

area of interest

Ξ =
⋃
b∈Ba
a∈A

νb, (25)

such that

∀γ ∈ Γ : ∃a ∈ A, b ∈ Ba | γ = νb. (26)

Proof: The partition Γ is obtained through the following steps. First, make Γ equal

to a set of all possible νb. Then, remove any νb that is a subset of another element of Γ

due to condition (2). Elements that were not removed must satisfy the condition that their

intersection with any other element of Γ is the empty set. Therefore, the remaining elements

form a partition of Ξ.

From the proof above, it also follows that

∀a ∈ A, b ∈ Ba : ∃γ ∈ Γ | νb ⊆ γ. (27)
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Therefore, any IbHWS A can be partitioned into mutually disjoint areas, such that the

effective coverage area of each BS is a subset of some element of the partition. At the same

time, all the BSs for which νb ⊆ γ for a particular γ ∈ Γ also constitute an IbHWS where

the last layer has a single BS. Figure 5 depicts this partitioning for the regular IbHWS in

Figure 3a.

Macrocell Layer

Microcell Layer

Femtocell Layer

𝛾1 𝛾2 

Figure 5: Partition of regular IbHWS.

Remark 6: For a regular IbHWS, the optimal solution to the energy minimization

problem is achieved by finding the optimal solution for each IbHWS defined by the ele-

ments of Γ.

Proof: From Eq. (27), it follows that the on-off configuration of any BS b only

affects the energy consumption of the IbHWS defined by the γ for which νb ⊆ γ. Thus, the

IbHWSs defined by the rest of the elements of Γ can be independently configured from the

on-off state of b.

In conclusion, finding the optimal solution for the energy minimization problem in a

regular IbHWS reduces to being able to find the optimal solution for a regular IbHWS

whose last layer has a single BS. We exploit this property to develop an efficient algorithm

to minimize the energy consumption for the two- and multi-layer regular IbHWS.

2.3.1 Two-Layer HetNet Analysis

A two-layer regular IbHWS is depicted in Figure 6. While simple, this type of scenario

is important since it is the most commonly deployed when operators are migrating their

networks from a single-layer layout to a multi-layer one. Furthermore, it allows us to

establish the ideas that become the building blocks for the m-layer regular IbHWS.
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Layer 0

Layer 1

𝑏0,0 𝑏0,1 

𝑏1,0 

Locations

Figure 6: Two-layer regular IbHWS.

The approach to addressing the energy minimization problem at the j-th time interval

for a two-layer regular IbHWS is now presented. For simplicity, we utilize bi,k to denote

the i-th BS of layer ak ∈ A and drop the ∆t j dependency.

First, we consider that layer a1 is not present. Therefore, every location u must be served

by a BS bi,0, i.e., that belongs to layer a0, and we can obtain the energy consumption of the

network by applying Eq. (19) to every BS bi,0. We denote the network energy consumption

for this case by EN−0. For n BSs, the complexity of computing this value is O(n).

Second, we consider that layer a1, which only has one BS b0,1, is also present. At this

point, we have a decision to make: should b0,1 be on or off ? To answer this question, we

need to compare the minimum energy required by the network when b0,1 is off against the

minimum one required when b0,1 is on. We will now find these two values.

If b0,1 is off, the overall network consumption EN−1 becomes

EN−1 = EN−0 + Êoff(b0,1), (28)

where Êoff(b0,1) corresponds to the energy consumed by b0,1 while off, as defined in Eq. (19).

If b0,1 is on, the network consumption must increase by at least Êon,min(b0,1), as defined

in Eq. (19). Therefore, in this case,

EN−1 ≥ EN−0 + Êon,min(b0,1). (29)

When b0,1 is on and all locations are served by layer a0, there are two types of actions that
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can be further executed to reduce the energy consumption EN−1.

1. Action Type 1: Use b0,1 to a serve a particular location u instead of layer a0. For this

action to be executable, the following condition must be satisfied:

RemCap(b0,1) ≥ ReqCap(AT1u), (30)

where RemCap(b0,1) denotes the remaining capacity in b0,1, and ReqCap(AT1u) is

the required capacity to serve location u. If executable, the change in the energy

consumption ∆E1(u) of the overall network is

∆E1(u) = Êon,dyn(b0,1, u) − Êon,dyn(bi,0, u), (31)

where bi,0 is the BS of layer a0 initially serving the particular location u. However,

if the location u was the only one served by bi,0, then such BS can be turned off.

Therefore, an additional change in the overall energy consumption takes place:

∆E1(u) = ∆E1(u) + Êoff(bi,0) − Êon,min(bi,0). (32)

From Eq. (13), it immediately follows that

Êoff(bi,0) − Êon,min(bi,0) ≤ 0. (33)

A value ∆E1 < 0 implies a reduction in the overall energy consumption of the net-

work.

2. Action Type 2: Use b0,1 to serve all locations u originally served by a particular BS

bi,0. For this action to be executable, the following condition must be satisfied:

RemCap(b0,1) ≥ ReqCap(AT2bi,0), (34)
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where ReqCap(AT2bi,0) denotes the required capacity to serve all locations u orig-

inally served by bi,0. If executable, the change in the overall energy consumption

∆E2(bi,0) of the network is

∆E2(bi,0) = Êoff(bi,0) +
∑

u∈Ψbi,0

Eon,dyn(b0,1, u)

− Êon,min(bi,0) −
∑

u∈Ψbi,0

Eon,dyn(bi,0, u), (35)

where Ψb is the set of locations served by b. A value ∆E2 < 0 implies a reduction in

the overall energy consumption of the network.

Remark 7: Eq. (35) reduces to Eq. (32) when bi,0 serves a single location u.

Remark 8: The execution of Action Type 2 can also be interpreted as the application

of Action Type 1 to all u originally served by bi,0, followed by turning off that bi,0.

For n BSs in layer a0 and p locations, p ≥ n, calculating the effect ∆E1 of Action Type

1 for all locations u has an overall complexity of O(p). Similarly, calculating the effect ∆E2

of Action Type 2 for all bi,0 also has an overall complexity of O(p).

Utilizing the above formulation, we now describe how the energy saving problem is

mapped to a Knapsack-like problem. Consider the following concept mapping:

• −∆E1(u): “Profit” from executing Action Type 1 on u.

• −∆E2(bi,0): “Profit” from executing Action Type 2 on bi,0.

• ReqCap(AT1u): “Weight” of executing Action Type 1 on u.

• ReqCap(AT2bi,0): “Weight” of executing Action Type 2 on bi,0.

• Cap(b0,1): Maximum “weight” supported by BS b0,1.

Then, finding the minimum energy consumed by the network when b0,1 is on can be repre-

sented as a 0-1 Knapsack-like problem, where each action has a “weight” and provides a
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“profit”. The major differences from the traditional 0-1 Knapsack problem are

• The “profit” of an action may be negative. This occurs if the action causes an increase

in the overall energy consumption of the network. No such action should be executed.

• The “profit” of an action may change depending on previously executed actions. For

example, if Action Type 1 is executed on a location u, then the additional achievable

profit of executing Action Type 2 on the serving BS bi,0 of u will be less than the

original value of −∆E2(bi,0).

For these reasons, we introduce Algorithm 1 to address the Knapsack-like problem of

finding the minimum energy consumption when b0,1 is on. Without loss of generality, we

assume that every location u could be served by some bi,0. If this were not the case, the

algorithm would be modified so that b0,1 served such locations before executing any other

action.

Algorithm 1 Minimum EN−1 for b0,1 on.
1: Call Init-Vars . Calls Algorithm 2
2: for i← 1, |H| do
3: h← i-th element from H
4: ATX← action associated with h
5: if RemCap(b0,1) ≥ ReqCap(ATX) then
6: Call Execute-Action . Calls Algorithm 3
7: else
8: Discard ATX
9: end if

10: end for

The execution of Algorithm 1 depends on the initialization performed in Algorithm 2.

In the latter, Eff() denotes a function that calculates the efficiency of an action as

Eff() =
∆E

ReqCap
. (36)

Algorithm 1 also depends on the execution of Algorithm 3. In the latter, Prev-mod(b)

indicates whether one or more locations originally served by b have already been reassigned
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Algorithm 2 Init-Vars.
1: EN−1 = EN−0 + Êon,min(b0,1)
2: for all u do
3: Calculate ∆E1(u)
4: if ∆E1(u) > 0 then
5: Discard AT1u

6: else
7: Calculate Eff(AT1u)
8: end if
9: end for

10: for all bi,0 do
11: Calculate ∆E2(bi,0)
12: if ∆E2(bi,0) > 0 then
13: Discard AT2bi,0

14: else
15: Calculate Eff(AT2bi,0)
16: end if
17: end for
18: List H ← Jointly sort all Eff(AT1u) and Eff(AT2bi,0) in increasing order

to b0,1, and ∆Eprevious denotes the energy savings achieved by the previous reassignment of

such locations. In Algorithm 3, lines 7-9 and 15-16 adjust the application of a new action

depending on previously executed actions.

Together, these three algorithms have an overall complexity of O(plog(p)), which is

dominated by the sorting performed in the last step of Algorithm 2. These algorithms

allow us to:

1. Find the minimum amount of energy consumed when b0,1 is on, which we can com-

pare to the energy required when b0,1 is off (Eq. (28)).

2. Jointly determine which BSs should be on or off and with which BS each location

should be associated.

Remark 9: The energy minimization problem reduces to the classical 0-1 Knapsack

problem if

Êoff(bi,0) = Êon,min(bi,0), ∀i. (37)
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Algorithm 3 Execute-Action.
1: if Type(ATX) = Type 2 then
2: b← BS associated with ATX
3: if Prev-Mod(b) = False then
4: Apply ATX, and Update RemCap(b0,1)
5: EN−1 = EN−1 + ∆E2(b)
6: else
7: if ∆E2(b) < ∆Eprevious then
8: Apply ATX, and Update RemCap(b0,1)
9: EN−1 = EN−1 + ∆E2(b) − ∆Eprevious

10: end if
11: end if
12: else . Type 1
13: u← location associated with ATX
14: b← servings BS of u
15: if b is alreay off then
16: Discard ATX
17: else . b is on
18: Apply ATX, and Update RemCap(b0,1)
19: EN−1 = EN−1 + ∆E1(u)
20: end if
21: end if

Proof: When the previous condition holds, applying Action Type 2 to a BS b has

the same effect on the overall energy consumption as the application of Action Type 1 to

all the locations served by b. Therefore, we can omit Action Type 2 from the problem

formulation and only consider Type 1 actions.

The condition established in Remark 9 applies to most BSs nowadays since they lack

the capability to enter into a dormant state for energy savings. However, in the most recent

studies for 4G networks, such as LTE-A, the ability to enter into a dormant state is being

introduced.

2.3.2 Multi-Layer HetNet Analysis

In this section, we use the scheme from the two-layer regular IbHWS to develop a solution

for the m-layer regular IbHWS. The proposed solution for the m-layer regular IbHWS is

efficiently obtained from the solution of the (m − 1)-layer regular IbHWS, making the
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approach scalable.

Consider a regular IbHWSA of m layers:

A = {a0, a1, ..., am−1}, (38)

where the top layer am−1 has a single BS. It is enough to analyze this case alone since it

can be extended to the one where the top layer has more than one BS, as discussed in the

beginning of section 2.3. In addition, consider that we have the optimal solution for the

(m − 1)-layer IbHWSA′ defined by

A′ = A \ am−1 = {a0, a1, am−2}. (39)

Let EN−2 denote the energy consumption of the solution for A′. If we create A by adding

am−1 toA′, we have to decide whether b0,m−1 should be on or off. As in two-layer case, we

need to compare the minimum energy required by the network when b0,m−1 is off against

the minimum one required when b0,m−1 is on. We proceed to find these two values.

If b0,m−1 is off, the overall network consumption EN−3 becomes

EN−3 = EN−2 + Êoff(b0,m−1). (40)

If b0,m−1 is on, the network energy consumption must increase by at least Êon,min(b0,m−1).

Therefore, in this case,

EN−3 ≥ EN−2 + Êon,min(b0,m−1). (41)

When Emin(b0,m−1) is on and all locations are served by the BSs in A′, there are four types

of actions that could be executed to reduce the energy consumption EN−3.

1. Action Type 1: Use the BS in the top layer, i.e., b0,m−1, to serve a particular location

u instead ofA′. This is equivalent to Action Type 1 for the two-layer case.

29



2. Action Type 2: Use b0,m−1 to serve all locations u originally served by a particular

BS bi,k, where k < m − 1 (i.e., for some ak ∈ A
′). This is equivalent to Action Type

2 for the two-layer case.

3. Action Type 3: For a location u, switch the serving BS to another BS bi,k, where

k < m − 1.

4. Action Type 4: For all locations u currently served by the same BS, switch the

serving BS to another BS bi,k, where k < m − 1.

Remark 10: Applying any Action Type 3 or Action Type 4 to the optimal solution of

A′ does not lead to an immediate reduction in the energy consumption EN−3.

Proof: Assume that any Action Type 3 or Action Type 4 can lead to a reduction

in the energy consumption EN−3. Thus, any of them could also be applied to the optimal

solution of A′ and achieve a reduction in the energy consumption of A′. Since the energy

consumption of A′ is already at the minimum, it follows that no action exists that can be

applied to further reduce the energy consumption of A′. Therefore, no Action Type 3 or

Action Type 4 can lead to an immediate reduction of the energy consumption of A′ or A.

As a result of the previous remark, we focus our attention on Action Type 1 and Action

Type 2. These two actions are equivalent to the Action Type 1 and Action Type 2 of the two-

layer case; hence, we can use the following mapping to avoid repeating all the formulation

presented in the two-layer case.

• In the two-layer case, all the active BSs initially serving users belonged to layer 0,

i.e., they were of the form bi,0. In the m-layer case, they have the form bi,k, where

k < m − 1.

• In the two-layer case, the effect of both actions leads to b0,1 becoming the serving BS

for certain locations u. In the m-layer case, the effect of both actions leads to b0,m−1

becoming the serving BS for certain locations u.
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With this mapping, we can update all the equations developed for the two-layer case, as well

as the proposed algorithm, and apply them to obtain the solution for the m-layer case if we

are given the solution to the case of m − 1 layers. Therefore, given any regular IbHWSA,

we can iteratively apply the previous formulation to find the solution for increasing number

of layers until we reach m, with an overall complexity O(mplog(p)).

2.4 Performance Evaluation

In this section, we evaluate the performance of the proposed energy-saving algorithm for

the regular IbHWS.

2.4.1 Simulation Setup

Simulation parameters for the IbHWS are shown in Table 1. BSs per layer and locations

are uniformly distributed across the coverage area of interest Ξ.

Table 1: Simulation parameters for multi-layer on-off and cell-association policy.

Parameter Value

Bandwidth 3.84 MHz

BS max. bit rate 14.4 Mbps

QoS rates [1,20,80,200]*15kbps

Time intervals 24 (1 hr each)

Total coverage radius 2500 m

Number of locations 500

Altitude of locations 1.5 m

Number of layers 3

Type of BSs (per layer) [macro,pico,pico]

Number of BSs (per layer) [6,25,100]

Altitude of BSs (per layer) [25,20,10]m
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The IbHWS is set to satisfy the capacity and coverage needs by using three layers.

Traffic demands (TDs) are generated so that the second layer (L2) is able to satisfy the

peak TD at any time and location, providing the minimum capacity required. To capture

the spatio-temporal variability, each L2 BS is set to experience the peak TD at different

times, as shown in Figure 7.

The previous formulation also has consequences in the other layers. L1 cannot satisfy

all TDs since it has fewer BSs than L2. Consequently, L1 is meant for coverage. On the

other hand, L3 has excess capacity to satisfy all TDs. As such, it is meant to enhance

capacity. Therefore, this formulation allows to capture operators’ objectives of satisfying

and enhancing capacity and coverage.
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(a) Average load for BS1 in L2.
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(b) Average load for BS2 in L2.
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(c) Average load for BS3 in L2.

Figure 7: Average load for base stations in L2.

In Table 2, the parameters of the BS components are listed. We consider that the BSs

in L3 require no A/C because of a low expected amount of power consumption. The in-

terconnection among these elements is shown in Figure 8. ERF is the output energy of the

feeder. The energy received at the input of the feeder comes from the PA, whose power is

mainly drawn from the PS. The energy of the BBuP is also provided by the PS. The A/C

needs to compensate the energy dissipated by all the previous elements, and the energy it

needs is drawn from the PS. Based on these relationships and the energy models, we obtain

the energy used by each BS.
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Table 2: Base station components and parameters, per layer.

Component Poff(W) Pon,min(W) α Pon,max(W)

Feeder [0,0,0] [0,0,0] [1,0,0]*0.63 -

PA [1,1,1]*0.25 [4,1,0.25] [2,1,1]*0.2 -

BBuP [1,1,1] [4,2,2] - [2,1,1]*6

A/C [1,1,-]*0.9 [1,1,-]*0.9 [3,3,-] -

PS [1,1,1]*0.1 [1,1,1]*0.1 [1,1,1]*0.9 -

Power 

Supply BBuP

Cooling

Power Amplifier Feeder

RF
E

Figure 8: Interconnections of base station components.

For the path loss, we use the following 3GPP models for heterogeneous networks in

outdoor scenarios (distance D (in km))[40]:

(macro)PL = 128.1 + 37.6log(D), (42)

(pico)PL = 140.7 + 36.7log(D). (43)

2.4.2 Simulation Results

The amount of energy savings that can be achieved compared to an always-on network

depends on the specific layout of the network, locations, and traffic demands. First, we

present the results obtained from a single scenario generated with the parameters described

in Section 2.4.1. Then, we provide values for average energy savings across multiple sce-

narios.

The results of applying our energy-saving scheme to a scenario generated with the

parameters previously described are shown in Figure 9 and Figure 10. In Figure 9, we

observe that the energy savings throughout a day were between 34% and 39%. In addition,
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the achievable energy savings are inversely related to the overall network load. This be-

havior can be explained as follows. During a period of low network load, the number of

underutilized BSs is generally larger than during a period of high network load. Therefore,

for a low network load, there is a higher probability that the BSs can be turned off and,

thus, achieve the additional energy savings described by Eq. (33).
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Figure 9: Hourly network load and energy savings.

The effect of our energy-saving algorithm on the load, activity, and the energy con-

sumption across the different layers is depicted in Figure 10. We define the activity of layer

i during time interval ∆t j as

Activity(i,∆ j) =

∑
b∈ai

ζ(b,∆t j)
|ai|

, (44)

where ζ(b,∆t j) is an indicator function equal to 1 when BS b is on during time interval ∆t j,

and |ai| denotes the total number of BSs in layer ai.
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(a) Energy per layer.
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(b) Load per layer.
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(c) Activity per layer.
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(d) Locations served per layer.

Figure 10: Load, energy, activity, and locations served per layer.

In Figure 10, we observe that L3 handles between 62% to 93% of the traffic throughout

the day, while consuming between 64% to 80% of the total network energy. Even though

the larger cells (i.e., the ones of BSs in L1 and L2) in general do not handle as much traffic

as the ones of L3, the amount of traffic that they manage increases during the time interval

9h-21h, i.e., when the network load is low-to-medium. We also note that the level of activity

for L1 and L2 tends to be relatively stable during time intervals of at least 3 hours, and the

level of activity of L3 shows more variation, albeit of small amplitude. In addition, we

observe that during the time interval 10h-17h, which corresponds in Figure 9 to the highest

energy savings, the activity of L3 decreases significantly (i.e., L3 BSs are turned off), and

the activity of L1 increases (i.e., L1 BSs are turned on). This behavior suggests that the

high energy savings are strongly related to the de-activation of underutilized L3 BSs.

To further explore the effect of our algorithm on the cell-association policy, we obtain
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the locations-to-layer association, as shown in Figure 10d. We observe that the increment

of the load managed by L1 in the time interval 9h-21h, as shown in Figure 10b, results

from L1 becoming the serving layer for an increased number of locations. On the other

hand, the relatively stable activity of L2 during the intervals 2h-7h and 13h-17h, as shown

in Figure 10c, still corresponds to changes in the cell-association policies during these

intervals, as observed in Figure 10d. In general, variations in the cell-association policy

during the times of stable activity also occur in the other layers.

To evaluate the overall performance of our energy-saving algorithm, we applied it to

1000 different scenarios generated using the parameters shown in Table 1 and Table 2. Fig-

ure 11a shows the probability density function (PDF) for the energy savings. In particular,

Figure 11a shows the PDF of the daily energy savings across all scenarios. In this case,

the mean is 35.04% and the variance is 1.65. To further analyze how the energy savings

behave throughout the day for the different scenarios, we obtain the PDF of the energy

savings across all time intervals, as shown in Figure 11b. In this case, the mean is 35.05%

and the variance is 3.07. Even though the variance in this case is higher by 1.42 than the

one in Figure 11a, the energy savings only differ by 0.01%. This result indicates that the

average energy savings across all time intervals do not differ significantly from the average

energy savings across multiple scenarios.
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Figure 11: Probability density functions of energy savings.

We also obtain the per-layer PDF for the energy, load, and activity across all scenarios,
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as shown in Figure 12. We define the activity of a layer i as

Activity(i) =

∑
∆t j

∑
b∈ai

ζ(b,∆t j)∑
∆t j
|ai|

, (45)

where ζ(b,∆t j) is an indicator function equal to 1 when BS b is on during the time interval

∆t j, and |ai| denotes the total number of BSs in layer ai.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06
Energy − Layer 1

Student Version of MATLAB

(a) Energy percent - L1.

0 20 40 60 80 100
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
Load − Layer 1

Student Version of MATLAB

(b) Load percent - L1.

0 20 40 60 80 100
0

0.02

0.04

0.06

0.08
Activity − Layer 1

Student Version of MATLAB

(c) Activity percent - L1.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06
Energy − Layer 2

Student Version of MATLAB

(d) Energy percent - L2.

0 20 40 60 80 100
0

0.005

0.01

0.015

0.02

0.025

0.03
Load − Layer 2

Student Version of MATLAB

(e) Load percent - L2.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06
Activity − Layer 2

Student Version of MATLAB

(f) Activity percent - L2.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06
Energy − Layer 3

Student Version of MATLAB

(g) Energy percent - L3.

0 20 40 60 80 100
0

0.005

0.01

0.015

0.02

0.025

0.03
Load − Layer 2

Student Version of MATLAB

(h) Load percent - L3.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

0.05

0.06
Activity − Layer 3

Student Version of MATLAB

(i) Activity percent - L3.

Figure 12: Per-layer probability density functions of energy, load, and activity.

Figure 13 shows the mean and the variance for these PDFs. In terms of the mean values,

shown in Figure 13a, we observe that L3 has an activity of around 50%, but manages 75%
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of the network load, while consuming no more than 70% of the overall network energy.

On the other hand, L2 shows a direct relationship among its activity, energy consumption,

and managed load. In contrast to L3, the L1 activity is around 15%; however, L1 only

consumes 8% of the energy and handles 6% of the network load. These results highlight

the relevance of small cells (i.e., L3) and the non-trivial role of larger cells (i.e., L1 and L2)

in achieving energy-efficient networks.
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Figure 13: Per-layer statistics.

Figure 13b shows that the variance of the energy consumption is lower than that of the

activity and the load and is similar across layers. The high values of the activity and load

variance indicate that the per-layer activity and load are highly dependent on the particular

IbHWS. On the other hand, the low variance of the energy consumption indicates a low

dependency of the energy consumption per layer on the particular IbHWS.

2.5 Conclusions

In this chapter, we have analyzed the energy consumption in HetNets. Specifically, we

considered heterogeneous networks composed of multiple layers, as well as the depen-

dence of the energy consumption on the spatio-temporal variations of traffic demands and

on the internal hardware components of the BSs. Considering these elements, we studied

the energy minimization problem in HetNets, showed a mapping to a 0-1 Knapsack-like

problem, and identified the conditions required for a direct mapping to the classical 0-1
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Knapsack problem. Given the important differences between the general energy minimiza-

tion problem and the classical 0-1 Knapsack problem, we developed an efficient algorithm

to minimize the energy consumption by adjusting the cell-association and on-off policies

of the BSs. We showed that our algorithm is directly applicable to the two-layer case and

extendable to the m-layer case. We evaluated the performance of the proposed algorithm

and obtained energy savings of 35% across a wide range of scenarios. Throughout the day,

these energy savings, in general, vary inversely to the overall network load. Furthermore,

we identified that small cells play a key role in not only improving the capacity, but also

in increasing the energy efficiency of the network by consuming 69% of the energy while

handling 75% of the traffic. However, contrary to the belief that small cells are always the

most energy-efficient solution, we found that larger cells have an important role in energy-

efficient deployments, particularly during low and medium network load periods. During

such periods, the energy consumption of the small cells and their underutilization calls for

their de-activation and the utilization of larger cells instead. More importantly, we have

shown that the cell-association and on-off policies should be jointly adjusted according to

the actual network deployment, the energy efficiency of the BSs, and the traffic dynamics

to achieve a highly energy-efficient network operation.
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CHAPTER 3

ENERGY-EFFICIENT MULTI-STREAM CARRIER
AGGREGATION IN HETNETS

Multi-stream carrier aggregation (MSCA) has been recently proposed as a mechanism to

increase the amount of bandwidth available to users in HetNets. Nevertheless, existing

work has focused only on maximizing the network capacity and fairness, without con-

sidering the energy efficiency of MSCA. In this chapter, the use of MSCA to minimize

the energy consumption in a multi-layer HetNet is studied. The convexity of the energy

minimization problem is examined, leading to the need of a quasiconvex relaxation. With

this approximation, a simple algorithm is designed to solve the energy minimization prob-

lem and obtain an optimum cell-association policy. Since the operators are generally in-

terested in a balance between the energy minimization and capacity maximization, such

multi-objective optimization is studied here. We show that the two aforementioned con-

flicting objectives can be jointly analyzed and solved through scalarization, even though

the energy minimization has a quasiconvex objective function, and not a convex one. Per-

formance evaluation is provided to identify the achievable energy savings of our proposed

algorithm and to characterize the trade-offs between the energy minimization and capacity

optimization in a multi-layer HetNet that supports MSCA.

3.1 Motivation and Related Work

One of the most effective methods to improve the network performance is to increase the

amount of utilized bandwidth. Therefore, to meet the requirements of IMT-Advanced, as

well as those of the operators, LTE-Advanced considers the use of bandwidths of up to

100MHz in several frequency bands. These bands are set by the ITU for IMT, and include

the following [41]: 450-470MHz, 698-960MHz, 1710-2025MHz, 2110-2200MHz, 2300-

2400MHz, 2500-2690MHz, 3400-3600MHz. LTE-Advanced tries to exploit as much as
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possible the flexibility of supporting multiple frequency bands through the use of carrier

aggregation [42][43].

Carrier aggregation (CA) consists of grouping several component carriers (CC) to achieve

wider transmission bandwidths. An LTE-Advanced device can aggregate up to five CCs,

each of up to 20 MHz. With the largest configuration, this implies a total bandwidth of

100MHz. To support backward compatibility with LTE devices, each of the CCs shall be

configured as a typical LTE carrier. Therefore, any of the CCs used for CA should also be

accessible to LTE UEs. Nevertheless, mechanisms, such as barring [44], already exist to

prevent LTE UEs from camping on specific CCs. This way, operators have the flexibility

of adjusting the characteristics of the CCs to support a mixture of LTE and LTE-Advanced

devices.

LTE-Advanced supports three schemes of CA [45][46]. The first two can be grouped

as intra-band carrier aggregation, as shown in Figure 14. The basic scheme of CA occurs

when contiguous CCs are aggregated, as shown in Figure 14a. It depicts the aggregation

of five CCs of different bandwidths, where the two rightmost are used exclusively by LTE-

Advanced devices and the rest is shared among LTE and LTE-Advanced devices. While

this scenario is the easiest to implement from the technical point of view, operators do not

always have enough contiguous spectrum to perform this type of deployment.

Up to 20 MHz

Single spectrum band  

LTE & LTE-A

LTE-A Only

(a) Contiguous.

Up to 20 MHz

Single spectrum band  

LTE & LTE-A

LTE-A Only

(b) Non-contiguous.

Figure 14: Intra-band carrier aggregation.

41



Therefore, non-contiguous CA is also supported. In this case, the CCs may belong

to the same or different spectrum bands, also called intra-band non-contiguous CA and

inter-band CA, respectively. These two scenarios are depicted in Figure 14b and Figure 15.

These two types of CA are extremely useful to the operators who have fragmented spectrum

along multiple frequency bands since they allow the operators to effectively reuse those

spectrum fragments to provide improved service to their users.

Up to 20 MHz

Spectrum Band A  

LTE & LTE-A

LTE-A Only

Spectrum Band B

Figure 15: Inter-band carrier aggregation.

To obtain the most benefit from CA, each BS should support the maximum number of

CCs10. However, in most HetNet scenarios, not all BSs support such configuration. This is

mainly due to the hardware limitations, which require costly upgrades.

Multi-stream CA (MSCA), or multi-flow CA, has been recently proposed as an alter-

native method to address this problem [47][48][49]. In MSCA, a UE is able to aggregate

CCs belonging to multiple BSs, allowing it to achieve the maximum CA configuration,

even if no BS can provide such configuration by itself. In non-MSCA networks, the ex-

isting literature has looked at multiple ways of reducing the network energy consumption.

In [50], the use of lean carriers with reduced signaling overhead is proposed. By reduc-

ing the signaling overhead, the BS can go into micro-sleep more frequently. The concept

of adjusting the cell-association policies and, therefore, the load across BSs has also been

10The current version of the standard specifies the maximum configuration to be five CCs.
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proposed separately for energy minimization [35] and user fairness [38] [51] [52]. Further-

more, cooperation among BSs has been utilized to minimize the energy consumption by

coordinating the scheduling and power control mechanisms [53] [54] and the on-off poli-

cies [55] [56]. Compared to the literature on non-MSCA, existing work on MSCA-enabled

networks has focused on maximizing the network capacity [57][58], but almost none has

been done on analyzing energy-efficient methods of exploiting MSCA [59].

The focus of our work is on designing new methods of exploiting MSCA to improve

the energy efficiency in multi-layer HetNets. In particular, we show that the energy mini-

mization problem in MSCA-enabled networks is a non-convex optimization. Nevertheless,

such problem can be approximated through a generalized linear-fractional program. Using

this approximation, we develop a simple algorithm to solve such problem by applying a

bisection method that solves a convex feasibility problem at each step, until a precision

tolerance is met. Since the operators are typically interested not only in minimizing the

energy consumption, but also in maximizing the network capacity, we analyze these prob-

lems jointly as a multi-objective optimization. Based on the analysis done for the energy

minimization problem, we provide a solution for the multi-objective one, according to the

priority assigned by the operators to each objective. Moreover, we show that an explicit an-

alytical expression for the UE-to-CC association policy can be obtained without the need

of solving the multi-objective optimization problem.

The rest of this chapter is organized as follows. We present the network architecture

and BS energy model in Sections 3.2.1 and 3.2.2, respectively. In Section 3.3, we de-

velop the energy- and capacity-aware mechanisms of load balancing that exploit the use

of MSCA. In particular, in Section 3.3.1, we focus on the single objective of minimizing

the network energy consumption. Then, the energy minimization and capacity maximiza-

tion are jointly analyzed in Section 3.3.2. Simulation results showing the performance of

our load-balancing mechanisms are presented in Section 3.4. Finally, the conclusions are

presented in Section 3.5.
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3.2 System Model
3.2.1 Network Architecture

As discussed in Section 2.2.1, we classify a IbHWS as either a general or a regular one.

In this chapter, we focus on a general IbHWS where the UE and the BSs support MSCA.

An example of such network is depicted in Figure 16, where the UE applies MSCA by

aggregating three CCs belonging to different BSs in a three-layer general IbHWS.

Macrocell Layer

Microcell Layer

Femtocell Layer

Figure 16: MSCA in a general IbHWS.

From Figure 16, we observe that the UE applies MSCA by connecting to CCs that be-

long to BSs of different layers. This behavior follows from the fact that the BSs in the same

layer are typically assigned the same frequency bands, i.e., they are configured with a fre-

quency reuse factor of one. Therefore, if a UE were to connect to multiple BSs of the same

layer, it would have to utilize advanced intercell interference cancellation (ICIC) techniques

to recover the signal from each BS [60][61][62]. While not impossible, such functionality

is not within the scope of MSCA; rather, it is included in cooperative multipoint transmis-

sion and reception (CoMP) [63][64]. CoMP requires not only advanced ICIC at the UE,

but also a significant amount of coordination between the BSs, so that their transmission

scheme is suitable for the application of advanced ICIC at the UE [65][66][67]. Compared

to CoMP, the overhead associated with MSCA is significantly smaller.

Similar to the approach followed in Section 2.2.1, we consider that the network serves a

set of usersU and that each user can generate sessions that have different QoS requirements

q ∈ Q. These are defined in terms of bit rates, to capture the non-linear relationship between
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bit rate and power. In addition, we consider that the each UE is capable of partitioning

every session across all of its active CCs. Such assumption is justified by the fact that,

if we were to consider that a session can only be served through a single CC, the overall

problem would be reduced to a flow-to-CC association problem, which is equivalent to the

traditional UE-to-CC cell-association problem when no MSCA is considered. Finally, we

also consider that the CCs have full buffers.

3.2.2 Base Station Energy Model

In terms of the energy consumption of the BS, we consider that each BS b has a set Sb

of CCs and that the energy consumption of each CC follows the model developed and

analyzed in Section 2.2.3. Based on such model, the total dynamic energy consumption of

a CC s ∈ Sb that is on depends on the total bit rate served by the CC, the RF output power

required to satisfy the QoS requirements requested by the UEs connected to the CC, and

the internal components associated with the operation of the CC and their interconnection.

In particular, such energy can be described as a linear function of the total RF power that

the CC needs to radiate to satisfy its UE QoS requirements.

3.3 Energy- and Capacity-Aware Load Balancing

In a traditional macrocell-only cellular network, the default user cell-association policy is to

assign the user to the BS that provides the maximum SINR, i.e., a max-SINR policy. Since

the energy consumption model of all the BSs in such network is approximately the same,

following a max-SINR policy causes the UE to attach to the BS that not only maximizes the

coverage probability, but also minimizes the amount of energy consumed by the BS to serve

such user and by the user to communicate with the BS. However, with the introduction of

HetNets, the max-SINR policy is no longer the optimum policy to achieve such objectives.

In a HetNet, the macrocells transmit at a much higher power than the small cells. There-

fore, the max-SINR policy tends to favor the association towards the macrocells over small

cells. As a result, a UE close to a small cell may still connect to a macrocell even if
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• communicating with the macrocell requires more energy, in uplink or downlink, than

communicating with the small cell or

• the macrocell is overloaded, and the small cell resources are being underutilized.

Such situation may cause the user QoS requirements to not be satisfied by the macro-

cell, even though the small cell could have done so.

Moreover, even if a user is capable of following a cell-association policy different from the

max-SINR one, the fact that it can only connect to a single BS means that

• no single cell may have enough capacity to satisfy the downlink and uplink QoS

requirements or

• a user may connect to a cell that can satisfy the downlink or uplink QoS requirements,

but not both or

• the non-linear relationship between the minimum power received and bit rate would

require a disproportional amount of power to satisfy the QoS requirements.

Thus, MSCA can address the aforementioned issues, given that we design mechanisms to

balance the load across small cells and macrocells while accounting for the energy con-

sumption and the capacity of each one. The design of such mechanisms for the downlink

is the focus of this chapter. The uplink could be analyzed by following a similar approach,

assuming that an accurate model for the UE total dynamic energy consumption is available.

From now on, we will utilize the notation CC j,k to denote CC k of BS j. For UE i

and CC j,k, the maximum spectral efficiency θi, j,k of the communication link is a logarithmic

function of the SINR:

θi, j,k = β log2

1 + hi, j,k
Pi, j,k

ηi, j,k︸    ︷︷    ︸
SINR

 , (46)

where Pi, j,k is the RF output power used by CC j,k on the resources assigned to UE i, hi, j,k

is the channel gain between UE i and CC j,k, ηi, j,k represents the noise plus interference
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experienced by UE i when connected to CC j,k, and 0 < β < 1 is a factor that accounts

for the proximity to the Shannon channel capacity that the modulation and coding scheme

(MCS) can achieve11. The factor hi, j,k includes the path loss, fading, and shadowing effects.

By considering a large time scale for the association between a user and a CC, the short-

term channel dynamics, such as fast fading, can be averaged out, allowing us to consider

the SINR and the spectral efficiency as constants during the association duration.

Even though the maximum spectral efficiency θi, j,k is a good metric for the quality of

the channel between user i and CC j,k, the overall bit rate is the metric of interest when

determining if the QoS is satisfied. The bit rate achieved over the aforementioned channel

depends not only on θi, j,k, but also on the amount of resources assigned to such channel by

the BS. Particularly, for user i, CC j,k with bandwidth ρ j,k, the maximum bit rate θ̃i, j,k over a

channel that has a maximum spectral efficiency θi, j,k is

θ̃i, j,k = ρ j,kyi, j,kθi, j,k

= ρ j,kyi, j,kβ log2

(
1 + hi, j,k

Pi, j,k

ηi, j,k

)
, (47)

where the factor 0 ≤ yi, j,k ≤ 1 represents the fraction of resources reserved for user i by

CC j,k, and θi, j,k is obtained from Eq. (46). By considering that the resource allocation is

performed within the coherence time of the channel, the latter can be considered static

during every allocation period. Such assumption is valid for low-mobility scenarios.

Typically, yi, j,k < 1 since the BS serves more than one user; therefore, it must allocate

the limited resources among those users. As a result, the achievable rate of a user depends

not only on the channel quality towards a particular CC, but also on the number of other

users associated with such CC and the resource allocation policy followed. The latter

depends directly on how much bit rate, i.e., load, each UE requests from each CC.

In Section 3.3.1, we focus on finding an optimal load-balancing and cell-association

11In LTE, β is approximately 0.75 [68]
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policy that minimizes the energy consumption of the network. Then, in Section 3.3.2,

we utilize the results form Section 3.3.1 to develop an optimal load-balancing and cell-

association policy capable of addressing the conflicting objectives of minimizing the net-

work energy consumption and maximizing its capacity.

3.3.1 Load Balancing for Energy Minimization

Based on the QoS requirements of all the sessions that a user i needs to support, a total bit

rate ri can be computed for such user. By using MSCA, ri can be split across all the CCs

to which the UE is capable of connecting. If UE i requests a fraction 0 ≤ ξi, j,k ≤ 1 of ri to

CC j,k, then the following relationship must hold:

ξi, j,kri ≤ θ̃i, j,k

= ρ j,kyi, j,kβ log2

(
1 + hi, j,k

Pi, j,k

ηi, j,k

)
, (48)

where θ̃i, j,k is obtained from Eq. (47). The above expression conveys that the amount of bit

rate requested by any UE to any CC should not exceed the capacity of the channel between

them for a given amount of bandwidth and power allocated to the user. Typically, the above

inequality can be treated as an equality, since there is no benefit to the user or BS to have

an underutilized channel. Assuming that yi, j,k > 0, i.e., that CC j,k is assigning a non-zero

amount of bandwidth to user i, the amount of output RF power at the antenna of CC j,k for

user i can be obtained as follows,

Pi, j,k =

[
exp

(
1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

)
− 1

]
ηi, j,k

hi, j,k

=
ηi, j,k

hi, j,k
exp

(
1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

)
−
ηi, j,k

hi, j,k
. (49)

As discussed in Section 3.2.2, the total dynamic power P̂on,dyn consumed by CC j,k to output

the RF power required to satisfy the QoS requirements of the UEs is a linear function of
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Pi, j,k,∀i, j, k:

P̂on,dyn(CC j,k) = w j,k

∑
i

Pi, j,k

= w j,k

∑
i

ηi, j,k

hi, j,k
exp

(
1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

)
− w j,k

∑
i

ηi, j,k

hi, j,k
, (50)

where w j,k, a unique weight for every CC j,k, depends on the actual components associated

with the operation of CC j,k and their interconnection. Based on the expression above, the

network energy minimization problem can be described as

minimize
∑

j

∑
k

P̂on,dyn(CC j,k), (51a)

subject to
∑

j

∑
k

ξi, j,k = 1, ∀i, (51b)

∑
i

yi, j,k ≤ 1, ∀ j, k, (51c)

ξi, j,k ≥ 0, ∀i, j, k, (51d)

yi, j,k ≥ 0, ∀i, j, k, (51e)

riξi, j,k − ρ j,kθmaxyi, j,k ≤ 0, ∀i, j, k, (51f)

where θmax denotes the maximum spectral efficiency supported by the network12. Con-

straint (51b) indicates that the UE total QoS requirement ri must be satisfied with equality.

Constraint (51c) indicates that CC j,k cannot allocate more bandwidth than it has available.

Constraints (51d) and (51e) indicate that the allocation variables ξi, j,k and yi, j,k are non-

negative. Constraint (51f) indicates that every channel should operate within the maximum

spectral efficiency supported by the network. All the constraints in the optimization prob-

lem (51) are linear expressions.

12In LTE, θmax is approximately 4.8 bits/sec/Hz [68].
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The optimization problem (51) is equivalent to

minimize
∑

i

∑
j

∑
k

w j,k
ηi, j,k

hi, j,k
exp

(
1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

)
, (52a)

subject to Constraints (51b)-(51f), (52b)

where the optimization variables are all the ξi, j,k and yi, j,k, and we drop the last term of

Eq. (50) because it is a constant that does not affect the solution of the problem. It is im-

portant to highlight that objective function (52a) does not allow for yi, j,k = 0, even though

constraint (51e) does. We will later see that the objective function can be further approxi-

mated to allow yi, j,k = 0.

Since the factors w j,k, ηi, j,k, and hi, j,k are positive constants, the optimization prob-

lem (52) can be further rewritten as

minimize
∑

i

∑
j

∑
k

exp
(
ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

)
, (53a)

subject to Constraints (51b)-(51f). (53b)

We now analyze the convexity of the optimization problem (53). Consider a single term

of the summation in the objective function. Any such term is an exponential function whose

argument is a linear-fractional function. Since a linear-fractional function is quasiconvex,

and the exponential function is a non-decreasing function, it follows that each term in

the above summation is also quasiconvex. Nevertheless, while convexity is preserved by

a nonnegative weighted sum operation, quasiconvexity may not be [69]. Therefore, the

optimization problem (53) needs to be reformulated before any convex or quasiconvex

optimization technique can be applied.

First, since the logarithmic function is a monotonically increasing function, we apply it
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to the objective function (53a) to create an equivalent optimization problem:

minimize ln

∑
i

∑
j

∑
k

exp
(
ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

), (54a)

subject to Constraints (51b)-(51f). (54b)

Second, we exploit the log-sum-exp approximation

max {x1, . . . , xn} ≤ ln (ex1 + · · · + exn) ≤ max {x1, . . . , xn} + ln n (55)

to apply it to the optimization problem (54), which then becomes

minimize max
i, j,k

[
ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

]
, (56a)

subject to Constraints (51b)-(51f). (56b)

The objective function (56a) is a maximization of linear-fractional functions and, therefore,

of quasiconvex functions. Such formulation is also known in the literature as a generalized

linear-fractional program. Since a nonnegative weighted maximum of quasiconvex func-

tions is also quasiconvex, so is the above objective function. We can now apply any general

approach for quasiconvex programming. One such approach consists in representing the

sublevel sets of the quasiconvex function via a family of convex inequalities, as we will

now describe [69].

First, we define g0 (ξ, y) as our current objective function:

g0 (ξ, y) = max
i, j,k

[
ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

]
. (57)
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Second, for a given parameter µ, g0 (ξ, y) ≤ µ if and only if

max
i, j,k

[
ξi, j,kri ln (2) − βρ j,kyi, j,k

[
µ − ln

(
w j,k

ηi, j,k

hi, j,k

)]]
≤ 0. (58)

If we define the convex function ϑµ (ξ, y) as

ϑµ (ξ, y) = max
i, j,k

[
ξi, j,kri ln (2) − βρ j,kyi, j,k

[
µ − ln

(
w j,k

ηi, j,k

hi, j,k

)]]
, (59)

then

g0 (ξ, y) ≤ µ⇔ ϑµ (ξ, y) ≤ 0. (60)

Therefore, the µ-sublevel set of the quasiconvex function g0 is the 0-sublevel set of the

convex function ϑµ.

Let us denote the optimal value of the quasiconvex optimization problem (56) as χ∗. If

the feasibility problem

find ξ, y, (61a)

subject to ϑµ (ξ, y) ≤ 0, (61b)

Constraints (51b)-(51f), (61c)

is feasible, then χ∗ ≤ µ and any feasible point (ξ, y) is also a feasible point for the quasicon-

vex problem (56). If the problem (61) is not feasible, then χ∗ > µ. Problem (61) is a convex

feasibility problem. Therefore, we can verify whether χ∗ is greater or less than a particular

value µ by solving problem (61). Based on this last observation, a simple procedure to find

χ∗ is designed through a bisection method that solves a convex feasibility problem at every

step, as described in Algorithm 4.

In Algorithm 4, assuming that the quasiconvex problem (56) is feasible and that we

know an interval [l1, l2] that contains the optimal value χ∗, we solve the feasibility problem
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Algorithm 4 Bisection method for energy minimization.
1: given l1 ≤ χ

∗, l2 ≥ χ
∗, ε > 0

2: repeat
3: µ = (l2 + l1) /2
4: Solve the convex feasibility problem (61)
5: if (61) is feasible then
6: l1 = µ
7: else
8: l2 = µ
9: end if

10: until l2 − l1 ≤ ε

at the midpoint µ = (l1 + l2)/2 of such interval by applying any convex optimization tech-

nique, e.g., interior-point method. The result of the feasibility problem indicates whether

χ∗ is in the lower or upper half of the interval, which we then use to update the interval

accordingly. The new interval is half the size of the initial one, i.e., it is bisected. This

procedure is repeated until the size of the interval satisfies some lower bound ε. After m

iterations, the size of the interval is 2−m(l2−l1). Therefore, the number of iterations required

before the algorithm terminates is
⌈
log2

(
(l2 − l1)/ε

)⌉
.

To apply Algorithm 4, we need the initial interval [l1, l2] that is guaranteed to contain

the optimal value χ∗. Such interval can be obtained from constraint (61b), as shown below.

For such constraint to be satisfied, the following expression must be true:

max
i, j,k

[
ξi, j,kri ln (2) − βρ j,kyi, j,k

[
µ − ln

(
w j,k

ηi, j,k

hi, j,k

)]]
≤ 0, (62)

which is equivalent to

ξi, j,kri ln (2) − βρ j,kyi, j,k

[
µ − ln

(
w j,k

ηi, j,k

hi, j,k

)]
≤ 0, ∀i, j, k. (63)
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Since ri is positive and ξi, j,k is non-negative, then the first term is also non-negative. There-

fore, we need the second term to be non-positive. As a result, there are two possible neces-

sary conditions for the above expression to be satisfied for any given i, j,k:

µ − ln
(
w j,k

ηi, j,k

hi, j,k

)
> 0 (64)

or

ξi, j,k = yi, j,k = 0. (65)

From the former, we can now obtain an interval [l1, l2] that is guaranteed to include the

optimal value χ∗:

l1 = min
i, j,k

ln
(
w j,k

ηi, j,k

hi, j,k

)
, (66)

l2 = max
i, j,k

ln
(
w j,k

ηi, j,k

hi, j,k

)
. (67)

With such interval, we can now apply Algorithm 4 to find the optimal value χ∗ for the

energy minimization problem. Once such value is found, the energy minimization problem

can be expressed as a single convex feasibility problem:

find ξ, y, (68a)

subject to ξi, j,kri ln (2) − βρ j,kyi, j,k

[
χ∗ − ln

(
w j,k

ηi, j,k

hi, j,k

)]
≤ 0, ∀i, j, k, (68b)

Constraints (51b)-(51f). (68c)

However, the optimum UE-to-CC association policy can be directly obtained from

knowing χ∗ without the need to solve this last optimization problem. From Eq. (64) and
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Eq. (65), we have that

if

χ∗ ≤ ln
(
w j,k

ηi, j,k

hi, j,k

)
, (69)

then

ξi, j,k = yi, j,k = 0. (70)

We can state in an equivalent way that the optimum UE-to-CC association policy for energy

minimization is for UE i to associate with CC j,k if and only if

hi, j,k

ηi, j,k
> w j,ke−χ

∗

. (71)

3.3.2 Load Balancing for Joint Energy Minimization and Capacity Maximization

In Section 3.3.1, we analyzed the energy minimization problem in a general HetNet where

MSCA is supported. Even though the operators are able to reduce their economic and

environmental impact by minimizing the energy consumption, they are typically interested

in finding a balance between reducing the energy consumption and maximizing the network

capacity. In this section, we analyze how these two conflicting objectives can be addressed

jointly.

In a capacity maximization problem, the objective function generally follows the form

of

f1 (ξ) =
∑

i

riU

∑
j

∑
k

ξi, j,k

 , (72)
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or

f2 (ξ) =
∑

j

U

∑
k

∑
i

riξi, j,k

 , (73)

where U is a concave function. A typical approach used in the literature is to consider U to

be a logarithmic function. In such case, f1 (ξ) represents a metric of fairness across multiple

UEs, i.e., it is better to increase the bit rate of a user that is experiencing a low bit rate than

to increase that of a user with an already high bit rate. Similarly, f2 (ξ) represents a metric

of load fairness across BSs, i.e., it is better to increase the total load (bit rate) carried by

an underloaded BS than to increase the load of a BS that is already carrying a high load.

Rather than focusing on a specific case, we will utilize a generic concave function f3 (ξ).

For such function, the capacity maximization problem can be expressed as

maximize f3 (ξ) , (74a)

subject to
∑

j

∑
k

ξi, j,k ≥ 1, ∀i, (74b)

∑
i

yi, j,k ≤ 1, ∀ j, k, (74c)

ξi, j,k ≥ 0, ∀i, j, k, (74d)

yi, j,k ≥ 0, ∀i, j, k, (74e)

riξi, j,k − ρ j,kθmaxyi, j,k ≤ 0, ∀i, j, k. (74f)

The only difference between the above constraints and the ones of the energy minimization

problem is that here, the UE total QoS requirement ri no longer needs to be satisfied with

equality; rather, it is the lower bound, specified by constraint (74b). Therefore, the domain

of the energy minimization problem is a subset of the one of the capacity maximization

problem. Moreover, any feasible point for the energy minimization problem (51) is also

feasible for the capacity maximization problem (74).
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We can reformulate the capacity maximization problem as a convex minimization prob-

lem:

minimize f4 (ξ) ≡ − f3 (ξ) , (75a)

subject to Constraints (74b)-(74f), (75b)

where f4 (ξ) represents the new objective function. Since f4 is the negative of a concave

function, it is convex. If we denote by f0 (ξ, y) the objective function of the energy min-

imization problem, then the problem of jointly minimizing the energy consumption and

maximizing the network capacity can be expressed as

minimize

 f0 (ξ, y)

f4 (ξ)

 , (76a)

subject to Constraints (74b)-(74f), (76b)

i.e., as a multi-criterion or multi-objective optimization problem. It is important to note

that f0 and f4 are competing functions, i.e., one of them is minimized at the expense of

increasing the other. Because of this competing nature, no single point is capable of jointly

achieving the minimum value that f0 and f4 could achieve separately. However, since a

multi-objective optimization is a vector optimization defined over a cone K = Rm
+ for some

m > 0, we can scalarize the problem to find Pareto-optimal points for the original problem.

Applying scalarization to the optimization problem (76), we obtain

minimize υ f0 (ξ, y) + (1 − υ) f4 (ξ) , (77a)

subject to Constraints (74b)-(74f), (77b)

where 0 ≤ υ ≤ 1 is a parameter that is adjusted to find all the Pareto-optimal points.
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Intuitively, υ is selected to indicate the operator’s balance point between the energy mini-

mization and the capacity maximization. For υ close to 1, a greater weight is given to the

energy minimization. Conversely, for υ close to 0, a greater weight is given to the capacity

maximization.

In general, for a given υ, if f0 and f4 are convex functions, then the scalarized opti-

mization problem is a convex one. We have shown that f4 is a convex function, and, in

Section 3.3.1, we found that the energy minimization problem can be expressed as the con-

vex feasibility problem (74). The problem with using the objective function of the latter is

that, by definition, the objective function of a feasibility problem is a constant independent

of the optimization variables. If we were to consider f0 a constant, then it would have no

effect on the solution of the optimization problem (77), i.e., such optimization problem

would be reduced to the capacity maximization problem. Therefore, f0 cannot be directly

taken from the convex feasibility problem (74). However, we can obtain an appropriate f0

from the original formulation of energy minimization problem, as we will now describe.

If we apply the weight factor υ to the objective function of the original formulation of

the energy minimization problem in (51), such problem becomes

minimize υ
∑

j

∑
k

P̂on,dyn(CC j,k), (78a)

subject to Constraints (51b)-(51f), (78b)

which, after similar transformations as the one followed during the analysis of the energy

minimization problem, becomes equivalent to

minimize ln

∑
i

∑
j

∑
k

exp
(
ln (υ) + ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

), (79a)

subject to Constraints (51b)-(51f). (79b)
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Applying the log-sum-exp approximation described in Section 3.3.1, the above optimiza-

tion problem can be approximated as

minimize max
i, j,k

[
ln (υ) + ln

(
w j,k

ηi, j,k

hi, j,k

)
+

1
β

ξi, j,kri

ρ j,kyi, j,k
ln (2)

]
, (80a)

subject to Constraints (51b)-(51f). (80b)

For υ = 1, the above problem is reduced to the original energy minimization problem.

Therefore, for υ = 1 and following a similar development as in Section 3.3.1, the optimiza-

tion problem (80) is equivalent to a single convex feasibility problem

find ξ, y, (81a)

subject to ξi, j,kri ln (2) − βρ j,kyi, j,k

[
(χ∗ − ln (υ)) − ln

(
w j,k

ηi, j,k

hi, j,k

)]
≤ 0, ∀i, j, k, (81b)

Constraints (51b)-(51f). (81c)

If we consider 0 < υ < 1 in the above problem, we note that its impact translates into

increasing the effective threshold (χ∗ − ln (υ)) of the optimization problem. More impor-

tantly, in the above feasibility problem, the factor υ is part of the constraint rather than of

the objective function. Therefore, the problem above does not suffer from υ not impacting

the optimization problem (77), as was the case when we directly used problem (74). So,

combining the above problem with that of the capacity maximization, we obtain that the

scalarized multi-objective optimization is

minimize − f3 (ξ) , (82a)

subject to ξi, j,kri ln (2) − βρ j,kyi, j,k

[
(χ∗ − ln (υ)) − ln

(
w j,k

ηi, j,k

hi, j,k

)]
≤ 0, ∀i, j, k, (82b)

Constraints (74b)-(74f). (82c)
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From the above problem formulation, we can also directly obtain the optimum UE-to-

CC association policy without the need to find the solution. As in the case of the energy

minimization problem, there are two possible necessary conditions for constraint (82b) to

be satisfied:

(χ∗ − ln (υ)) − ln
(
w j,k

ηi, j,k

hi, j,k

)
> 0, (83)

or

ξi, j,k = yi, j,k = 0. (84)

Therefore, if

(χ∗ − ln (υ)) ≤ ln
(
w j,k

ηi, j,k

hi, j,k

)
, (85)

then

ξi, j,k = yi, j,k = 0. (86)

Equivalently, we can state that the optimum UE-to-CC association policy for any given υ

in the multi-objective optimization of energy minimization and capacity maximization is

for UE i to associate with CC j,k if and only if

hi, j,k

ηi, j,k
> w j,k exp

(
−

(
χ∗ − ln (υ)

))
. (87)

Once the UEs associate with the CCs, the values of the optimization variables ξ and y will
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depend on the particular function f3 utilized as objective function of the capacity maxi-

mization problem. It is important to note that, to perform the multi-objective optimization,

we need to find the value of χ∗ only once, and then the UE-to-CC association policy is de-

fined by that value, the operator-defined υ, and the specific capacity maximization function

of interest.

3.4 Performance Evaluation

In this section, we evaluate the performance of our proposed algorithms for MSCA-enabled

HetNets to minimize the energy consumption and balance it with the capacity maximiza-

tion. The simulation parameters are shown in Table 3. Based on the bandwidth parameters,

we have that layer 1 (L1), layer 2 (L2), and layer 3 (L3) provide 18.6%, 46.51%, and

34.88% of the network capacity, respectively. Thus, L1 is meant to provide basic coverage,

L2 is meant to provide basic capacity, and L3 is meant to enhance the capacity. BSs per

layer and active UEs are uniformly distributed across the total coverage area.

Table 3: Simulation parameters for multi-layer HetNets with MSCA.

Parameter Value

Bandwidth of a CC (per layer) [20, 10, 2.5] MHz

Max. spectral efficiency 4.8 bps/Hz

Total coverage area 1km x 1km

Number of active UEs 50

Altitude of UEs 1.5 m

Number of layers 3

Type of BSs (per layer) [macro,pico,pico]

Number of BSs (per layer) [1,5,15]

Altitude of BSs (per layer) [25,20,10]m

Power weight of a CC (per layer) [2.66,3.1,4.0]
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For the path loss, we use the following 3GPP models for heterogeneous networks in

outdoor scenarios (distance D (in km))[40]:

(macro)PL = 128.1 + 37.6log(D), (88)

(pico)PL = 140.7 + 36.7log(D). (89)

To evaluate the overall performance of the energy-saving algorithm, we applied it to

100 different scenarios generated using the parameters from Table 3. For each scenario,

Algorithm 4 was evaluated for a minimum QoS varying in the range [1, 10]Mbps. To solve

the convex feasibility problem in step 4 of the algorithm, we utilized CVX, a Matlab-

based modeling system for convex optimization, together with MOSEK, one of the leading

commercial software products for large-scale optimization problems. In 91% of the 1000

scenario-QoS combinations and a lower bound ε = 0.01, our algorithm required 11 it-

erations to converge to a solution and 12 iterations in the rest of the cases. This result

highlights the high convergence rate achieved by the initial estimation of the interval [l1, l2]

from Eq. (66) and Eq. (67).

Figure 17 depicts the percent of UEs using MSCA and the mean UE spectral efficiency.

From this figure, we observe that the percent of UEs using MSCA increases from less than

5% to nearly 35% as the minimum QoS requirement increases from 1 to 10Mbps. For this

same variation of the minimum QoS requirement, the mean UE spectral efficiency grows

from nearly 2.5bps/Hz to 4.7bps/Hz, i.e., it almost reaches the maximum spectral efficiency

of 4.8bps/Hz.
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Figure 17: Percent of UEs using MSCA and mean UE spectral efficiency.

The fact that most UEs are operating at nearly maximum spectral efficiency prevents

more UEs from applying MSCA since such event would require a first set of UEs to empty

part of its currently allocated spectrum so that a second set of UEs, currently connected

to other layers, can utilize the freed spectrum. However, such release of spectrum would

imply that the UEs of the first set have to further increase their own spectral efficiency.

Figure 18 shows several per-layer metrics. In Figure 18a, we depict how the UEs asso-

ciate with each BS layer. Here, we observe that as the minimum QoS requirement increases,

the percent of UEs associated with L1 and L3 experiences small variations, indicating that

most UEs remain connected to those layers. However, the percent of UEs attached to L2,

the layer with highest capacity, increases significantly, indicating that most UEs are apply-

ing MSCA by connecting to an additional CC in L2.
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(b) Load per layer.
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(c) Energy per layer.

Figure 18: Users, load, and energy per layer.

In Figure 18b, we observe that as the minimum QoS requirement increases, the percent

of the load carried by L3 decreases from 51% to 34% while that of L2 increases from 24%

to 47%. From Figure 18c, we observe that the change in the load managed by L2 and L3

produces a nearly equivalent change in the percent of energy consumption. That of L3

decreases from 30% to 19% while that of L2 increases from 35% to 56%.

An additional metric of interest is the value of χ∗ as the minimum QoS requirement

increases. This behavior is depicted in Figure 19.

1 2 3 4 5 6 7 8 9 10

−1

−0.5

0

0.5

1

1.5

2

Min. QoS (Mbps)

O
p
ti
m
al

T
h
re
sh
ol
d
-
χ
∗

Optimal Threshold

Student Version of MATLAB

Figure 19: χ∗ vs. minimum QoS requirement.

When the minimum QoS requirement is less than 7Mbps, χ∗ increases almost linearly

from -1.4 to 0.05. However, beyond 7Mbps, χ∗ increases rapidly until reaching a value of

2.44.
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To quantify the amount of energy savings provided by our energy-saving algorithm,

as well as to characterize the energy-capacity trade-off in an MSCA-enabled HetNet, we

take a single instance of a HetNet generated with the parameters of Table 3, and analyze

its performance as the factor υ varies from 0 to 1, representing a shift from the capacity

maximization to the energy minimization objective. We analyze the balance of energy

minimization against three objective functions for the capacity maximization:

• Classical capacity maximization:

f3,1(ξ) =
∑

i

∑
j

∑
k

riξi, j,k. (90)

• Global UE fairness:

f3,2(ξ) =
∑

i

log

∑
j

∑
k

riξi, j,k

. (91)

• Per-BS UE fairness: b.

f3,3(ξ) =
∑

j

∑
i

log

∑
k

riξi, j,k

. (92)

In Figure 20, we show the percent of UEs that use MSCA. For the classical capacity

maximization objective, we observe that very few UEs apply MSCA. This behavior occurs

because such objective tends to favor UE-to-CC links with high SINR; therefore, MSCA

links with distant BSs tend to be disregarded. On the other extreme, we have the per-BS

UE fairness. In this case, the number of UEs applying MSCA is over 90%. This behavior

occurs because each BS tries to provide a fair amount of throughput to all the UEs that

it can potentially serve; therefore, this objective function encourages the application of

MSCA among all the UEs that are under the coverage of more than one layer. We observe

that the global UE fairness, with the use of MSCA decreasing from 64% to 30% as υ varies

from 0 to 1, falls roughly in the middle between the other two extremes - capacity and
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per-BS UE fairness.
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Figure 20: MSCA UEs in the energy-capacity optimization.

In Figure 21, we depict the capacity usage and the energy consumption. From Fig-

ure 21a, we observe that by applying the energy minimization algorithm it is possible to

decrease the energy consumption to at least 15% of its maximum for all the capacity ob-

jectives.
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(a) Energy consumption.
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(b) Network capacity usage.

Figure 21: Energy consumption and capacity usage in the energy-capacity optimization.

The effect of υ on the network capacity usage is shown in Figure 21b. From this graph,

we observe that minimizing the energy consumption has the greatest impact, from 90% to
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68%, on the capacity usage for the per-BS UE fairness objective. Conversely, the classical

capacity objective experiences the least impact, from 99% to 91.45%.

From the above graphs, we can now generate the energy-capacity trade-off curve for the

MSCA-enabled HetNet, as shown in Figure 22. From this graph, we observe that reducing

the capacity usage by as little as 5% allows to significantly increase the energy savings in

all of the three capacity objectives. However, even though it is possible to augment the

energy savings by further reducing the capacity usage, the return from such reduction tends

to diminish, particularly for the per-BS UE fairness objective.
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Figure 22: Trade-off curve for the energy savings vs. capacity usage.

3.5 Conclusions

MSCA has been introduced in LTE-Advanced as a mechanism to increase the amount

of bandwidth available to the users in HetNets. However, existing work has focused on

exploiting the use of MSCA to maximize the network capacity, disregarding the energy

efficiency of MSCA. In this chapter, we studied the problem of minimizing the energy con-

sumption in MSCA-enabled HetNets and developed an efficient algorithm to solve it. We

showed that, by utilizing a quasi-convex relaxation, we are able to not only solve the prob-

lem, but also to establish a clear and simple cell-association policy. Moreover, we showed

how this cell-association policy can be easily adjusted to obtain a new policy that balances
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the conflicting objectives of energy minimization and capacity maximization. Through ex-

tensive simulations, we characterized the effects of our algorithm on the percent of load,

users, and energy per layer, as well as on the percent of UEs that use MSCA and their

average spectral efficiency. In addition, we obtained the trade-off curve between the energy

minimization and capacity maximization and found that a large amount of energy savings

can be achieved in an MSCA-enabled HetNet by reducing the network capacity usage by

as little as 5%.
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CHAPTER 4

REDUCING THE USER EQUIPMENT ENERGY CONSUMPTION
THROUGH CROSS-CARRIER-AWARE DISCONTINUOUS

RECEPTION

To reduce the energy consumption at the UE, 3GPP introduced in LTE the concept of dis-

continuous reception (DRX). Nevertheless, existing models for the LTE DRX and their

extension to scenarios that support carrier aggregation have several drawbacks. In this

chapter, we utilize a semi-Markov Chain to model the operation of the LTE DRX and char-

acterize its performance metrics. Then, we exploit the new features introduced in LTE-A

to develop a novel cross-carrier-aware DRX for scenarios that support carrier aggregation.

Our DRX solution is modeled and examined in detail, and analytical expressions for its

performance metrics are obtained. The accuracy of our modeling approach, for both the

classical and our novel LTE DRX, is validated through extensive simulations. We then

evaluate the performance of our cross-carrier-aware DRX and demonstrate that it signifi-

cantly outperforms the classical DRX, particularly under the most challenging conditions

of low tolerable delay.

4.1 Motivation and Related Work

In addition to improving the energy efficiency of the hardware components in the UE, the

main technique to reduce the energy consumption at the UE is the use of discontinuous re-

ception (DRX) [70]. Initially introduced by 3GPP in UMTS and later in LTE, DRX holds

as its main objective the possibility for the UE to turn off most of its circuitry during the pe-

riods of time when the traffic is not being exchanged with the BS. By doing so, the energy

consumption of the UE can be brought to a minimum level during the “sleep” periods and,

therefore, the on-board energy utilization of the UE can be maximized. The BS, always

aware of the DRX state of the UE, buffers any packet received while the UE is “sleep-

ing” and sends it once the UE “awakes”. The buffered packets experience additional delay,
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which can be extremely detrimental, particularly for delay-sensitive applications. There-

fore, it is essential to choose the optimal values for the DRX parameters that maximize the

energy savings without sacrificing the delay metrics. These values can only be optimally

selected when there is a clear understanding of their impact on the DRX performance.

The performance of the LTE DRX has been previously studied in the literature, but with

many simplifying assumptions that severely hinder the applicability of the results.

1. It is commonly assumed that the packet arrivals, departures, the service of a packet,

and many other events can occur at any time [71][23][72]. While this assumption

allows for simplified formulations, it is not valid for all events. In particular, in LTE,

when a packet arrives during a given subframe, it cannot be scheduled or sent during

that same subframe since the scheduling grant for that subframe was previously sent

during its first one to three OFDM symbols [73][74]. Therefore, such packet must

wait at least until the start of the next subframe to be scheduled. Thus, the previously

described assumption leads to

• the underestimation of the time needed to empty the buffer,

• the underestimation of the time spent waiting for a scheduling grant from the

BS, and

• the overestimation of the energy savings.

2. It is commonly assumed that the packet inter-arrival and service times follow an

exponential distribution [71][23][72][75][76][77][78][79][80]. As before, such as-

sumption allows simplified formulations, but cannot be readily extended to cases

where different probability distributions appear.

3. Some DRX parameters, such as the OnDurationTimer, have not been taken into ac-

count to simplify the formulation [71][23][72].

4. The existing literature has focused on analyzing the delay experienced by packets
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that arrive at the BS while the UE is “sleeping” and disregarded the effect that the

buffered packets have on the ones that arrive after the “sleep” period ends. This leads

to an incomplete characterization of the DRX impact on the packet delay.

Moreover, as discussed in Chapter 3, with the introduction of CA and MSCA, an LTE-

A UE can simultaneously utilize up to five CCs, each one of up to 20MHz, to communicate

with a BS. Compared to LTE, such CA increases the energy consumption as much as five

times. At the LTE-A UE, the use of DRX still remains the most viable option to reduce

the energy consumption. However, the existing work on LTE-A DRX has focused on using

either the same DRX parameters for all CCs, or completely different parameters for each

CC [75][81][70]. The first approach is simple, but extremely rigid and inefficient, since all

the CCs are active, regardless of traffic being transmitted. The second approach provides

flexibility per CC, but completely discards the cross-carrier awareness that exists at the BS

and the UE.

In this chapter, our objective is to address the aforementioned limitations in LTE-A

DRX by introducing a novel mechanism of cross-carrier-aware DRX. We exploit the new

features introduced in LTE-A, namely cross-carrier resource assignment and signaling-

reduced CCs. With our proposed solution, we significantly decrease the energy consump-

tion across all CCs by allowing them to enter into a “deep sleep” mode, selectively trig-

gering their reactivation, and supporting per-CC DRX parameters. At the same time, we

account for the current 3GPP specifications regarding the use of cross-carrier resource as-

signment. To develop our cross-carrier-aware DRX, we first design and analyze accurate

models that address the limitations of existing modeling approaches of the classical DRX

and its achievable energy savings. We then utilize these models as the basis for our cross-

carrier-aware DRX.

The rest of this chapter is organized as follows. In Section 4.2, we introduce and analyze

the operation of the LTE DRX. In particular, in Section 4.2.1, we describe a semi-Markov

Chain model to analyze the LTE DRX. The stationary probability and the holding time of
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the states in such model are analyzed in Sections 4.2.2 and 4.2.3, respectively. The perfor-

mance metrics are then characterized in Section 4.2.4 and evaluated in Section 4.2.5. Then,

we introduce our cross-carrier-aware DRX in Section 4.3. In particular, in Section 4.3.1, we

present a semi-Markov Chain model to analyze our proposed solution. Then, the stationary

probability and holding time of its states are analyzed in Sections 4.3.2-4.3.3 and 4.3.4,

respectively. In Section 4.3.5, we characterize the performance metrics of our proposed

DRX scheme and, in Section 4.3.6, compare them to the ones of the LTE DRX. Finally, we

present the conclusions in Section 4.4.

4.2 DRX Analysis

The basic operation of DRX in LTE is shown in Figure 23. While the BS is actively

sending packets to the UE, the latter is in a continuous reception state. When the packet

transmission from the BS is interrupted, the UE remains waiting for additional packets for

a duration controlled by the drx-InactivityTimer, as defined by 3GPP terminology. During

this inactivity period, the UE actively monitors the physical downlink control channel (PD-

CCH) from the BS, looking for a scheduling grant. If the UE receives such grant before the

drx-InactivityTimer expires, it returns to the continuous reception state. Otherwise, the UE

starts a short DRX cycle. Such cycle is divided into two parts: an “on” period controlled

by the onDurationTimer, and a “sleep” period. If the UE receives a scheduling grant from

the BS before the onDurationTimer expires, it returns to the continuous reception state.

Otherwise, it transitions to the “sleep” state, where it can turn off most of its circuitry to

reduce its energy consumption. The BS is always aware of the DRX parameters of the UEs;

therefore, if any packet intended for a given UE arrives while that UE is in a “sleep” state,

then the BS buffers the packet and sends it to the UE once the latter exits the “sleep” state.

If no packets are awaiting at the BS for the UE by the time it exits the “sleep” state, the UE

starts a new short DRX cycle. As long as the UE receives no scheduling grant, it repeats up

to N short DRX cycles. If by the end of the N-th cycle the UE has not received a scheduling
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grant, it transitions to a long DRX cycle. The only difference between the two cycles is that

the duration of the “sleep” period is greater in the long DRX cycle; therefore, the long DRX

cycle further reduces the energy consumption. The UE repeats the long DRX cycle until a

scheduling grant arrives from the BS and triggers a transition to the continuous reception

state.

Continuous 
Reception

Inactivity 
Period

Short 
DRX

Short 
DRX

Long DRX

Inactivity Timer 
Expiration

“On” 
Period

“On” 
Period

“Sleep”
Period

Active Period – No 
Packet transmission

Active Period
Packet transmission

Short Cycle 
Timer Expiration

Figure 23: LTE DRX operation.

The DRX operation previously described is affected by the subframe-based13 transmis-

sions in LTE. Here, a packet that arrives to the BS during a given subframe x cannot be

sent immediately to the UE; instead, it must wait at least for the next subframe x + 1 to be

scheduled by the BS. This constraint has two important effects:

1. Any packet that arrives to the BS during the subframe where the UE was executing

its last subframe of the “on” period cannot be sent to the UE until the latter “wakes

up” from the “sleep” period.

2. Compared to a continuous-time model, where the continuous reception state for a

given UE finishes as soon as the BS has no more packets for that UE (regardless of

the subframe alignment), in LTE/LTE-A, the continuous reception state of that UE

can only finish at the end of subframe x if (a) by the end of subframe x the BS has

sent the UE all the packets present in the buffer at the end of subframe x − 1, and (b)

no new packets arrive during subframe x.

13In LTE, the length of a subframe is typically 1ms.
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We account for these two constraints by considering a discrete-time system with a late-

arrival model, as described in Section 4.2.1.

4.2.1 DRX Model

The DRX operation previously described is captured as a finite state machine (FSM) model,

as seen in Figure 24. There are three important features to highlight in this FSM model:

1. The amount of time spent in each state varies among them. For the “sleep” period,

such time is fixed, while for the rest of the states it is a random variable with a

different probability mass function per state.

2. The short DRX cycle is repeated up to N times before the long DRX cycle is reached.

Therefore, memory is required to keep track of the number of short DRX cycles that

have been previously executed.

3. It is possible to reach the continuous reception state from every other state. However,

the amount of time spent in the continuous reception state depends directly on the

previously executed state.

For these three reasons, the DRX operation cannot be directly modeled as a typical Markov

Chain and requires an expansion beyond the FSM model.

“On”
Short 
“Sleep”

“On”
Long 

“Sleep”

Continuous 
Reception

Inactivity

Short DRX

Long DRX

Figure 24: LTE DRX finite state machine.

We utilize a semi-Markov Chain with late arrival to model the DRX operation, as shown

in Figure 25. The description of each state is shown in Table 4. Each of the N possible short
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DRX cycles is explicitly modeled as a pair of S 2i−1 and S 2i states. The former represents

the “on” period of the i-th short DRX cycle, while the latter represents the corresponding

“sleep” period. Similarly, the long DRX cycle is modeled by the pair of states G1 and G2,

representing its “on” and “sleep” periods, respectively. The inactivity period is modeled by

the state B.

B

S1

S2

S3

S4

S2i-1

S2i

S2N-1

S2N

G1

G2

A1

A2

A4

A3

Long 
DRX

Short 
DRX

Continuous Reception 
& Inactivity Period

Figure 25: LTE DRX semi-Markov Chain model.

Table 4: LTE DRX states description.

State Description

B Inactivity period.

S 2i “Sleep” period of the i-th short DRX cycle.

S 2i−1 “On” period of the i-th short DRX cycle.

G1 “On” period of the long DRX cycle.

G2 “Sleep” period of the long DRX cycle.

A1 Continuous reception following state B.

A2 Continuous reception following states S 2i−1 and G1.

A3 Continuous reception following state G2.

A4 Continuous reception following state S 2i.

Rather than using a single state to model the continuous reception, we utilize four dif-

ferent states. The reasoning behind this approach is that the number of packets sent by
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the BS during continuous reception and, therefore, the amount of time spent in continuous

reception depend on the UE state at the moment that the packet triggering the continuous

reception arrives at the BS. For example, the expected number of packets received at the

BS during the “sleep” period of a short DRX cycle is smaller than that received during

the “sleep” period of the long DRX cycle. Therefore, the duration of state A3, defined in

Table 4, is longer than that of A4.

The transitions in Figure 25 are controlled by the parameters in Table 5 and reflect the

DRX operation described in Section 4.2.

Table 5: LTE DRX parameters.

Parameter Description

Tα Inactivity period length.

Tβ Short DRX cycle length.

Tγ Long DRX cycle length.

N Number of short DRX cycles.

Ton “On” period length.

The transitions across states occur as follows:

• If the UE is in the inactivity state B and receives no scheduling grant after Tα sub-

frames, it transitions to the “on” state S 1 of the first short DRX cycle. Otherwise,

it transitions to state A1. A transition to S 1 implies that the BS received no packets

during the previous Tα subframes.

• If the UE is in the “on” state S 2i−1, i ∈ [1,N], of the i-th short DRX cycle and receives

no scheduling grant after Ton subframes, it transitions to the corresponding “sleep”

state S 2i. Otherwise, it transitions to the continuous reception state A2. A transition

to S 2i implies that the BS received no packets during the previous Ton − 1 subframes.

Given the structure of the late-arrival model, a packet that arrives at the BS during
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the last subframe of an S 2i−1 state of a given UE must wait for the latter to return

from its “sleep” state to be scheduled.

• If the UE is in the “sleep” state S 2i, i ∈ [1,N − 1], of the i-th short DRX cycle and

the BS has no packets for the UE by the time the UE “awakes,” the latter transitions

to the “on” state S 2i+1. Otherwise, it transitions to the continuous reception state

A4. A transition to S 2i+1 implies that the BS received no packets during the previous

Tβ − Ton + 1 subframes. This time accounts for the Tβ − Ton subframes that the

UE spent in the “sleep” state S 2i and the last subframe of the “on” state S 2i−1 that

preceded state S 2i.

• If the UE is in the “sleep” state S 2N of the N-th short DRX cycle and the BS has no

packets for the UE by the time the UE “awakes,” the latter transitions to the “on”

state G1 of the long DRX. Otherwise, it transitions to the continuous reception state

A4. A transition to G1 implies that the BS received no packets during the previous

Tβ − Ton + 1 subframes.

• If the UE is in the “on” state G1 of the long DRX cycle and receives no scheduling

grant after Ton subframes, it transitions to the “sleep” state G2. Otherwise, it tran-

sitions to the continuous reception state A2. Similarly to the states S 2i−1, i ∈ [1,N],

a transition to the “sleep” state implies that the BS received no packets during the

previous Ton − 1 subframes.

• If the UE is in the “sleep” state G2 of the long DRX cycle and the BS has no packets

for the UE by the time the UE “awakes,” the latter transitions back to the “on” state

G1 of the long DRX. Otherwise, it transitions to the continuous reception state A3. A

transition to G1 implies that the BS received no packets during the previous Tγ−Ton+1

subframes. This time accounts for the Tγ − Ton subframes that the UE spent in the

“sleep” state G2 and the last subframe of the “on” state G1 that preceded state G2.
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• If the UE is in a continuous reception state Ai, it will remain in that state until the BS

has no more packets left to send to the UE. Once the UE detects, due to the absence

of a scheduling grant, that the no-packet event occurs, it transitions to the inactivity

state B.

In our model, we made two important considerations:

1. We used A2 to represent the continuous reception state that follows the “on” state

of the short and long DRX cycles. This is possible because the number of packets

that are expected to be transmitted during continuous reception if any of these DRX

cycles is interrupted during the “on” state is the same. As we show in Section 4.2.3,

this quantity corresponds to the expected number of packets received at the BS in

one subframe.

2. A1 and A2 can be merged into a single state following a similar argument as above.

Nevertheless, we have chosen to avoid merging them, so we can better reflect the

mapping between the DRX operation and the semi-Markov Chain model.

4.2.2 Stationary Probability - Embedded Markov Chain

In this section, we present the calculation of the stationary probabilities of the embedded

Markov Chain (EMC), which are later used in Section 4.2.4 to calculate the performance

metrics of the DRX.

Utilizing the notation pU,U′ for the transition probability from state U to state U′ and

πU for the stationary probability of state U in the EMC, the stationary probabilities π of the

EMC follow these relationships:

πB =

4∑
i=1

πAi , (93a)

πS 1 = πB pB,S 1 , (93b)

πS i = πS i−1 pS i−1,S i , i ∈ [2, 2N], (93c)
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πG1 = πS 2N pS 2N ,G1 + πG2 pG2,G1 , (93d)

πG2 = πG1 pG1,G2 , (93e)

πA1 = πB pB,A1 , (93f)

πA2 =

N∑
i=1

πS 2i−1 pS 2i−1,A2 + πG1 pG1,A2 , (93g)

πA3 = πG2 pG2,A3 , (93h)

πA4 =

N∑
i=1

πS 2i pS 2i,A4 . (93i)

From these expressions we obtain

πB =
πS 1

pB,S 1

, (94a)

πS i = πS 1

i∏
j=2

pS j−1,S j , i ∈ [2, 2N], (94b)

πG1 = πS 1ωθ, (94c)

πG2 = πS 1ωθpG1,G2 , (94d)

πA1 = πS 1

pB,A1

pB,S 1

, (94e)

πA2 = πS 1

pS 1,A2 + ωθpG1,A2 +

N∑
i=2

pS 2i−1,A2

2i−1∏
j=2

pS j−1,S j


 , (94f)

πA3 = πS 1ωθpG1,G2 pG2,A3 , (94g)

πA4 = πS 1

N∑
i=1

pS 2i,A4

2i∏
j=2

pS j−1,S j

, (94h)

where

ω = pS 2N ,G1

2N∏
j=2

pS j−1,S j , θ = (1 − pG1,G2 pG2,G1)
−1. (95)
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With these expressions, the value of πS 1 becomes

πS 1 =

1 +
2

pB,S 1

+ ωθ(1 + pG1,G2) +

2N∑
i=2

i∏
j=2

pS j−1,S j


−1

, (96)

which can be plugged in Eq. (94) to obtain the stationary probabilities of all other states of

the EMC model.

To find the actual values of the above expressions, it is necessary to obtain the transition

probabilities, which depend on the BS packet arrival model, probability distribution, and

the service discipline. For the latter, we consider that the BS has a separate and infinite

buffer for each UE, as is regularly done in the existing literature. Therefore, the rest of the

analysis focuses on the DRX operation for a single UE.

For the packet arrival model, we utilize a late-arrival model [82]. In such model, packets

are considered to arrive just before the end of a subframe. If a given packet arrives during

subframe x, and no other packets are in the BS by the end of x, then the service of the packet

is immediately started in subframe x + 1. The time between the packet arrival instant and

the start of the next subframe is not included in the calculation of the packet waiting time.

For the packet arrival distribution, we consider that the number of packets that arrive at

the BS during successive subframes constitutes a sequence of independent and identically

distributed (i.i.d.) random variables. We use Λ to denote the number of packets that arrive

in a single subframe. The probability mass function (PMF) of Λ is defined as

λ(k) , Prob {Λ = k} , k = 0, 1, 2..., (97)

and its mean value is defined as

λ , E {Λ} , (98)

where E {Λ} denotes the expected value of Λ. We denote as X the service time (measured
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in subframes) of a single packet. The PMF of X is defined as

b(l) = Prob {X = l} , l = 1, 2, ..., (99)

and its mean value is defined as

b , E {X} . (100)

Having the arrival model, the service discipline, and the PMF of the packet arrivals and

the service time, we proceed to characterize the transition probabilities. To achieve this,

we (a) apply the conditions that trigger each transition, as described in Section 4.2.1, and

(b) consider that the probability of a BS receiving no packets in a time period of length v

is equal to [λ(0)]v since the number of packet arrivals in successive subframes constitutes

a sequence of i.i.d. random variables. Consequently, the probability that the BS receives at

least one packet in a time period of length v is equal to 1 − [λ(0)]v.

pB,S 1 = [λ(0)]Tα , (101a)

pB,A1 = 1 − [λ(0)]Tα , (101b)

pS 2i−1,S 2i = [λ(0)]Ton−1 , i ∈ [1,N], (101c)

pS 2i−1,A2 = 1 − [λ(0)]Ton−1 , i ∈ [1,N], (101d)

pS 2i,S 2i+1 = [λ(0)]Tβ−Ton+1 , i ∈ [1,N − 1], (101e)

pS 2i,A4 = 1 − [λ(0)]Tβ−Ton+1 , i ∈ [1,N], (101f)

pS 2N ,G1 = [λ(0)]Tβ−Ton+1 , (101g)

pG1,G2 = [λ(0)]Ton−1 , (101h)

pG1,A2 = 1 − [λ(0)]Ton−1 , (101i)

pG2,G1 = [λ(0)]Tγ−Ton+1 , (101j)

pG2,A3 = 1 − [λ(0)]Tγ−Ton+1 . (101k)
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Having the transition probabilities, we plug them into Eq. (95) and Eq. (96) and obtain

ω = [λ(0)]NTβ , θ =
(
1 − [λ(0)]Tγ

)−1
, (102)

πS 1 =

[
2

[λ(0)]Tα
+

(
1 + [λ(0)]Ton−1

) (1 − [λ(0)]NTβ

1 − [λ(0)]Tβ
+

[λ(0)]NTβ

1 − [λ(0)]Tγ

)]−1

. (103)

By denoting φ , πS 1 , the expressions for the stationary probability for the rest of the states

become

πB =
φ

[λ(0)]Tα
, (104a)

πS i = φ


[λ(0)]Tβ(i−1)/2 : i is odd

[λ(0)]Tβ(i−2)/2 [λ(0)]Ton−1 : i is even
, i ∈ [1, 2N], (104b)

πG1 = φ
[λ(0)]NTβ

1 − [λ(0)]Tγ
, (104c)

πG2 = φ
[λ(0)]NTβ

1 − [λ(0)]Tγ
[λ(0)]Ton−1 , (104d)

πA1 = φ

(
1

[λ(0)]Tα
− 1

)
, (104e)

πA2 = φ
(
1 − [λ(0)]Ton−1

) (1 − [λ(0)]NTβ

1 − [λ(0)]Tβ
+

[λ(0)]NTβ

1 − [λ(0)]Tγ

)
, (104f)

πA3 = φ [λ(0)]NTβ

[
1 −

1 − [λ(0)]Ton−1

1 − [λ(0)]Tγ

]
, (104g)

πA4 = φ
[
1 − [λ(0)]NTβ

] [
1 −

1 − [λ(0)]Ton−1

1 − [λ(0)]Tβ

]
. (104h)

In addition to the stationary probabilities of the EMC, the mean amount of time spent in

each state is required to compute the energy savings. In Section 4.2.3, we describe how this

amount is obtained.

4.2.3 Holding Time

The holding time HU of a state U represents the mean amount of time spent in such state.

The states corresponding to “sleep” periods have a deterministic holding time, since the
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length of the “sleep” periods is a constant:

HS 2i = Tβ − Ton, i ∈ [1,N], (105a)

HG2 = Tγ − Ton. (105b)

The holding time of the “on” periods and the inactivity period can be calculated as follows.

Consider the maximum length of any such period to be equal to v, and the amount of time

spent in it to be L. Then, the PMF of L is

Prob{L = i|v} =


[λ(0)]i−1 (1 − λ(0)) : 0 < i < v

[λ(0)]v−1 : i = v
, (106)

i.e., L = i, i < v, if no packets are received in the first i − 1 subframes and at least one

packet arrives during the i-th subframe. L = v if no packets arrived during the previous

v − 1 subframes, regardless of whether a packet arrives in the last subframe or not. Taking

the expected value of L, we obtain:

H = E {L|v} =
1 − [λ(0)]v

1 − λ(0)
. (107)

For the “on” periods, v = Ton and for the inactivity period, v = Tα. Hence,

HS 2i−1 = E {L|v = Ton} =
1 − [λ(0)]Ton

1 − λ(0)
, i ∈ [1,N], (108a)

HG1 = E {L|v = Ton} =
1 − [λ(0)]Ton

1 − λ(0)
, (108b)

HB = E {L|v = Tα} =
1 − [λ(0)]Tα

1 − λ(0)
. (108c)

States A1 through A4 correspond to a busy period in queuing theory terminology [82],

from which it follows that if a busy period A starts with RA packets in the buffer, its duration
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L has a mean value of

E {L|RA} = RA
b

1 − ρ
, (109)

where b is the expected value E{X} of the packet service time and ρ = bλ. Therefore,

applying the law of total expectation, we obtain that

E {L} = E {{L|RA}} = E{RA}
b

1 − ρ
. (110)

Hence, to obtain the holding time of the states A1, A2, A3, and A4, we need the expected

value of the number of packets in the BS buffer when each state starts. This value can be

obtained as follows. Consider F to be the number of packets received by the BS during

time v, and Q to denote F conditioned on at least one packet arrival. As a result,

Prob {Q = k|v} =


Prob{F=k|v}

1−Prob{F=0|v} : k > 0

0 : k = 0
, (111a)

E{Q|v} =
E{F|v}

1 − Prob{F = 0|v}
. (111b)

Since F is the sum of v random variables Λ, E{F|v} = vE{Λ} = vλ. In addition, Prob{F =

0|v} = [λ(0)]v, since it represents the probability of no packet arrival in v subframes. With

the previous expressions, we obtain

E{Q|v} = λ
v

1 − [λ(0)]v . (112)

E{Q|v} represents the expected number of packets buffered at the BS after v subframes,

given that at least one packet arrives. This expression allows us to obtain RAi for each state

Ai since each of them is entered when the BS has received at least one packet during a given
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number of previous subframes. Specifically,

E{RA1} = E{Q|v = 1} = λ
1

1 − [λ(0)]
, (113a)

E{RA2} = E{Q|v = 1} = λ
1

1 − [λ(0)]
, (113b)

E{RA3} = E{Q|v = Tγ − Ton + 1} = λ
Tγ − Ton + 1

1 − [λ(0)]Tγ−Ton+1 , (113c)

E{RA4} = E{Q|v = Tβ − Ton + 1} = λ
Tβ − Ton + 1

1 − [λ(0)]Tβ−Ton+1 . (113d)

Hence, the holding times of A1, A2, A3, and A4 are, respectively,

HA1 = E{RA1}
b

1 − ρ
=

ρ

1 − ρ
1

1 − [λ(0)]
, (114a)

HA2 = E{RA2}
b

1 − ρ
=

ρ

1 − ρ
1

1 − [λ(0)]
, (114b)

HA3 = E{RA3}
b

1 − ρ
=

ρ

1 − ρ
Tγ − Ton + 1

1 − [λ(0)]Tγ−Ton+1 , (114c)

HA4 = E{RA4}
b

1 − ρ
=

ρ

1 − ρ
Tβ − Ton + 1

1 − [λ(0)]Tβ−Ton+1 . (114d)

Having the holding time of each state, as described in Eq. (105), (108), and (114), we

proceed to obtain the energy-savings and delay metrics in Sections 4.2.4.1 and 4.2.4.2,

respectively.

4.2.4 Performance Metrics

The two main performance metrics associated with DRX are the amount of energy saved

and the packet delay, also known as waiting time in queuing theory terminology.

4.2.4.1 Energy Savings

The amount of energy saved is defined as the amount of time spent in the “sleep” periods.

This value can be obtained from the stationary probabilities of the semi-Markov Chain,

which we derive from the stationary probabilities of the EMC, Eq. (104a)-(104h).

For any state U, whose stationary probability in the EMC is πU and whose holding time
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is HU , the stationary probability π̃U in the semi-Markov Chain is:

π̃U =
πU HU∑

∀U′
πU′HU′

. (115)

Then, the energy savings τβ and τγ provided by the short and long DRX, respectively, are

τβ =

N∑
i=1

π̃S 2i , τγ = π̃G2 . (116)

Replacing the expressions for the holding time and the stationary probability of the EMC,

τβ and τγ become

τβ =
(Tβ − Ton) 1−[λ(0)]NTβ

1−[λ(0)]Tβ
[λ(0)]Ton−1

Ψ
, (117a)

τγ =
(Tγ − Ton) [λ(0)]NTβ

1−[λ(0)]Tγ [λ(0)]Ton−1

Ψ
, (117b)

where

Ψ =
1

[λ(0)]Tα

[
HB +

(
1 − [λ(0)]Tα

)
HA1

]
+ [λ(0)]NTβ HA3 +

(
1 − [λ(0)]NTβ

)
HA4

+
1 − [λ(0)]NTβ

1 − [λ(0)]Tβ

[
HS 1 + HS 2 [λ(0)]Ton−1 +

(
HA2 − HA4

) (
1 − [λ(0)]Ton−1

)]
+

[λ(0)]NTβ

1 − [λ(0)]Tγ

[
HG1 + HG2 [λ(0)]Ton−1 +

(
HA2 − HA3

) (
1 − [λ(0)]Ton−1

)]
. (118)

Then, the total energy savings τ become

τ = τβ + τγ. (119)

4.2.4.2 Delay

To calculate the expected value E{Γ} of the packet delay, also called waiting time in queuing

theory terminology, we need to compute (a) the expected value of the delay W1, W2, W3,
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and W4 experienced by the packets sent in A1, A2, A3, and A4, respectively, and (b) the

probability of a packet being sent in each of those states. An important fact to keep in

mind is that a packet sent through Ai did not necessarily arrive in the previous “sleep” state;

instead, it may have arrived while the packets that arrived during the “sleep” state are being

sent during Ai. Therefore, a packet sent through Ai may experience an additional amount

of delay even if it did not arrive during a “sleep” period.

To compute the delay, we utilize the results from queuing theory establishing the ex-

pected value E{W} of the packet waiting time in a system with vacation [82]. In such

context,

E{W} =
λ2E{X2} + bE{Λ2} − ρ(λ + 1)

2λ(1 − ρ)
+

E{v(v − 1)}
2E{v}

, (120)

where v is the length of the vacation, the first term represents the waiting time in a system

without vacation, and the second term represents the residual life of the vacation time. In

the context of DRX, v corresponds to the amount of time during which the BS buffers

packets before entering a continuous reception state. Therefore, v is a deterministic value

equal to 1 for A1 and A2, to Tγ − Ton + 1 for A3, and to Tβ − Ton + 1 for A4. It then follows

that

E{W1} = E{W2} =
λ2E{X2} + bE{Λ2} − ρ(λ + 1)

2λ(1 − ρ)
, (121a)

E{W3} = E{W1} +
Tγ − Ton

2
, (121b)

E{W4} = E{W1} +
Tβ − Ton

2
. (121c)

We now proceed to compute the probability of a packet being sent from state Ai. First,

we denote by R̂Ai the number of packets sent during Ai. By Little’s theorem,

E{R̂Ai} =
HAi

b
=

1
1 − ρ

E{RAi}. (122)

87



Then, the probability of a packet being sent from Ai is

Prob{Y = Ai} =
πAi E{R̂Ai}

4∑
j=1
πA j E{R̂A j}

=
πAi HAi

4∑
j=1
πA j HA j

=
πAi E{RAi}

4∑
j=1
πA j E{RA j}

, (123)

where Y denotes the state from which the packet is sent.

Now, applying the law of total expectation, we have that

E{Γ} = E{E{Γ|Y}} =

4∑
i=1

E{Γ|Y = Ai}Prob{Y = Ai}

=

4∑
i=1

E{Wi}Prob{Y = Ai}. (124)

After further simplification, the above expression becomes

E{Γ} = E{W1} +
(Tγ − Ton)πA3 E{RA3} + (Tβ − Ton)πA4 E{RA4}

2
4∑

j=1
πA j E{RA j}

. (125)

As mentioned previously, the first term represents the waiting time in a system with no

vacation/DRX. Hence, the second term denotes the additional waiting time caused by the

use of DRX.

4.2.5 Performance Evaluation

As shown in Table 5, the operation of DRX depends on multiple parameters, in addition

to the arrival and departure PMFs, creating a large number of possible parameter combina-

tions. Therefore, the focus of this section is to show the validity of our modeling approach,

key insights about the role of each DRX parameter, the achievable energy savings, and the

impact on the packet delay.

To validate our model and the performance of DRX, we simulated a DRX system con-

sisting of a BS and a UE. The UE supports all the DRX states and parameters described

in Section 4.2.1. The BS has an infinite buffer, as typically considered in the literature,
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where it stores any packet that cannot be immediately sent to the UE because the UE is in

a “sleep” state or the previously buffered packets are being sent. Once the UE is “awake,”

the buffered packets are sent by the BS following a First In, First Out (FIFO) scheme. We

consider that there is no packet loss or retransmissions between the BS and the UE. We

consider that the number of packets Λ that arrive in a single subframe follows a Poisson

distribution with parameter λ. For the service time X, we utilize a modified Poisson distri-

bution:

Prob{X = k|b} = (b − 1)k−1 e−(b−1)

(k − 1)!
, b > 1; k = 1, 2, 3, ... (126)

Therefore, E{X} = b. X can be interpreted as adding 1 to the result of generating a random

variable from a Poisson distribution whose mean is b − 1.

In Figure 26, we depict the histogram of the deviation between the analytical and sim-

ulation results for the energy savings and delay metrics across multiple DRX parameters

combinations. For each combination, the operation of the LTE DRX during 1 million sub-

frames was simulated. At the end of each simulation, the energy savings and delay metrics

were computed and compared to the results found from the analytical expressions. For

each configuration, the deviation is then computed as the difference between the theoretical

and simulated performance metrics.
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(a) Energy savings.
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(b) Delay.

Figure 26: Deviation of theoretical from experimental metrics for the LTE DRX
with λ = 0.1, b = 2.5ms, Tα ∈ [4, 8, 16, 32, 64]ms, N ∈ [2, 4, 8, 16], Tβ ∈

[4, 8, 16, 32, 64, 128, 256]ms, Ton ∈ [2, 4, 8, 16, 32, 64, 128]ms, and Tγ = 2Tβ.

From Figure 26, we observe that the deviation for both metrics is extremely low. In

particular, the absolute deviation in the energy savings is less than 1% of energy savings.

Similarly, the absolute deviation in the delay is mostly within 1ms. From these results,

we validate the significantly high accuracy of the analytical expressions derived for the

performance metrics. This validation allows us to further examine the performance metrics

directly through their analytical expressions.

In Figure 27, we depict the analytical results for the energy savings. From Figure 27a,

27b, and 27c, we observe that the length of the inactivity timer has a significant impact

on the energy savings. Particularly, smaller values of such timer increase the energy sav-

ings. This behavior occurs because a shorter inactivity period increases the probability of

entering the DRX cycles. From Figure 27b, 27d, and 27e, we observe that the energy sav-

ings increase when the length of the short DRX increases. However, such improvements in

energy savings are hindered when the length of the “on” period is increased because that

period decreases the amount of time a UE spends in a “sleep” period.
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(a) Inactivity timer vs. short cy-
cles. Tβ = 128ms,Ton = 2ms.
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(b) Inactivity timer vs. short DRX
length. Ton = 2ms,N = 2.
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(c) Inactivity timer vs. “on” period
length. Tβ = 128ms,N = 2.
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(d) Short DRX Length vs. short
cycles. Tα = 4ms,Ton = 2ms.
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(e) Short DRX length vs. “on” pe-
riod length. Tα = 4ms,N = 2.

Figure 27: Energy savings in LTE DRX with parameters λ = 0.1, b = 2.5ms, and Tγ = 2Tβ.

The impact of the DRX parameters on the packet delay is shown in Figure 28. Each

graph in Figure 28 was generated using the same set of parameters as those in Figure 27.

As expected, the highest level of energy savings corresponds to the greatest packet delay.

Nevertheless, by comparing Figure 27b and Figure 28b, we observe that there is a subset

of values that can be assigned to Tβ and Tα that provides significant energy savings without

severely increasing the packet delay. For example, Tβ = 32ms and Tα ≥ 16ms provide

energy savings between 30% and 60% while keeping the packet delay below 20ms. From

Figure 27e and Figure 28e, we observe that a similar region exists for Tβ and Ton. For

example, Tβ = 32ms and Ton ≤ 4ms provide energy savings between 50% and 60% while

the packet delay remains below 15ms. In general, we also notice that the number of short

DRX cycles had a smaller impact on the energy savings and packet delay, as compared to
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the rest of the DRX parameters.
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(a) Inactivity timer vs. short cy-
cles. Tβ = 128ms,Ton = 2ms.
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(b) Inactivity timer vs. short DRX
length. Ton = 2ms,N = 2.
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(c) Inactivity timer vs. “on” period
length. Tβ = 128ms,N = 2.
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(d) Short DRX length vs. short cy-
cles. Tα = 4ms,Ton = 2ms.
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(e) Short DRX length vs. “on” pe-
riod length. Tα = 4ms,N = 2.

Figure 28: Waiting time, i.e., delay, in LTE DRX with parameters λ = 0.1, b = 2.5ms, and
Tγ = 2Tβ.

In Figure 29, we depict the histogram of the deviation between the analytical and sim-

ulation results for the energy savings and delay metrics as N and Tγ
Tβ

are varied. For each

combination of the DRX parameters, the deviation was computed the same way as for Fig-

ure 26. Here, we also have extremely low deviations. In particular, the absolute deviation

in the energy savings is less than 0.2% of energy savings. Similarly, the absolute devia-

tion in the delay is mostly within 0.2ms. These low levels of deviation allow us to further

examine the performance metrics, as N and Tγ
Tβ

are varied, directly through the analytical

expressions.
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(a) Energy savings.
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(b) Delay.

Figure 29: Deviation of theoretical from experimental metrics for LTE DRX with λ = 0.1,
b = 2.5ms, Tα = 4ms, Tβ = 4ms, Ton = 2ms, N ∈ [2, 4, 8, 16], and Tγ

Tβ
∈ [2, 4, 8, 16, 32].

In Figure 30, we present the energy savings and delay metrics for the case when the

number of short DRX cyles (N) and the ratio Tγ
Tβ

are adjusted. We observe that a decreasing

N augments the energy savings. Such relationship is formed because a lower number of

short DRX cycles gives the UE a higher probability of reaching the long DRX cycle and,

therefore, increases the amount of time spent in the “sleep” period. We also notice that the

impact of reducing N increases as the ratio Tγ
Tβ

augments. This result follows from the fact

that having a significantly larger “sleep” period in the long DRX compared to the one of

the short DRX increases the ratio of energy saved in a single long DRX cycle to the energy

saved in a single short DRX cycle.
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(a) Energy savings.
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(b) Waiting time, i.e., delay.

Figure 30: Short cycles (N) vs. Tγ
Tβ

in LTE DRX with parameters λ = 0.1, b = 2.5ms,Tα =

4ms,Tβ = 4ms, and Ton = 2ms.
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In Figure 31, we depict the histogram of the deviation between the analytical and sim-

ulation results for the energy savings and delay metrics as λ and b are varied. For each

combination of the DRX parameters, the deviation was computed as similarly done for

Figure 26. Here, we also have extremely low deviations. In particular, the absolute de-

viation in the energy savings is less than 0.3% of energy savings. Similarly, the absolute

deviation in the delay is mostly within 0.5ms. These low levels of deviation allow us to fur-

ther examine the performance metrics, as λ and b are varied, directly through the analytical

expressions.
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(a) Energy savings.
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(b) Delay.

Figure 31: Deviation of theoretical from experimental metrics for the LTE DRX with λ ∈
[0.1, 0.05, 0.01, 0.001], b ∈ [1.5, 2.5, 4.5, 6.5, 8.5, 16.5]ms, Tα = 4ms, Tβ = 8ms, Ton =

2ms, N = 2, and Tγ = 2Tβ.

In Figure 32, we present the energy savings and delay metrics for the case when the

mean value for the number of packets that arrive in a single subframe and the mean service

time are adjusted. As b and λ increase, the energy savings decrease. However, the waiting

time follows a different pattern. For small values of b, e.g., 1.5ms and 2.5ms, and increasing

λ, the waiting time decreases. This behavior occurs because more packets arrive during a

continuous reception state and, therefore, are not affected by the additional delay caused by

the “sleep” period. It is also true that during the “sleep” period more packets will arrive and

be buffered, which will affect not only their service time, but also that of future packets.

However, the second effect is mitigated by a low value of b. On other hand, for large
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values of b, such mitigation is not possible, and the overall packet waiting time increases

significantly. This phenomenon is seen in Figure 30b as λ → 0.05, b → 16.5ms and

λ → 0.1, b → 8.5ms, i.e., ρ → 1. From the previous observations, we can state that for a

given set of DRX parameters, the impact on the energy savings and the packet delay can be

drastically affected not only by the mean packet arrival rate, but also by the mean service

time, particularly when the overall load ρ is large. This phenomenon can reach the point

where both the packet delay and the energy savings deteriorate, contrary to the commonly

assumed behavior where the improvement of one causes a worsening of the other, as shown

in Figure 27 and Figure 28.
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(a) Energy savings.

10−3
10−2

10−1 2
4
68

10200

400

600

800

 

b (ms)
λ (pkt/ms)

Delay

 

D
el
ay

(m
s)

2

4

6

8

10

12

14

16

18

20

Student Version of MATLAB

(b) Waiting time, i.e., delay.

Figure 32: Mean packet arrival/subframe vs. mean service time in LTE DRX with param-
eters Tα = 4ms,Tβ = 8ms,Tγ = 16ms,Ton = 2ms, and N = 2.

4.3 Cross-Carrier-Aware DRX Analysis

With the introduction of single- and multi-stream carrier aggregation, an LTE-A UE con-

nects simultaneously to up to five CCs, thus increasing its energy consumption up to five

times. For such UE, DRX still remains the most viable option to reduce the energy con-

sumption. Nevertheless, the existing literature has focused on using either the same DRX

parameters for all CCs or completely different parameters for each CC [70][75][81]. The

first approach is simple, but extremely rigid and inefficient, since all the CCs are active,

regardless of whether any traffic is transmitted. On the other hand, the second approach
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provides flexibility per CC, but completely discards the cross-carrier awareness that ex-

ists at the BS and the UE. However, by exploiting such awareness, it is possible to further

increase the benefits of DRX, as we will describe.

The cross-carrier awareness arises from the fact that the medium access control (MAC)

[70] is exposed to the multi-CC nature of the physical layer (PHY), even though the radio

link control (RLC) [83] and the packet data convergence protocol (PDCP) [84] are unaware

of such nature, as shown in Figure 33 for the downlink at the BS [85].
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Figure 33: Impact of carrier aggregation on the base station downlink protocol stack.

In a scenario supporting carrier aggregation, the CC that is used for establishing the

radio resource control (RRC) connection [86] is called the primary cell (PCell). It provides

non-access-stratum (NAS) [87] mobility information, as well as security input. If a UE

supports multiple CCs, then additional secondary cells (SCells) can be added to the user’s

set of serving cells. One important aspect is that the PCell and SCell of different UEs need

not be the same, i.e., the SCell of one UE may be the PCell of another UE.

To exploit the cross-carrier awareness, we take advantage of the scheduling methods

supported at the MAC layer. There, both same- and cross-carrier scheduling methods are
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supported. The same-carrier method corresponds to the scheme used for LTE. The cross-

carrier method allows the BS to use a particular CC to assign resources contained in a

different CC. However, there are certain restrictions. First, the PCell is the only one that

schedules its resources. It does so through the Physical Downlink Control Channel (PD-

CCH), at the PHY. Second, cross-carrier scheduling only applies when the PDCCH of a

SCell is not configured. As a result of these restrictions, a CC whose resources are allocated

through cross-carrier scheduling cannot have its own DRX parameters. Conversely, a CC

that has its own PDCCH and, therefore, its own DRX parameters, cannot be scheduled by

the PCell through cross-carrier scheduling. We will now describe our cross-carrier-aware

DRX that accounts for the aforementioned constraints and provides improved performance

compared to the traditional DRX.

The basic concepts behind our cross-carrier-aware DRX are captured in Figure 34. This

figure depicts the operation of a UE that has three CCs, where CC1 represents the PCell

acting as an anchor CC and the remaining CCs acting as SCells.
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Figure 34: Cross-carrier-aware DRX operation.

1. Event 1: At the UE, the anchor CC receives a PDCCH indicating that the upcoming

subframes in CC1 contain data. Following the traditional DRX behavior, CC1 enters

a continuous reception state until no more data is received and then returns to “sleep”.

While CC1 performs the aforementioned steps, CC2 and CC3 remain in a “deep
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sleep” state since no data has arrived for those CCs. In contrast to the “sleep” states in

the traditional LTE DRX, the “deep sleep” in our proposed solution does not require

CC2 and CC3 to “wake up” to check if a PDCCH has arrived. Therefore, our solution

has a greater potential to save energy.

2. Event 2: Similar to the concept of cross-carrier scheduling, we propose the use of a

cross-carrier DRX activation. For example, once the UE “wakes up” its anchor CC to

listen for the presence of a PDCCH, such UE identifies whether a PDCCH indicates

subsequent data in the anchor CC or in a SCell. In event 2, the PDCCH indicates

subsequent data in CC2. Therefore, the UE “wakes up” CC2 from the “deep sleep”

state so that it can receive the upcoming data, while allowing CC1 to go back to its

normal “sleep” state. Because of the synchronization and timing differences between

CC1 and CC2, the activation of the latter is delayed, and so is the packet reception.

This delay is the penalty that our system incurs to provide the energy savings of

the “deep sleep” state. In event 2, we also observe that the proposed cross-carrier

activation is selective, e.g., in event 2, only CC2 is activated, leaving CC3 in the

“deep sleep” state. Another feature of our proposed solution is the ability to set per-

carrier DRX parameters. For example, once CC2 is activated as a result of event

2, we allow for CC2 to utilize its own DRX parameters, which may be completely

different from the ones of CC1, and, therefore, can be optimized to the characteristics

of the traffic carried over CC2.

3. Events 3 and 4: At the UE, the anchor CC simultaneously receives two PDCCH. The

first PDCCH indicates that the upcoming subframes in CC1 contain data; therefore,

CC1 then enters a continuous reception state. The second PDCCH indicates that the

subsequent subframes in CC3 contain data; therefore, CC3 then enters a continuous

reception state. We observe that the operation of CC2 is not affected by the DRX

events of CC1 since at this point CC2 is following its own DRX parameters. As
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in event 2, once CC3 enters the continuous reception state, it follows its own DRX

parameters, which can be different from the ones of CC1 and CC2.

4.3.1 Cross-Carrier-Aware DRX Model

As previously described, the anchor CC in our proposed cross-carrier-aware DRX follows

the traditional LTE DRX operation and supports the cross-carrier-aware DRX operation of

the SCells. Such triggering does not affect the DRX operation of the anchor; therefore,

its analysis and performance metrics correspond to the ones presented in Section 4.2. In

this section, we focus on the analysis of the cross-carrier-aware DRX operation of a sin-

gle SCell. Such operation is captured as a finite state machine (FSM) model in Figure 35.

Compared to the FSM of the traditional LTE DRX, depicted in Figure 24, the one in Fig-

ure 35 does not have a long DRX cycle that may be repeated any number of times; instead,

it has a single entrance to the “deep sleep” state and a subsequent exit only to the continu-

ous reception state. The exit transition from the “deep sleep” state is triggered by the events

occurring at the anchor CC.

On
Short
Sleep

On
Deep 
Sleep

Continuous 
Reception

Inactivity

Short DRX

Figure 35: Cross-carrier-aware DRX finite state machine for SCell.

As discussed in Section 4.2.1, the DRX operation cannot be directly modeled as a

typical Markov Chain using the FSM of Figure 35 because

• the amount of time spent in each state differs among states;

• the short DRX cycle is repeated up to M times before the UE exits it. Therefore,
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memory is required to keep track of the number of cycles that have been previously

executed;

• the amount of time spent in the continuous reception state depends on the previously

executed state.

We utilize a semi-Markov Chain with late arrival to model the cross-carrier-aware DRX

operation of the SCell, as shown in Figure 36. The description of each state is shown in

Table 6. The inactivity period is modeled by the state R. Each of the M possible short DRX

cycles is explicitly modeled as a pair of Y2i and Y2i−1 states, i ∈ [1,M]. The former rep-

resents the “on” period of the i-th short DRX cycle, while the latter represents the “sleep”

period of the same cycle. State V1 represents an “on” period executed after M short DRX

cycles and before entering the “deep sleep” state V2. Even though the “deep sleep” state is

represented in Figure 36 as a single state V2, it encompasses a group of states that captures

the events occurring at the anchor while the SCell is in the “deep sleep”.

R

Y1

Y2

Y3

Y4

Y2i-1

Y2i

Y2M-1

Y2M

V1 V2F1

F2

F3

Short 
DRX

Continuous Reception 
& Inactivity Period

F4
F5

F6
F7

F8
F9

Figure 36: Cross-carrier-aware DRX semi-Markov Chain model for SCell.
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Table 6: Cross-carrier-aware DRX states description.

State Description

R Inactivity period.

Y2i i ∈ [1,M] “Sleep” period of the i-th short DRX cycle.

Y2i−1 i ∈ [1,M] “On” period of the i-th short DRX cycle.

V1 “On” period preceding the “deep sleep” state.

V2 “Deep sleep” state.

F1 Continuous reception following state R.

F2 Continuous reception following states Y2i−1 and V1.

F3 Continuous reception following state Y2i.

Fi i ∈ [4, 9] Continuous reception following state V2.

Rather than using a single state to model the continuous reception, we utilize nine

different states. The reasoning behind this approach is that the number of packets sent by

the BS during continuous reception and, therefore, the amount of time spent in continuous

reception depend on the SCell state at the moment that the packet triggering the continuous

reception arrives at the BS. For example, the expected number of packets received at the

BS during the “sleep” period of a short DRX cycle is larger than that received during the

“on” period of a short DRX cycle. Therefore, the expected duration of state F3, defined in

Table 4, is longer than that of F2. From Figure 36, we also observe that state V2 leads to each

of the five continuous reception states Fi, i ∈ [4, 9]. This occurs because V2 encompasses

multiple internal states, and each of them may produce a different number of packets that

need to be sent in a continuous reception state.

Except for the transitions that exit the “deep sleep” state, all the transitions in Figure 36

are controlled by the parameters in Table 7 and reflect the DRX operation described in

Section 4.3. Therefore, the same events that trigger a transition in the traditional LTE DRX

(Section 4.2.1) determine the transitions (i) from the continuous reception states to the

101



inactivity state and vice versa, (ii) within the short DRX cycles, (iii) from the short DRX

cycles to the continuous reception states, and (iv) from Y2M to the next “on” period. The

transitions that exit the “deep sleep” state V2 are controlled by the events occurring at the

anchor CC and its DRX parameters, which are shown in Table 814.

Table 7: Cross-carrier-aware DRX parameters for the SCell.

Parameter Description

Tα2 Inactivity period length.

Tβ2 Short DRX cycle length.

M Number of short DRX cycles.

Ton2 “On” period length.

Table 8: Cross-carrier-aware DRX parameters for the anchor CC.

Parameter Description

Tα1 Inactivity period length.

Tβ1 Short DRX cycle length.

Tγ1 Long DRX cycle length.

N Number of short DRX cycles.

Ton1 “On” period length.

Once the SCell enters the “deep sleep” state, the UE starts tracking the events of the

anchor CC waiting for a PDCCH indicating that the BS has a packet ready for the SCell.

In other words, entering the “deep sleep” state is equivalent to starting the semi-Markov

Chain of the anchor CC from a randomly selected state, as depicted in Figure 37.

14The parameters in Table 8 are equivalent to the ones in Table 5. Here, the notation has been adjusted to
facilitate the differentiation of the parameters of the anchor CC from the ones of the SCell.
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From 𝑉1 To 𝐹4 To 𝐹9 To 𝐹7

To 𝐹5

Figure 37: Internal semi-Markov Chain of the “deep sleep” state.

In Figure 37, the states of the form Ū represent the ones being tracked at the anchor CC.

States Ci, i ∈ {0, 1, 3, 5}, capture the ones executed after the anchor CC receives a PDCCH

indicating that the BS has a packet for the SCell. After any such state is executed, the “deep

sleep” state ends, and the SCell transitions to a continuous reception state Fi.

When the SCell transitions from V1 to V2, not only the anchor CC is executing a ran-

domly selected state, but also the amount of time left until the end of such state is a random

variable. For example, when the SCell enters the “deep sleep” state, it may occur that the

anchor CC is in the middle of a “sleep” period of a short DRX rather than at the begin-

ning of such period. For this reason, when the SCell enters the “deep sleep” state, it needs

to synchronize with the anchor CC to account for the randomness in the amount of time

left until the end of the landed state. Such synchronization is captured in Figure 38 by

introducing the states of the form Û. States C2 and C4 are also added to account for the

possibility of exiting the “deep sleep” state during or immediately after a synchronization

state associated with a “sleep” state.
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Figure 38: Internal semi-Markov Chain of the “deep sleep” state with synchronization
states.

In Figure 38, C0 has a key role in the transition probabilities from V1 to the synchroniza-

tion states. C0 captures the case when a packet arrives at the BS for the SCell during the last

subframe x of V1, i.e., when the transition to the “deep sleep” state is inevitable. Since that

packet cannot be scheduled to be sent during subframe x, it must wait at least for the next

subframe x + 1. If during subframe x + 1 the anchor is in a non-“sleep” state, then the BS

can notify the UE in that same subframe that it has a packet ready for the SCell; therefore,

that the SCell should exit the “deep sleep” state. This scenario is the one captured by state

C0. As a consequence of this setup, the only cases where a synchronization state is reached

are

• when no packet arrived to the BS for the SCell during the last subframe x of V1, or

• when the anchor CC is in a “sleep” state during subframe x + 1.

4.3.2 Stationary Probability - Embedded Markov Chain - SCell

In this section, we present the calculation of the stationary probability of the EMC corre-

sponding to the semi-Markov Chain in Figure 36.
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Utilizing the notation pU,U′ for the transition probability from state U to state U′ and

πU for the stationary probability of state U in the EMC, the stationary probabilities π of the

EMC follow these relationships:

πR =

9∑
i=1

πFi , (127a)

πY1 = πR pR,Y1 , (127b)

πYi = πYi−1 pYi−1,Yi , i ∈ [2, 2M], (127c)

πV1 = πY2M pY2M ,V1 , (127d)

πV2 ,
∑
∀U∈V2

πU , (127e)

πF1 = πR pR,F1 , (127f)

πF2 =

M∑
i=1

πY2i−1 pY2i−1,F2 + πV1 pV1,F2 , (127g)

πF3 =

M∑
i=1

πY2i pY2i,F3 . (127h)

From these expressions we obtain:

πR =
πY1

pR,Y1

, (128a)

πYi = πY1

i∏
j=2

pY j−1,Y j , i ∈ [2, 2M], (128b)

πV1 = πY1ω2, (128c)

πV2 = πY1ω2ω3, (128d)

πF1 = πY1

pR,F1

pR,Y1

, (128e)

πF2 = πY1

pY1,F2 + ω2 pV1,F2 +

M∑
i=2

pY2i−1,F2

2i−1∏
j=2

pY j−1,Y j


 , (128f)

πF3 = πY1

M∑
i=1

pY2i,F3

2i∏
j=2

pY j−1,Y j

, (128g)
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where

ω2 = pY2M ,V1

2M∏
j=2

pY j−1,Y j , ω3 =
∑
∀U∈V2

πU

πV1

. (129)

With these expressions, the value of πY1 becomes

πY1 =

1 +
2

pR,Y1

+ ω2(1 + ω3) +

2M∑
i=2

i∏
j=2

pY j−1,Y j


−1

, (130)

which can be plugged into Eq. (128) to obtain the stationary probabilities of all other states

of the EMC model.

As in Section 4.2.2, we utilize a late-arrival model for the packet arrival in the SCell.

We utilize Λ2 to denote the number of packets that arrive in a single subframe. The PMF

of Λ2 is defined as

λ2(k) , Prob {Λ2 = k} , k = 0, 1, 2..., (131)

and its mean value is defined as

λ2 , E {Λ2} , (132)

where E {Λ2} denotes the expected value of Λ2. We denote by X2 the service time (measured

in subframes) of a single packet in the SCell. The PMF of X2 is defined as

b2(l) = Prob {X2 = l} , l = 1, 2, ..., (133)

and its mean value is defined as

b2 , E {X2} . (134)

Having the arrival model, the service discipline, and the PMF of the packet arrivals and

the service time, we proceed to characterize the transition probabilities. To achieve this,

we (a) apply the conditions that trigger each transition, as described in Section 4.3.1, and

(b) consider that the probability of a BS receiving no packets in a time period of length v

is equal to [λ2(0)]v since the number of packet arrivals in successive subframes constitutes
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a sequence of i.i.d. random variables. Consequently, the probability that the BS receives at

least one packet in a time period of length v is equal to 1 − [λ2(0)]v.

pR,Y1 = [λ2(0)]Tα2 , (135a)

pR,F1 = 1 − [λ2(0)]Tα2 , (135b)

pY2i−1,Y2i = [λ2(0)]Ton2−1 , i ∈ [1,M], (135c)

pY2i−1,F2 = 1 − [λ2(0)]Ton2−1 , i ∈ [1,M], (135d)

pY2i,Y2i+1 = [λ2(0)]Tβ2−Ton2+1 , i ∈ [1,M − 1], (135e)

pY2i,F3 = 1 − [λ2(0)]Tβ2−Ton2+1 , i ∈ [1,M], (135f)

pY2M ,V1 = [λ2(0)]Tβ2−Ton2+1 , (135g)

pV1,F2 = 1 − [λ2(0)]Ton2−1 , (135h)

pV1,V2 ,
∑
∀U∈V2

pV1,U = [λ2(0)]Ton2−1 , (135i)

where pV1,V2 is not a real transition probability since V2 represents a group of states, but

the probability of going from V1 to any of the states that belong to V2. Having the above

transition probabilities, we plug them in Eq. (128) and Eq. (129) and obtain

ω2 = [λ2(0)]MTβ2 , (136)

πY1 =

[
2

[λ2(0)]Tα2
+

(
1 + [λ2(0)]Ton2−1

) (1 − [λ2(0)]MTβ2

1 − [λ2(0)]Tβ2

)
+ (1 + ω3) [λ2(0)]MTβ2

]−1

. (137)

By denoting φ2 , πY1 , the expressions for the stationary probabilities for the rest of the

states become

πR =
φ2

[λ(0)]Tα2
, (138a)

πYi = φ2


[λ2(0)]Tβ2(i−1)/2 : i is odd

[λ2(0)]Tβ2(i−2)/2 [λ2(0)]Ton2−1 : i is even
, i ∈ [1, 2M], (138b)
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πV1 = φ2 [λ2(0)]MTβ2 , (138c)

πV2 = φ2 [λ2(0)]MTβ2 ω3, (138d)

πF1 = φ2

(
1

[λ2(0)]Tα2
− 1

)
, (138e)

πF2 = φ2

(
1 − [λ2(0)]Ton2−1

) (
1 +

1 − [λ2(0)]MTβ2

1 − [λ2(0)]Tβ2
[λ2(0)]Tβ2

)
, (138f)

πF3 = φ2

[
1 − [λ2(0)]MTβ2

] [
1 −

1 − [λ2(0)]Ton2−1

1 − [λ2(0)]Tβ2

]
, (138g)

πFi = φ2 [λ2(0)]MTβ2
∑
∀U∈V2

πU

πV1

pU,Fi , i ∈ [4, 9]. (138h)

All the expressions above depend on both the internal states of V2 (Figure 38) and their

transition probabilities to the continuous reception states Fi, i ∈ [4, 9]. As such, we now

analyze both of these factors.

4.3.3 Stationary Probability - Embedded Markov Chain - “Deep Sleep” Internal
States

In this section, we present the calculation of the stationary probabilities of the EMC corre-

sponding to the semi-Markov Chain in Figure 38.

For the synchronization states, such probabilities follow these relationships:

πB̂ = πV1 pV1,B̂, (139a)

πŜ i
= πV1 pV1,Ŝ i

, i ∈ [1, 2N], (139b)

πĜi
= πV1 pV1,Ĝi

, i ∈ [1, 2], (139c)

πÂi
= πV1 pV1,Âi

, i ∈ [1, 4]. (139d)

For the non-synchronization states, such probabilities follow these relationships:

πS̄ 1 = πB̄ pB̄,S̄ 1 + πB̂ pB̂,S̄ 1
, (140a)

πS̄ i = πS̄ i−1 pS̄ i−1,S̄ i + πŜ i−1
pŜ i−1,S̄ i

, i ∈ [2, 2N], (140b)
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πḠ1 = πS̄ 2N pS̄ 2N ,Ḡ1 + πḠ2 pḠ2,Ḡ1 + πŜ 2N
pŜ 2N ,Ḡ1

+ πĜ2
pĜ2,Ḡ1

, (140c)

πḠ2 = πḠ1 pḠ1,Ḡ2 + πĜ1
pĜ1,Ḡ2

, (140d)

πĀ1 = πB̄ pB̄,Ā1 + πB̂ pB̂,Ā1
, (140e)

πĀ2 =

N∑
i=1

πS̄ 2i−1 pS̄ 2i−1,Ā2 + πḠ1 pḠ1,Ā2 +

N∑
i=1

πŜ 2i−1
pŜ 2i−1,Ā2

+ πĜ1
pĜ1,Ā2

, (140f)

πĀ3 = πḠ2 pḠ2,Ā3 + πĜ2
pĜ2,Ā3

, (140g)

πĀ4 =

N∑
i=1

πS̄ 2i pS̄ 2i,Ā4 +

N∑
i=1

πŜ 2i
pŜ 2i,Ā4

. (140h)

For the exit states Ci, i ∈ [0, 5], such probabilities follow these relationships:

πC0 = πV1 pV1,C0 , (141a)

πC1 =

4∑
i=1

πĀi pĀi,C1 +

4∑
i=1

πÂi
pÂi,C1

+ πB̄ pB̄,C1 + πB̂ pB̂,C1

+

N∑
i=1

πS̄ 2i−1 pS̄ 2i−1,C1 +

N∑
i=1

πŜ 2i−1
pŜ 2i−1,C1

+ πḠ1 pḠ1,C1 + πĜ1
pĜ1,C1

, (141b)

πC2 = πĜ2
pĜ2,C2

, (141c)

πC3 = πḠ2 pḠ2,C3 , (141d)

πC4 =

N∑
i=1

πŜ 2i
pŜ 2i,C4

, (141e)

πC5 =

N∑
i=1

πS̄ 2i pS̄ 2i,C5 . (141f)

Compared to the formulation of the EMC for the anchor CC and the SCell, the one of

the internal states of the “deep sleep” cannot be expressed in a compact way similar to the

one of Eq. (96) or Eq. (130). Nevertheless, it can be numerically solved in terms of πV1

once the transition probabilities are known. Such transition probabilities depend on the BS

packet arrival model, the probability distribution, and their service discipline not only at

the SCell, but also at the anchor CC. To differentiate the parameters of the SCell from those
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of the anchor, we utilize the following notation for the latter: Λ1 for the number of packets

that arrive in a single subframe, λ1(k) for the PMF of Λ1, λ1 for the mean value of Λ1, X1

for the service time of a single packet, b1(l) for the PMF of X1, and b1 for the mean value

of X1. We now proceed to characterize the transition probabilities.

4.3.3.1 Transition Probabilities to the Synchronization States

The transition probabilities from V1 to each of the synchronization states depend directly on

the stationary probabilities of the EMC of the anchor CC and on whether a packet arrives

at the BS for the SCell during the last subframe of V1, as shown in Figure 38.

pV1,C0 = [λ2(0)]Ton2−1
(
1 − λ2(0)

) π̃B + π̃G1 +

N∑
i=1

π̃S 2i−1 +

4∑
i=1

π̃Ai

 , (142a)

pV1,B̂ = [λ2(0)]Ton2 π̃B, (142b)

pV1,Âi
= [λ2(0)]Ton2 π̃Ai , i ∈ [1, 4], (142c)

pV1,Ŝ 2i−1
= [λ2(0)]Ton2 π̃S 2i−1 , i ∈ [1,N], (142d)

pV1,Ŝ 2i
= [λ2(0)]Ton2−1 π̃S 2i , i ∈ [1,N], (142e)

pV1,Ĝ1
= [λ2(0)]Ton2 π̃G1 , (142f)

pV1,Ĝ2
= [λ2(0)]Ton2−1 π̃G2 , (142g)

where for every state U, π̃U is obtained from Eq. (115). The transition probability pV1,C0

captures the event that no packet arrives for the SCell during the first Ton1 − 1 subframes

of V1, a packet arrives for the SCell during the last subframe, i.e., subframe Ton1 of V1, and

the anchor CC is in a non-“sleep” state during subframe Ton1 + 1. When such event occurs,

state C0 is utilized to immediately notify the user of the need to transition the SCell out of

the “deep sleep” state.

The transition probabilities from the synchronization states to the rest of the states in

Figure 38 depend on the number of subframes left for the anchor to transition to its next
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state, which itself depends on the time instant when the SCell DRX lands in the synchro-

nization state.

4.3.3.2 Transition Probabilities from the Synchronization “On” States

The synchronization “on” states correspond to states Ŝ 2i−1, i ∈ [1,N], and Ĝ1. Consider

a “sleep” state whose maximum length is v subframes. Denote by P the subframe to be

executed at the moment that the transition from V1 takes place, i.e., there are up to v−(P−1)

subframes left until the end of the state. Then, given that P = i, i ∈ [1, v],

Prob {Ω1|P = i, v} =

v−(i−1)−1∑
j=1

q j−1λ2(0) [1 − λ1(0)] = λ2(0) [1 − λ1(0)]
1 − qv−(i−1)−1

1 − q
,

(143a)

Prob {Ω2|P = i, v} =

v−(i−1)−1∑
j=1

q j−1 [1 − λ2(0)] = [1 − λ2(0)]
1 − qv−(i−1)−1

1 − q
, (143b)

Prob {Ω3|P = i, v} = qv−(i−1)−1, (143c)

where q = λ1(0)λ2(0). Ω1, Ω2, and Ω3 indicate that the next transition is to a continuous

reception state of the anchor CC, to state C1, and to the next “sleep” state of the anchor

CC, respectively. In other words, they capture the required transition probabilities. The

factor q j−1 is the probability that no packet arrives at the BS for the anchor CC or the SCell

during j − 1 subframes. To obtain the unconditional probabilities of Ω1, Ω2, and Ω3, we

need Prob {P = i}.

An “on” state can be seen as a group of substates of 1 subframe duration each. In the

EMC of such group, the transition probability from every substate to the next one is the

probability of no packet arriving in one subframe, i.e., λ1(0). Therefore, the stationary

probability πi of the i-th substate satisfies

πi = πi−1λ1(0) = π1 [λ1(0)]i−1 . (144)
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Similarly, the stationary probability π̃i of the i-th state in the semi-Markov Chain is

π̃i =
πiHi∑

∀U′
πU′HU′

=
πi∑

∀U′
πU′HU′

=
π1∑

∀U′
πU′HU′

[λ1(0)]i−1 = π̃1 [λ1(0)]i−1 . (145)

Since the stationary probability π̃on of an “on” state, seen as a single state, in the semi-

Markov Chain is equivalent to the sum of the stationary probability π̃i of its substates, then

π̃on =

v∑
i=1

π̃i =

v∑
i=1

π̃1 [λ1(0)]i−1 = π̃1
1 − [λ1(0)]v

1 − [λ1(0)]
=

π̃i

[λ1(0)]i−1

1 − [λ1(0)]v

1 − [λ1(0)]
. (146)

Therefore,

π̃i = [λ1(0)]i−1 1 − [λ1(0)]
1 − [λ1(0)]v π̃on, (147)

from which we then obtain that

Prob {P = i|v} = [λ1(0)]i−1 1 − [λ1(0)]
1 − [λ1(0)]v . (148)

We can now obtain the unconditional probabilities of Ω1, Ω2, and Ω3 as

Prob
{
Ω j|v

}
=

v∑
i=1

Prob
{
Ω j|P = i, v

}
Prob {P = i|v}, i ∈ [1, 3], (149)

from which we then get

Prob {Ω1|v} =
λ2(0) − q

1 − q
[
1 − f1(v)

]
, (150a)

Prob {Ω2|v} =
1 − λ2(0)

1 − q
[
1 − f1(v)

]
, (150b)

Prob {Ω3|v} = f1(v), (150c)

where

f1(x) = [λ1(0)]x−1 1 − λ1(0)
1 − [λ1(0)]x

1 − [λ2(0)]x

1 − λ2(0)
, (151)
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and q = λ1(0)λ2(0). Then, the transition probabilities from the “on” synchronization states

of the short DRX are

pŜ 2i−1,Ā2
= Prob {Ω1|v = Ton1} =

λ2(0) − q
1 − q

[
1 − f1 (Ton1)

]
, i ∈ [1,N], (152a)

pŜ 2i−1,C1
= Prob {Ω2|v = Ton1} =

1 − λ2(0)
1 − q

[
1 − f1 (Ton1)

]
, i ∈ [1,N], (152b)

pŜ 2i−1,S̄ 2i
= Prob {Ω3|v = Ton1} = f1 (Ton1) , i ∈ [1,N]. (152c)

Similarly, the ones of the long DRX are

pĜ1,Ā2
=
λ2(0) − q

1 − q
[
1 − f1 (Ton1)

]
, i ∈ [1,N], (153a)

pĜ1,C1
=

1 − λ2(0)
1 − q

[
1 − f1 (Ton1)

]
, i ∈ [1,N], (153b)

pĜ1,Ḡ2
= f1 (Ton1) , i ∈ [1,N]. (153c)

In addition to the transition probabilities, for i ∈ [1, v], important relationships include

Prob {L = k|P = i, v} =


qk−1 (1 − q) : 1 ≤ k < v − (i − 1)

qk−1 : k = v − (i − 1)
, v > 1, (154)

Prob {L = k|P = i, v} = 1, k = v = 1, (155)

E {L|P = i, v} =
1 − qv−(i−1)

1 − q
, (156)

where L denotes the number of subframes spent in the “on” synchronization state. From

the above, it follows that

E {L|v} = E {E {L|P = i, v}} =
1 − q f1(v)

1 − q
. (157)

Conceptually, E {L|v} represents the holding time of an “on” synchronization state.

113



4.3.3.3 Transition Probabilities from the Synchronization Inactivity Period

The synchronization inactivity period corresponds to state B̂. An inactivity period is very

similar to an “on” state. The main difference is that a transition to a continuous reception

state is possible from the last subframe of the inactivity period, and not of the “on” period.

This difference impacts the formulation of the transition probabilities.

Consider that the inactivity period has a maximum length of v subframes. Denote by P

the subframe to be executed at the moment that the transition from V1 takes place, i.e., there

are up to v−(P−1) subframes left until the end of the state. Then, given that P = i, i ∈ [1, v],

Prob {Ω1|P = i, v} =

v−(i−1)∑
j=1

q j−1λ2(0) [1 − λ1(0)] = λ2(0) [1 − λ1(0)]
1 − qv−(i−1)

1 − q
, (158a)

Prob {Ω2|P = i, v} =

v−(i−1)∑
j=1

q j−1 [1 − λ2(0)] = [1 − λ2(0)]
1 − qv−(i−1)

1 − q
, (158b)

Prob {Ω3|P = i, v} = qv−(i−1), (158c)

where q = λ1(0)λ2(0). Ω1, Ω2, and Ω3 indicate that the next transition is to a continu-

ous reception state of the anchor CC, to C1, and to the next “on” state of the anchor CC,

respectively. In other words, they capture the required transition probabilities. The fac-

tor q j−1 is the probability that no packet arrives at the BS for the anchor CC or the SCell

during j − 1 subframes. To obtain the unconditional probabilities of Ω1, Ω2, and Ω3, we

need Prob {P = i}. Such probability is found by following a similar analysis as the one

for the synchronization “on” state, i.e., it follows Eq. (148). Therefore, the unconditional

probabilities of Ω1, Ω2, and Ω3 become

Prob {Ω1|v} =
λ2(0) − q

1 − q
[
1 − q f1(v)

]
, (159a)

Prob {Ω2|v} =
1 − λ2(0)

1 − q
[
1 − q f1(v)

]
, (159b)

Prob {Ω3|v} = q f1(v), (159c)
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where f1(x) is defined in Eq. (151). We can now obtain the transition probabilities:

pB̂,C1
= Prob {Ω2|v = Tα1} =

1 − λ2(0)
1 − q

[
1 − q f1(Tα1)

]
, (160a)

pB̂,Ā1
= Prob {Ω1|v = Tα1} =

λ2(0) − q
1 − q

[
1 − q f1(Tα1)

]
, (160b)

pB̂,S̄ 1
= Prob {Ω3|v = Tα1} = q f1(Tα1). (160c)

By following a similar analysis as the one for the synchronization “on” state, the hold-

ing time of the synchronization inactivity period is found to follow Eq. (157).

4.3.3.4 Transition Probabilities from the Synchronization “Sleep” States

The synchronization “sleep” states correspond to states Ŝ 2i, i ∈ [1,N], and Ĝ2. Consider

a “sleep” state whose maximum length is v subframes. Denote by P the subframe to be

executed at the moment that the transition from V1 takes place, i.e., there are v − (P − 1)

subframes left until the end of the state. Then, given that P = i, i ∈ [1, v],

Prob {R = 0|P = i, v} = [λ2(0)]v−(i−1)+1 , (161a)

Prob {Ω1|P = i, v} =
[
1 − [λ1(0)]v ] Prob {R = 0|P = i, v}

=
[
1 − [λ1(0)]v ] [λ2(0)]v−(i−1)+1 , (161b)

Prob {Ω2|P = i, v} = 1 − Prob {R = 0|P = i, v} = 1 − [λ2(0)]v−(i−1)+1 , (161c)

Prob {Ω3|P = i, v} = [λ1(0)]v Prob {R = 0|P = i, v} = [λ1(0)]v [λ2(0)]v−(i−1)+1 , (161d)

where R is the number of packets that arrive at the BS for the SCell by the end of the state.

Ω1, Ω2, and Ω3 indicate that the next transition is to a continuous reception state of the

anchor CC, to a state Ci, and to the next “on” state of the anchor CC, respectively. For a

“sleep” state, P is a discrete and uniformly distributed random variable in the range [1, v].
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It follows that

Prob {R = 0|v} =

v∑
i=1

Prob {R = 0|P = i, v}Prob {P = i|v}

=
[λ2(0)]2

1 − λ2(0)
1 − [λ2(0)]v

v
. (162)

Let

f2(x) =
[λ2(0)]2

1 − λ2(0)
1 − [λ2(0)]x

x
. (163)

Then,

Prob {Ω1|v} =
[
1 − [λ1(0)]v ] f2(v), (164a)

Prob {Ω2|v} = 1 − f2(v), (164b)

Prob {Ω3|v} = [λ1(0)]v f2(v). (164c)

Therefore, the transition probabilities from the “sleep” periods are

pŜ 2i,C4
= Prob

{
Ω2|v = Tβ1 − Ton1

}
= 1 − f2

(
Tβ1 − Ton1

)
, i ∈ [1,N], (165a)

pŜ 2i,S̄ 2i+1
= Prob

{
Ω3|v = Tβ1 − Ton1

}
= [λ1(0)]Tβ1−Ton1+1 f2

(
Tβ1 − Ton1

)
, i ∈ [1,N − 1], (165b)

pŜ 2N ,Ḡ1
= Prob

{
Ω3|v = Tβ1 − Ton1

}
= [λ1(0)]Tβ1−Ton1+1 f2

(
Tβ1 − Ton1

)
, (165c)

pŜ 2i,Ā4
= Prob

{
Ω1|v = Tβ1 − Ton1

}
=

[
1 − [λ1(0)]Tβ1−Ton1+1

]
f2

(
Tβ1 − Ton1

)
, i ∈ [1,N], (165d)

pĜ2,C2
= Prob

{
Ω2|v = Tγ1 − Ton1

}
= 1 − f2

(
Tγ1 − Ton1

)
, (165e)

pĜ2,Ḡ1
= Prob

{
Ω3|v = Tγ1 − Ton1

}
= [λ1(0)]Tγ1−Ton1+1 f2

(
Tγ1 − Ton1

)
, (165f)
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pĜ2,Ā3
= Prob

{
Ω21|v = Tγ1 − Ton1

}
=

[
1 − [λ1(0)]Tγ1−Ton1+1

]
f2

(
Tγ1 − Ton1

)
. (165g)

In addition to the transition probabilities, important relationships also include

E {R|P = i, v} = [v − (i − 1) + 1] λ2, (166)

E {R|v} = E {E {R|P = i, v}} =

[
v + 1

2
+ 1

]
λ2, (167)

Prob {L = i|v} = Prob {P = v − (i − 1)|v} =
1
v
, i ∈ [1, v], (168)

where L denotes the number of subframes left to be executed until the end of the “sleep”

state. Since L is also uniformly distributed over [1, v], we have that

E {L|v} =
v + 1

2
. (169)

Let Ř denote R conditioned on being greater than zero, i.e., Ř is the number of packets in

the BS for the SCell given that at least one such packet arrived. Then,

Prob
{
Ř = k|v

}
=


Prob{R=k|v}

1−Prob{R=0|v} : k > 0

0 : k = 0
, (170)

E{Ř|v} =
E{R|v}

1 − Prob{R = 0|v}
=

1 + v+1
2

1 − f2(v)
λ2. (171)

Conceptually, Ř represents the number of buffered packets for the SCell if the BS deter-

mines that it should trigger the activation of the SCell at the end of a “sleep” synchroniza-

tion state, and E {L|v} represents the holding time of a “sleep” synchronization state.

4.3.3.5 Transition Probabilities from the Synchronization Continuous Reception States

Compared to the previously described synchronization states, a synchronization continuous

reception state does not have a maximum duration that applies to every instance of such
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state.

Let P− be a random variable corresponding to the number of subframes left until the end

of the synchronization continuous reception state at the moment that the transition from V1

takes place, i.e., if the UE were not tracking such state for the presence of a PDCCH for

the SCell, such state would have executed for P− more subframes. Then, it follows that

Prob {Ω2|P− = m} = 1 − [λ2(0)]m , (172a)

Prob {Ω3|P− = m} = [λ2(0)]m , (172b)

where Ω2 and Ω3 indicate that the next transition is to C1, and to the next inactivity

period, respectively. To obtain the unconditional probabilities of Ω2 and Ω3, we need

Prob {P− = m}. In contrast to the transition probabilities discussed in the previous sec-

tion, there is no explicit formulation for Prob {P− = m}; nevertheless, we can obtain one for

its probability-generating function (PGF). Such approach is useful because

Prob {Ω2} =

∞∑
i=1

Prob {Ω2|P− = m}Prob {P− = m} = 1 −ZP−(z)
∣∣∣∣∣
z=λ2(0)

, (173a)

Prob {Ω3} =

∞∑
i=1

Prob {Ω3|P− = m}Prob {P− = m} = ZP−(z)
∣∣∣∣∣
z=λ2(0)

, (173b)

where

ZP−(z) =

∞∑
m=1

zm Prob {P− = m}, (174)

i.e., ZP−(z) represents the PGF of P−. We now describe how to obtain an expression for

such PGF.

Let P be a random variable corresponding to the number of subframes of the continuous

reception state of interest. Let P+ be a random variable corresponding to the number of

subframes of the continuous reception state landed after transitioning from V1. An instance

of a continuous reception state lasting j subframes has a chance of including the landing

subframe with a probability proportional to j. Therefore, the probability that P+ has j
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subframes is given by

Prob {P+ = j} =
j Prob {P = j}

E {P}
. (175)

The position of the landed subframe within the synchronization continuous reception state

is uniformly distributed over the length of the state. Hence, the probability that there are k

remaining subframes in the synchronization continuous reception state is

Prob {P− = k|P+ = j} =
1
j
, j ≥ 1, k = 1, 2, . . . , j. (176)

So,

Prob {P− = k} =

∞∑
j=1

Prob {P− = k|P+ = j}Prob {P+ = j} =
Prob {P ≥ k}

E {P}
, (177)

then, the PGF of P− becomes

ZP−(z) =
z

1 − z
1 −ZP(z)

E {P}
, (178)

where ZP(z) is the PGF of P, i.e., the PGF of the length (in subframes) of a continuous

reception state. If such state started with Ř subframes, then

P =

Ř∑
i=1

P∗, (179)

where P∗ is a random variable corresponding to the length of a continuous reception state

caused by one packet in the buffer, i.e., the length of a busy period caused by one packet,

in queuing theory terminology. Therefore, the PGF of P becomes

ZP(z) = ZŘ

(
ZP∗(z)

)
, (180)
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whereZŘ(z) is the PGF of Ř. Since the PMF of Ř(z) follows (170), its PGF is

ZŘ(z) =
ZR(z) − Prob {R = 0}

1 − Prob {R = 0}
, (181)

where R is the number of packets buffered during the state that preceded the continu-

ous reception state. If such state buffered packets during v subframes, then we have that

Prob {R = 0} = [λ1(0)]v andZR(z) =
[
ZΛ1(z)

]v. Therefore,

ZŘ(z) =

[
ZΛ1(z)

]v
− [λ1(0)]v

1 − [λ1(0)]v , (182)

and plugging into Eq. (180), we get

ZP(z) =

[
ZΛ1

(
ZP∗(z)

)]v

− [λ1(0)]v

1 − [λ1(0)]v . (183)

The expected value of P can be found from

E {P} =
d
dz
ZP(z)

∣∣∣∣∣
z=1

=
vλ1

1 − [λ1(0)]v E {P∗} , (184)

where E {P∗} is obtained from Eq. (109) by considering that the initial number of packets

in the buffer is 1, i.e.,

E {P∗} =
b1

1 − ρ1
, (185)

where ρ1 = λ1b1. Therefore, by plugging Eq. (185) into Eq. (184), we have

E {P} =
ρ1

1 − ρ1

v
1 − [λ1(0)]v . (186)
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By plugging Eq. (183) and Eq. (186) into Eq. (178), we obtain

ZP−(z) =
z

1 − z
1 − ρ1

ρ1

1 −
[
ZΛ1

(
ZP∗(z)

)]v

v
. (187)

From Eq. (173a) and Eq. (173b), we can now obtain the probabilities of Ω1 and Ω2:

Prob {Ω2} = 1 − f3(v), (188a)

Prob {Ω3} = f3(v), (188b)

where

f3(x) =
1 − ρ1

ρ1

λ2(0)
1 − λ2(0)

1 −
[
ZΛ1

(
ZP∗(z)

)]x

x

∣∣∣∣∣∣∣∣∣∣
z=λ2(0)

, (189)

andZP∗(z) is obtained from [82] as the PGF of the length of a busy period triggered by the

arrival of one packet:

ZP∗(u) =

∞∑
n=1

un

n!
dn−1

dzn−1

{[
d
dz
ZX1(z)

] [
ZΛ1

(
ZX1(z)

)]n}∣∣∣∣∣∣
z=0

. (190)

Then, the transition probabilities from the continuous reception periods can be obtained as

follows:

pÂ1,B̄ = pÂ2,B̄ = f3(1), (191a)

pÂ1,C1
= pÂ2,C1

= 1 − f3(1), (191b)

pÂ4,B̄ = f3(Tβ1 − Ton1 + 1), (191c)

pÂ4,C1
= 1 − f3(Tβ1 − Ton1 + 1), (191d)

pÂ3,B̄ = f3(Tγ1 − Ton1 + 1), (191e)

pÂ3,C1
= 1 − f3(Tγ1 − Ton1 + 1). (191f)
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In addition to the transition probabilities, important relationships include

Prob {L = k|P− = m} =


[λ2(0)]k−1 [1 − λ2(0)] : 1 ≤ k < m

[λ2(0)]k−1 : k = m
, m > 1, (192)

Prob {L = k|P− = m} = 1, m = k = 1, (193)

E {L|P− = m} =
1 − [λ2(0)]m

1 − λ2(0)
, (194)

where L denotes the number of subframes spent in the synchronization continuous recep-

tion state. From the above, it follows that

E {L} = E {E {L|P− = m}} =
1 − f3(v)
1 − λ2(0)

. (195)

Conceptually, E {L} represents the holding time of a synchronization continuous reception

state.

4.3.3.6 Transition Probabilities for Non-Synchronization States

For the non-synchronization states, we use most of the expressions previously developed

for the synchronization states. We can do so because a non-synchronization state is equiv-

alent to a synchronization state that always starts at subframe 1 of the original state. Partic-

ularly, for the “on,” inactivity, and “sleep” states, we only need to set P = 1 in Eq. (143),

Eq. (158), Eq. (161), respectively. Then, we obtain

pB̄,S̄ 1 = qTα1 , (196a)

pB̄,Ā1 =
[
λ2(0) − q

] 1 − qTα1

1 − q
, (196b)

pB̄,C1 = [1 − λ2(0)]
1 − qTα1

1 − q
, (196c)

pS̄ 2i−1,S̄ 2i = qTon1−1, i ∈ [1,N], (196d)

pS̄ 2i−1,Ā2 =
[
λ2(0) − q

] 1 − qTon1−1

1 − q
, i ∈ [1,N], (196e)
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pS̄ 2i−1,C1 = [1 − λ2(0)]
1 − qTon1−1

1 − q
, i ∈ [1,N], (196f)

pS̄ 2N ,Ḡ1 = qTβ1−Ton1+1, (196g)

pS̄ 2i,S̄ 2i+1 = qTβ1−Ton1+1, i ∈ [1,N − 1], (196h)

pS̄ 2i,Ā4 = [λ2(0)]Tβ1−Ton1+1 − qTβ1−Ton1+1, i ∈ [1,N], (196i)

pS̄ 2i,C5 = 1 − [λ2(0)]Tβ1−Ton1+1 , i ∈ [1,N], (196j)

pḠ2,Ḡ1 = qTγ1−Ton1+1, (196k)

pḠ2,Ā3 = [λ2(0)]Tγ1−Ton1+1 − qTγ1−Ton1+1, (196l)

pḠ2,C3 = 1 − [λ2(0)]Tγ1−Ton1+1 . (196m)

For the continuous reception states, we use the expressions in Eq. (173) and replace the

PGF of P− with the PGF of P (Eq. (183)), leading to

pĀ1,C1 = pĀ2,C1 = f4(1), (197a)

pĀ1,B̄ = pĀ2,B̄ = 1 − f4(1), (197b)

pĀ3,C1 = f4(Tγ1 − Ton1 + 1), (197c)

pĀ3,B̄ = 1 − f4(Tγ1 − Ton1 + 1), (197d)

pĀ4,C1 = f4(Tβ1 − Ton1 + 1), (197e)

pĀ4,B̄ = 1 − f4(Tβ1 − Ton1 + 1), (197f)

where

f4(x) =

1 −
[
ZΛ1

(
ZP∗(z)

)]x

1 − [λ1(0)]x

∣∣∣∣∣∣∣∣∣∣
z=λ2(0)

. (198)

At this point, all the transition probabilities have been defined, and the stationary proba-

bilities of the EMC can be evaluated. In addition to the stationary probabilities of the EMC,

the holding time of each state is required to compute the energy savings. In Section 4.3.4,
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we describe how the holding time is obtained.

4.3.3.7 Transition Probabilities for Exit States

States Ci, i ∈ [0, 5], correspond to the exit states, i.e., the states that represent the exit from

the “deep sleep” state. Their transition probabilities are

pCi,Fi+4 = 1, i ∈ [0, 5]. (199)

4.3.4 Holding Time
4.3.4.1 “Deep Sleep” Internal States

For the synchronization states inside the “deep sleep” state, the holding time was discussed

jointly with their transition probabilities in Sections 4.3.3.2-4.3.3.4. Here we summarize

the expressions for those holding times H:

HŜ 2i
=

Tβ1 − Ton1 + 1
2

, i ∈ [1,N], (200a)

HĜ2
=

Tγ1 − Ton1 + 1
2

, (200b)

HŜ 2i−1
=

1 − q f1 (Ton1)
1 − q

, i ∈ [1,N], (200c)

HĜ1
=

1 − q f1 (Ton1)
1 − q

, (200d)

HB̂ =
1 − q f1 (Tα1)

1 − q
, (200e)

HÂ1
= HÂ2

=
1 − f3(1)
1 − λ2(0)

, (200f)

HÂ3
=

1 − f3(Tγ1 − Ton1 + 1)
1 − λ2(0)

, (200g)

HÂ4
=

1 − f3(Tβ1 − Ton1 + 1)
1 − λ2(0)

, (200h)

where f1(x) is defined in Eq. (151), and f3(x) is defined in Eq. (189).

For the non-synchronization states inside the “deep sleep” state, the holding time is

obtained following a similar approach as the one for the transition probabilities in Sec-

tion 4.3.3.6. Particularly, for the “on” and inactivity states, we only need to set P = 1 in
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Eq. (156). For the “sleep” and exit states Ci, i ∈ [0, 5], the holding time is a deterministic

value:

HB̄ =
1 − qTα1

1 − q
, (201a)

HS̄ 2i = Tβ1 − Ton1, i ∈ [1,N], (201b)

HS̄ 2i−1 =
1 − qTon1

1 − q
, i ∈ [1,N], (201c)

HḠ1 =
1 − qTon1

1 − q
, (201d)

HḠ2 = Tγ1 − Ton1, (201e)

HCi = 1, i ∈ [0, 5]. (201f)

For the non-synchronization continuous reception states inside the “deep sleep” state, we

utilize the expression in Eq. (194) and replace the PGF of P− with the PGF of P (Eq. (183))

when calculating the holding time, leading to

HĀ1 = HĀ2 =
f4(1)

1 − λ2(0)
, (202a)

HĀ3 =
f4

(
Tγ1 − Ton1 + 1

)
1 − λ2(0)

, (202b)

HĀ4 =
f4

(
Tβ1 − Ton1 + 1

)
1 − λ2(0)

, (202c)

where f4(x) is defined in Eq. (198).
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4.3.4.2 SCell

For the holding time of the SCell states (Figure 36), we can directly apply the expressions

developed in Section 4.2.3 by adjusting for the parameters of the SCell:

HR =
1 − [λ2(0)]Tα2

1 − λ2(0)
, (203a)

HY2i−1 =
1 − [λ2(0)]Ton2

1 − λ2(0)
, i ∈ [1,N], (203b)

HY2i = Tβ2 − Ton2, i ∈ [1,N], (203c)

HV1 =
1 − [λ2(0)]Ton2

1 − λ2(0)
, (203d)

HF1 = HF2 =
ρ2

1 − ρ2

1
1 − λ2(0)

, (203e)

HF3 =
ρ2

1 − ρ2

Tβ2 − Ton2 + 1

1 − [λ2(0)]Tβ2−Ton2+1 . (203f)

The previous expressions account for the inactivity period, short DRX cycles, state V1, and

continuous reception states Fi, i ∈ [1, 3]. The last three states are related to the arrival of

packets outside the “deep sleep”. On the other hand, states Fi, i ∈ [4, 9], are related to the

arrival of packets within the “deep sleep,” and their holding times are now analyzed.

From Eq. (110), we have that the holding time of a continuous reception state depends

on the expected value of the number of packets in the BS buffer at the moment that the state

starts. For states Fi, i ∈ [4, 9], such expected value E
{
RFi

}
is the sum of

• the expected value of the number of packets received during Ci−4, i.e., λ2 packets,

and

• the expected value E
{
RCi−4

}
of the number of packets in the BS buffer when Ci−4

started,

i.e.,

E
{
RFi

}
= λ2 + E

{
RCi−4

}
i ∈ [4, 9]. (204)
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Then, applying Eq. (110), we have that

HFi = E
{
RFi

} b2

1 − ρ2

=
ρ2

1 − ρ2

[
1 +

E
{
RCi−4

}
λ2

]
, i ∈ [4, 9]. (205)

E
{
RCi−4

}
can be computed from Eq. (112) for i ∈ {4, 5, 7, 9}, i.e., for those states Ci reached

from any state except the synchronization “sleep” states. The reason is that the buffering

time that precedes states Ci, i ∈ {0, 1, 3, 5}, is a deterministic value. So,

E
{
RC0

}
= E

{
RC1

}
= λ2

1
1 − λ2(0)

, (206a)

E
{
RC3

}
= λ2

Tγ1 − Ton1 + 1

1 − [λ2(0)]Tγ1−Ton1+1 , (206b)

E
{
RC5

}
= λ2

Tβ1 − Ton1 + 1

1 − [λ2(0)]Tβ1−Ton1+1 . (206c)

For i ∈ {2, 4}, E
{
RCi

}
is determined by Eq. (171), i.e., by the expected number of packets at

the end of the preceding “sleep” state, given that at least one such packet arrived. So,

E
{
RC2

}
= λ2 f5

(
Tγ1 − Ton1

)
, (207a)

E
{
RC4

}
= λ2 f5

(
Tβ1 − Ton1

)
, (207b)

where

f5(x) =
1 + x+1

2

1 − f2(x)
, (208)

and f2(x) is defined in Eq. (163). Having E
{
RCi

}
, i ∈ [0, 5], we can plug it into Eq. (205)

and find the remaining holding times:

HF4 = HF5 =
ρ2

1 − ρ2

[
1 +

1
1 − λ2(0)

]
, (209a)

HF6 =
ρ2

1 − ρ2

[
1 + f5

(
Tγ1 − Ton1

)]
, (209b)
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HF7 =
ρ2

1 − ρ2

[
1 +

Tγ1 − Ton1 + 1

1 − [λ2(0)]Tγ1−Ton1+1

]
, (209c)

HF8 =
ρ2

1 − ρ2

[
1 + f5

(
Tβ1 − Ton1

)]
, (209d)

HF9 =
ρ2

1 − ρ2

[
1 +

Tβ1 − Ton1 + 1

1 − [λ2(0)]Tβ1−Ton1+1

]
. (209e)

4.3.5 Performance Metrics

The main performance metrics associated with any DRX scheme are the amount of energy

saved and the packet delay, also known as waiting time in queuing theory terminology.

Since the metrics for the anchor CC correspond to the ones already analyzed and evaluated

in Section 4.2, here we focus on evaluating the performance metrics for the SCell.

4.3.5.1 Energy Savings

The amount of energy saved is defined as the total amount of time spent in the “sleep”

and “deep sleep” states. This value can be obtained from the stationary probabilities of

the semi-Markov Chain, which we derive from the stationary probabilities of the EMC in

Eq. (138), Eq. (139), Eq. (140), and Eq. (141), obtained in Sections 4.3.2 and 4.3.3.

For any state U, its stationary probability π̃U in the semi-Markov Chain is defined by

Eq. (115). Then, the energy savings τβ2 and τds provided by the short DRX cycles and the

“deep sleep” state, respectively, are

τβ2 =

M∑
i=1

π̃Y2i , τds =

M∑
∀U∈V2

π̃U . (210)

Replacing the expressions for the stationary probabilities of the semi-Markov Chain, τβ2

and τds become

τβ2 =
Tβ2 − Ton2

Ψ2

1 − [λ2(0)]MTβ2

1 − [λ2(0)]Tβ2
[λ2(0)]Ton2−1 , (211a)

τds =
[λ2(0)]MTβ2

Ψ2

∑
U∈V2

πU

πV1

HU , (211b)
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where

Ψ2 =
1

[λ2(0)]Tα2

[
HR +

(
1 − [λ2(0)]Tα2

)
HF1

]
+

[
1 − [λ2(0)]Ton2−1

]
[λ2(0)]MTβ2 HF2

+
[
1 − [λ2(0)]MTβ2

]
HF3 + [λ2(0)]MTβ2

HY1 +

9∑
i=4

πCi−4

πV1

HFi +
∑
∀U∈V2

πU

πV1

HU


+

1 − [λ2(0)]MTβ2

1 − [λ2(0)]Tβ2

[
HY1 + [λ2(0)]Ton2−1 HY2 +

[
1 − [λ2(0)]Ton2−1

] [
HF2 − HF3

]]
. (212)

Then, the total energy savings τ2 become

τ2 = τβ2 + τds. (213)

4.3.5.2 Delay

To calculate the expected value E {Γ2} of the packet delay in the SCell, we need to com-

pute (a) the expected value of the delay Υi experienced by the packets sent in Fi, i ∈ [1, 9],

and (b) the probability of a packet to be sent in each of such states. As discussed in Sec-

tion 4.2.4.2, we apply the results from queuing theory that establish the expected value

E {Υ} of the packet waiting time in a system with vacation [82]. In such context,

E{Υ} =
[λ2]2 E{[X2]2} + b2E{[Λ2]2} − ρ2(λ2 + 1)

2λ2(1 − ρ2)
+

E{v(v − 1)}
2E{v}

, (214)

where v is the length of the vacation, the first term represents the waiting time in a system

without vacation, and the second term represents the residual life of the vacation time. In

the context of DRX, v corresponds to the amount of time the BS buffers packets before

entering a continuous reception state. Therefore, v is a deterministic value equal to 1 for F1

and F2 and Tβ2 − Ton2 + 1 for F3. For Fi, i ∈ [4, 9], v is the sum of the amount spent in state

Ci−4, i.e., 1 subframe, and the amount of buffering time preceding that state. In particular, v

is a deterministic value equal to 2 for F4 and F5, Tγ1 + Ton1 + 2 for F7, and Tβ1−Ton1 + 2 for

F9. On the other hand, v is a discrete uniformly distributed random variable in the range
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[3,Tγ1 − Ton1 + 2] for F6 and in the range [3,Tβ1 − Ton1 + 2] for F8. It then follows that

E{Υ1} = E{Υ2} =
[λ2]2 E{[X2]2} + b2E{[Λ2]2} − ρ2(λ2 + 1)

2λ2(1 − ρ2)
, (215a)

E{Υ3} = E{Υ1} +
Tβ2 − Ton2

2
, (215b)

E{Υ4} = E{Υ5} = E{Υ1} +
1
2
, (215c)

E{Υ6} = E{Υ1} +
1
3

(
Tγ1 − Ton1

)2
+ 6

(
Tγ1 − Ton1

)
+ 11(

Tγ1 − Ton1

)
+ 5

, (215d)

E{Υ7} = E{Υ1} +
Tγ1 + Ton1 + 1

2
, (215e)

E{Υ8} = E{Υ1} +
1
3

(
Tβ1 − Ton1

)2
+ 6

(
Tβ1 − Ton1

)
+ 11(

Tβ1 − Ton1

)
+ 5

, (215f)

E{Υ9} = E{Υ1} +
Tβ1 + Ton1 + 1

2
. (215g)

We now proceed to compute the probability of a packet being sent from state Fi. From

Eq. (123), we have that such probability is

Prob {Φ = Fi} =
πFi HFi

9∑
j=1
πF j HF j

, (216)

where Φ denotes the state from which the packet is sent. We can now see that

E {Γ2} = E {E {Γ2|Φ}} =

9∑
i=1

E {Γ2|Φ = Fi}Prob {Φ = Fi}

=

9∑
i=1

E {Υi}Prob {Φ = Fi}. (217)
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After further simplification, the above expression becomes

E {Γ2} = E {Υ1} +
1∑9

j=1 πF j HF j

[
1
2

[(
Tβ2 − Ton2

)
πF3 HF3 + πF4 HF4 + πF5 HF5

+
(
Tγ1 − Ton1 + 1

)
πF7 HF7 +

(
Tβ1 − Ton1 + 1

)
πF9 HF9

]
+

1
3


(
Tγ1 − Ton1

)2
+ 6

(
Tγ1 − Ton1

)
+ 11(

Tγ1 − Ton1

)
+ 5

πF6 HF6

+

(
Tβ1 − Ton1

)2
+ 6

(
Tβ1 − Ton1

)
+ 11(

Tβ1 − Ton1

)
+ 5

πF8 HF8


 . (218)

As mentioned previously, the first term represents the waiting time in a system with

no DRX. Hence, the second term denotes the additional waiting time caused by the cross-

carrier-aware DRX.

4.3.6 Performance Evaluation

The focus of this section is to show the validity and accuracy of our modeling approach,

and to characterize the benefits provided in terms of energy savings and delay by our cross-

carrier-aware DRX compared to the classical DRX.

To validate our modeling approach, we simulated a DRX system consisting of a BS and

a UE. The link between them is composed of an anchor CC and a SCell operating according

to our cross-carrier-aware DRX. The BS has an infinite buffer per CC per UE, where it

stores any packet that cannot be immediately sent to the UE since the corresponding CC

is in a “sleep” or “deep sleep” state, or because previously buffered packets are being sent.

Once the CC is “awake,” its buffered packets are sent by the BS following a FIFO scheme.

We consider that there is no packet loss or retransmissions between the BS and the UE.

The number of packets that arrive in a single subframe for the anchor CC and the SCell

are denoted by Λ1 and Λ2, respectively, and their means are represented by λ1 and λ2.

Similarly, the service times for the anchor CC and the SCell are denoted by X1 and X2,

respectively, and their means are represented by b1 and b2. Λ1 and Λ2 are considered to
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follow a Poisson distribution, and X1 and X2 are considered to follow a modified Poisson

distribution whose PMF is described by Eq. (126).

In Figure 39, we depict the histogram of the deviation between the analytical and sim-

ulation results for the energy savings and delay metrics of the SCell, across multiple SCell

DRX parameters. For each combination of those parameters, the operation of the cross-

carrier-aware DRX during 1 million subframes was simulated. At the end of each simu-

lation, the energy savings and delay metrics were computed and compared to the results

found from the analytical expressions. For each configuration, the deviation is then com-

puted as the difference between the theoretical and simulated performance metrics.
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Figure 39: Deviation of theoretical from experimental metrics for the cross-carrier-aware
DRX with parameters λ1 = 0.1, b1 = 2.5ms, Tα1 = 4ms, Tβ1 = 8ms, Ton1 = 2ms,
Tγ1 = 16ms, N = 4, λ2 = 0.1, b2 = 2.5ms, Tα2 ∈ [4, 8, 16, 32, 64]ms, Tβ2 ∈

[4, 8, 16, 32, 64, 128, 256]ms, M ∈ [2, 4, 8, 16], Ton2 ∈ [2, 4, 8, 16, 32, 64, 128]ms.

From Figure 39, we observe that the deviation for both metrics is extremely low. In

particular, the absolute deviation in the energy savings is less than 1% of energy savings.

Similarly, the absolute deviation in the delay is mostly within 1ms. From these results, we

validate the significantly high accuracy, with respect to the DRX parameters of the SCell,

of the analytical expressions derived for the performance metrics of the cross-carrier-aware

DRX.
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In Figure 40, we depict the histogram of the deviation between the analytical and sim-

ulation results for the energy savings and delay metrics of the SCell across multiple DRX

parameters for the anchor CC. For each combination of those parameters, the deviation is

computed as for Figure 39. Here, we also have extremely low deviations. In particular,

the absolute deviation in the energy savings is less than 0.3% of energy savings. Similarly,

the absolute deviation in the delay is less than 0.25ms. From these results, we validate the

significantly high accuracy, also with respect to the DRX parameters of the anchor CC, of

the analytical expressions derived for the performance metrics of the cross-carrier-aware

DRX.
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Figure 40: Deviation of theoretical from experimental metrics for the cross-carrier-
aware DRX with parameters λ1 = 0.1, Tα1 ∈ [4, 8, 16, 32, 64]ms, b1 = 2.5ms, Tβ1 ∈

[4, 8, 16, 3, 64, 128]ms, Ton1 = [2, 4, 8, 16, 32, 64]ms, Tγ1 ∈ [1, 2]Tβ1, N ∈ [2, 4, 8, 16],
λ2 = 0.1, b2 = 2.5ms, Tα2 = 4ms, Tβ2 = 32ms, Ton2 = 16ms, and M = 2.

We now compare the improvements in the performance metrics of the SCell provided

by our cross-carrier-aware DRX to those of the classical DRX across multiple DRX pa-

rameters by directly using the analytical expressions we have derived. For every possible

combination of DRX parameters and a given maximum delay, we compute the highest en-

ergy savings provided by the classical and our cross-carrier-aware DRX. Similarly, for a

minimum energy saving, we compute the minimum delay caused by both DRX schemes.
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Figure 41: Difference in the performance metrics of the cross-carrier-aware DRX over the
classical DRX. SCell parameters λ2 ∈ [0.05, 0.1], b2 = 2.5ms, Tα2 ∈ [4, 8, 16, 32, 64]ms,
Tβ2 ∈ [4, 8, 16, 32, 64, 128, 256]ms, Ton2 ∈ [2, 4, 8, 16, 32, 64, 128]ms, M ∈ [1, 2, 4, 8, 16],
and for the classical DRX Tγ2 = 2Tβ2. Anchor CC parameters λ1 = 0.125, b1 = 2.5ms,
Tα1 ∈ [4, 16, 64]ms, Tβ1 ∈ [4, 32, 256]ms, Ton1 ∈ [2, 16, 128]ms, N = 1, Tγ1 = Tβ1.

Figure 41a depicts the energy savings provided by our DRX and the classical DRX,

while Figure 41b does a similar comparison for the delay. In Figure 41a, we observe

that our cross-carrier-aware DRX significantly outperforms the classical DRX when the

delay limit is less than 5ms. For a higher delay limit, the difference between the two

DRX schemes is very small. However, increasing the energy savings while maintaining a

low delay limit is what presents the greatest challenge; thus, the cross-carrier-aware DRX

proves to be much more efficient than the classical scheme.

In Figure 41b, we observe that our cross-carrier-aware DRX also outperforms the clas-

sical DRX when the energy savings limit is up to 60%. Over the interval of 60% to 80%,

the delay caused by the cross-carrier-aware DRX is not significantly different from that of

the classical DRX.

134



4.4 Conclusions

Because of its limited on-board energy, it is critical for the UE to maximize its energy effi-

ciency. With this objective in mind, 3GPP introduced in LTE the use of DRX to minimize

the energy consumption at the UE. For scenarios that support carrier aggregation in LTE-A,

the use of DRX still remains the best approach to reducing the UE energy consumption.

However, simply using the classical DRX scheme, as typically done in the literature, is in-

efficient. In this chapter, we first developed a semi-Markov Chain model to characterize the

operation and performance metrics of the classical DRX. Through extensive simulations,

the analytical expressions for the performance metrics were shown to be highly accurate,

and the impact of the multiple DRX parameters on such metrics was analyzed. Second,

we proposed a novel cross-carrier-aware DRX for scenarios that support carrier aggrega-

tion. We developed a semi-Markov Chain model and obtained the analytical expressions

for the performance metrics for our proposed DRX scheme. The accuracy of those expres-

sions was validated through extensive simulations. Then, we compared the performance

of our cross-carrier-aware DRX against that of the classical DRX. We found that our DRX

scheme significantly outperforms the classical DRX in terms of energy savings, especially

in the most challenging condition of low tolerable delay. Moreover, the delay caused by

our cross-carrier-aware DRX was not found to be significantly different from that of the

classical DRX.
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CHAPTER 5

REDUCING THE ENERGY CONSUMPTION THROUGH SMALL
CELLS

As we found in Chapter 2, the use of small cells is one of the most effective methods to

reduce the energy consumption in HetNets. In particular, femtocells are expected to have

the biggest impact among all small cell types [7]. However, their effectiveness is affected

by the cross- and co-tier interference, the backhaul bottleneck, service degradation due to

user mobility, and privacy concerns. To address these issues, we developed a novel small

cell solution, the femtorelay. Since the femtorelay needs to interoperate with the already

existing elements in cellular networks, we developed the techniques and procedures to

achieve its transparent integration with legacy cellular networks. To demonstrate the fea-

sibility of such integration and the advantages of the femtorelay over regular femtocells,

we developed models of the femtocell and the femtorelay in OPNET, a high-fidelity tool

for modeling, simulation, and analysis of wireless networks, widely used in industry and

academia. Performance evaluation is provided demonstrating the benefits of using fem-

torelays in terms of not only reduced energy consumption, but also decreased interference

and increased capacity.

5.1 Motivation and Related Work

Co-channel deployments of macrocells and small cells are affected by cross- and co-tier

interference. The cross-tier interference occurs because of macrocell signals, both uplink

and downlink, interfering on the ones of nearby small cells, and vice versa. This interfer-

ence is the main limiting factor in closed-access deployments [88]. Co-tier interference

occurs between small cells in close proximity. Such interference can be a major issue in

dense deployments, such as enterprise scenarios. In addition to the interference issues, the

backhaul may severely affect the performance of small cells. Particularly, an internet-based
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backhaul may suffer congestion, resulting in a backhaul bottleneck [89]. Under these con-

ditions, the backhaul is unable to consistently provide the required QoS to satisfy the user

expectations. The presence of small cells may also lead to service degradation or even

interruption as mobile users experience frequent handovers from macrocells to small cells,

from small cells to macrocells, and among small cells. Beyond the previously mentioned

issues, privacy is also a major concern when privately owned small cells, such as femto-

cells, are open to macrocell users and, therefore, the femtocell owner’s private network is

exposed to traffic from unknown and potentially malicious users.

Although our femtorelay patented technology [90] [91] described in this chapter pro-

poses a novel approach to address the aforementioned issues by exploiting femtocells and

relays synergistic advantages, several other works in the literature have aimed to obtain

some gain from the combination of femtocells and relays in cellular networks. In [92], [93],

and [94], femtocell users (fUEs) act as relays for macrocell users (mUEs) by relaying the

data of the latter to the serving femtocell. In [95], the authors proposed a concept where sig-

nal decoding is performed not at the femtocell, but at the macrocell base station (MBS), and

both fUEs and mUEs can utilize the open-access single-backhaul femtocell. Works targeted

to improve backhaul performance by using both relay and femtocell internet-based back-

hauls have also been proposed. In [96], the femtocell backhaul is used to aid the macrocell

backhaul when the latter is congested, and [97] proposes a rate-splitting approach where

mUEs can share their load between the direct macrocell link and an open-access femtocell

using an internet-based backhaul. Femtocells and relays can also coordinate to improve

mobility or resource allocation performance, as shown in [98] and [99], respectively. All

these concepts are very different from ours since no new small cell technology is proposed

in any of them. Furthermore, these concepts suffer from the need of re-architecting the net-

work. Only the authors of [100] use a similar concept to the one we propose for a femtocell

and relay cooperation framework, but they assume LTE relay-enabled networks; hence,

their concept is not applicable to 3G networks. Further, femtocells need to be underutilized
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to be useful for mUEs, since no additional mechanism for optimizing femtocell resources

is applied. Moreover, no self-interference mechanism is applied for an optimal usage of the

available resources.

The rest of this chapter is organized as follows. In Section 5.2, we describe our fem-

tocell development platform created in OPNET to quantify the effects of interference on

the performance of femtocells. In particular, in Section 5.2.1, we describe the new ele-

ments introduced by 3GPP in the cellular network architecture to support femtocells. In

Section 5.2.2, we detail the modeling work performed in OPNET to enable the support of

femtocells. We present the results of evaluating the performance of the femtocell-enhanced

network in Section 5.2.3. In Section 5.3, we present our novel small cell solution, the

femtorelay. In particular, the concept and functional descriptions are presented in Sec-

tions 5.3.1 and 5.3.2, respectively. Utilizing the models described in Section 5.3.4, we

evaluate, in Section 5.3.5, the performance of the femtorelay against that of femtocells,

showing the potential of our solution to overcome the limiting factors of femtocells. In

Section 5.3.6, we introduce the concept of Multi-Femtorelay as an evolution of our tech-

nology intended for large-scale indoor environments. Concluding remarks are presented in

Section 5.4.

5.2 Femtocell Development Platform

The detailed modeling and corresponding implementation of this platform is where the

value of the work described in this section resides. Moreover, this platform establishes the

grounds for validating the feasibility and performance of our femtorelay. To the best of our

knowledge, no research tool has been developed to such level of detail, capturing both the

physical and architectural effects of femtocell networks. In addition, communication be-

tween entities always takes place according to UMTS legacy and new femtocell-supporting

protocols.
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5.2.1 Femtocell-Enabled Architecture

In addition to the typical elements found in the packet switched (PS) section of a UMTS

network, namely Node-B, radio network controller (RNC), serving GPRS support node

(SGSN), and gateway GPRS support node (GGSN), two new main entities must be added

to support femtocells [101] [102]: the home Node-B (HNB) and the HNB gateway (HNB-

GW), as depicted in Figure 42.
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Figure 42: UMTS network - packet switched section.

The HNB-GW appears as a typical RNC towards the UMTS core network (CN) (i.e.,

SGSN and GGSN for the PS section). Therefore, to communicate with the CN, the HNB-

GW utilizes the same Iu interface [103] as the one used by RNCs for this purpose (Iu-PS

towards the PS section and Iu-CS towards the circuit switched section). The main role of

the HNB-GW is to act as an aggregator for all the HNB connections. On the other hand,

the HNB appears as any other Node-B to the UEs, providing the same Uu air interface

as Node-Bs do. Between the HNB-GW and the HNB, a new interface, the Iuh [104],

is defined to support HNB-specific procedures and a lightweight mechanism for carrying

data and control traffic between the HNB-GW and the HNBs.

The new Iuh interface can be seen as a simplified version of the Iu interface, as shown

in Figure 43. It removes the heavy-weight protocols from the Iu interface and introduces

two new protocols: radio access network application part -RANAP- user adaptation (RUA)

signaling [105], and home Node-B application part (HNBAP) [106]. The main objective
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of RUA is to transparently transfer RANAP messages between the CN and the HNB, using

the HNB-GW as intermediate entity. On the other hand, the main objective of HNBAP is

to support the (de-)registration of HNBs and UEs and relocation of radio network subsys-

tem application part (RNSAP). Both protocols utilize specific procedures to support these

functionalities, and their respective messages are defined by 3GPP through abstract syntax

notation one (ASN.1) [107] [108].
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Figure 43: Iuh interface.

5.2.2 Femtocell Model and Implementation

In OPNET, implementing the HNB and HNB-GW involved (i) development at the node,

process, pipeline, and message levels, and (ii) adapting and integrating the existing ele-

ments of UMTS in OPNET.

5.2.2.1 Node Level

At the node level, we defined the main components that would integrate the HNB and

HNB-GW, as well as how those components are interconnected through packet streams. As

shown in Figure 44, the HNB node model is composed of a radio transmitter and a receiver

to communicate with the UEs, an hnb process module containing most of its functionality

(including the HNBAP protocol), and a gtp process module for the Iuh interface towards

the HNB-GW. Two additional processes are integrated: one in charge of executing the RUA
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protocol, and another as a multiplexer enabling future sectorized femtocells. In addition,

the HNB node model contains a standard IP protocol stack (not shown in the figure).

Figure 44: Section of the HNB node model.

At the HNB-GW, the focus of the implementation was to support the termination of the

RUA and HNBAP protocols and the management capability for multiple femtocells. With

the exception of RUA, all the above was integrated into an hnb-gw process module, as

shown in Figure 45. The IP protocol stack (not shown in the figure) is also present, as well

as the gtp process module. Here, the gtp module takes care not only of the Iuh interface

towards the HNB, but also of the Iu-PS interface towards the core network.

Figure 45: Section of the HNB-GW node model.
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5.2.2.2 Process Level

The operation of each process module is defined at the process level as a state transition

diagram, as the one shown in Figure 46. Internally, each diagram has the C code that deter-

mines the conditions for each transition, the procedures executed before a transition takes

place, and the procedures executed within each state. At this level, the core functionality of

the models is implemented. For the hnb process module, this functionality includes most

of the Node-B and RNC services, including the mobility and resource management. At the

hnb-gw process module, the implementation at this level focuses on adding the capability

of supporting multiple femtocells and the HNBAP. For the latter, special attention is given

to the support of the UE registration procedure, which enables the registration of a UE at

the CN through the HNB and HNB-GW. For the rua process module, we implemented the

direct transfer and HNB originated connect procedures, as defined in [105]. These two pro-

cedures support the establishment of an initial connection for the UEs and the subsequent

exchange of RANAP control signaling between the HNB and HNB-GW.
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Figure 46: HNB process - state diagram.
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5.2.2.3 Message Level

Each of the procedures implemented for the RUA and the HNAP utilizes unique message

formats defined by 3GPP utilizing ASN.1. ASN.1 provides an abstract syntax of the struc-

ture and format of the information elements of the message, as shown in Figure 47a. 3GPP

specifies the use of ASN.1 basic packed encoding rules (BASIC-PER) aligned variant as

transfer syntax of its messages. By utilizing the ASN.1 message definitions of the RUA

and HNBAP procedures and applying the PER encoding, we created the equivalent mes-

sage format in the packet notation of OPNET, as shown in Figure 47b. The messages for

which this conversion was applied include HNBAP UE register request, HNBAP UE reg-

ister accept, HNBAP UE register reject, HNBAP UE deregister, UMTS RUA connect, and

UMTS RUA direct transfer.

(a) Message specification in ASN.1.
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(b) Message specification in OPNET’s packet format.

Figure 47: HNB message specification.

5.2.2.4 Pipeline Level

In OPNET, fourteen pipeline stages at the radio transceiver are used to capture the physi-

cal layer effects of the wireless transmissions. The pipeline stages were upgraded so that

the femtocell and the macrocell accounted, at the performance metrics calculations, for the

effects of the co- and cross-tier interference. Therefore, our platform enables the develop-

ment, implementation, and testing of interference mitigation techniques. Furthermore, it
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supports the three access modes defined by 3GPP:

• Open mode: Any user can connect to the femtocell.

• Closed mode: Only a specific set of users, the ones belonging to the closed subscriber

group (CSG), is allowed to connect to the femtocell.

• Hybrid mode: Any user can connect. However, users belonging to the CSG receive

prioritized service.

5.2.2.5 Integration with Exiting Components

To fully integrate the femtocell elements with the existing UMTS models in OPNET, we

modified several of those models. At the UE, we added the support of CSG and of cell

information acquisition from the HNBs. At the SGSN, we added procedures to discover

the HNB-GWs and perform CSG-based admission control. At the GTP protocol, we en-

abled the automatic and transparent establishment of the tunnels with the existing nodes of

UMTS.

5.2.3 Performance Evaluation

Since the performance metrics of a femtocell are mostly limited by the cross-tier interfer-

ence and the backhaul reliability, our platform was designed to support the configurabil-

ity of these parameters, as shown in Figure 48. Particularly, Figure 48a depicts how the

throughput at a closed-access femtocell reduces as a macrocell user (mUE) approaches the

femtocell, while intermittently transmitting to its own macrocell BS. This behavior occurs

because the interference increases as the path loss between the mUE and the HNB de-

creases. The femtocell user (fUE) compensates for the higher interference by increasing its

own transmission (TX) power, as shown in Figure 48b. However, since its maximum TX

power is capped, the fUE cannot compensate for all the interference; therefore, its through-

put reduces. As a result, the fUE does not meet its QoS requirements, even by maxing out

its energy consumption. On the other hand, the mUE is also affected by the interference
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from the fUE. Particularly, Figure 48c shows the transmission power of the mUE increasing

to compensate for the interference caused by the fUE. By the end of the simulation cycle,

the mUE reaches its maximum transmission power and can no longer compensate for the

fUE interference; therefore, its throughput starts to decrease, as shown in Figure 48d.
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(a) Femtocell throughput.
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(b) fUE power - moving average.
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(c) mUE power - moving average.
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(d) Macrocell throughput.
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Figure 48: Femtocell performance metrics.

For a different simulation scenario, Figure 48e shows how packet losses of 3%, 7%,

and 10% at the backhaul bring the average bit rate of a VoIP call to 96%, 91% and 88% of

the baseline, respectively. This loss rate is higher than the 1% expected for VoIP [109].
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5.3 Femtorelay

The femtorelay (FR) is our novel and cost-effective small cell technology conceived to

improve the capacity, coverage, backhaul resiliency, and energy efficiency in indoor envi-

ronments beyond that of existing solutions [91]. The patented femtorelay system architec-

ture [90] provides the ground of our innovation in the areas of relaying, backhaul manage-

ment, cross-tier and self-interference cancellation, and co-tier deployments optimization.

5.3.1 Concept Description

The supporting architecture for the femtorelay is depicted in Figure 49. The femtorelay ac-

cess point (FrAP) is the attachment point for nearby users. It has dual-backhaul connection

to the CN: an internet-based and a relay-based one. The internet-based is supported at the

RAN by the HNB-GW, which aggregates the traffic of multiple FrAPs. The relay-based

utilizes the same RF frequency as the one used by the BS to communicate with the mUEs,

i.e., it acts as an in-band relay link [110] [111] [112] and is supported at the CN by the fem-

torelay gateway (FrGW). The role of the FrGW is similar to that of the HNB-GW, i.e., to

transparently support the integration of multiple FrAP into the network. To serve the users,

a hybrid-access mode is utilized, where a set of fUEs is pre-authorized to access the FrAP

and all its resources, and a set of mUEs is allowed to attach, but with certain restrictions on

the resources those UEs are permitted to use [113] [114] [115].

Core
Network

HNB-GW

MBS FrGW

Serving/Packet
Gateway

mUE
Internet

FrAP

fUE

Figure 49: Femtorelay network architecture.

Internally, the FrAP consists of the major blocks shown in Figure 50. The femto module
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manages the radio link towards the mUEs and fUEs; the relaying module manages the

wireless backhaul towards the macrocell BS; the smart resource management allocates the

resources to both fUEs and mUEs along the access link; the performance monitor tracks the

user throughput across the backhaul connections; the self-interference cancellation enables

full duplexing at the backhaul and access links; the mobility management enables handover

and backhaul switching for the users.

Self-Interference 
Cancellation

Smart Resource 
Manager

Performance 
Monitor

Relaying 
Module

Ethernet 
Module

Mobility 
Management

Femto 
Module

Antenna A Antenna B

Figure 50: Femtorelay concept description.

5.3.2 Functional Description

There are significant advantages of deploying femtorelays, as it will be further elaborated

in the rest of this section. The crucial problem of interference between macrocell and small

cells is overcome by serving the interfering mUEs residing within the small cell cover-

age area directly from the small cell through the relay-based backhaul. The dual-backhaul

feature also promises improved QoS for users and supports novel functions including back-

haul switching to enhance user experience. The flexible femtorelay approach of utilizing

multiple backhauls to access the core network and minimize the interference improves the

QoS of the users and is a unique feature of our technology.

Scalability and Compatibility: To facilitate a rapid large-scale adoption of our tech-

nology, we introduce the FrGW, as shown in Figure 49. Its main role is to significantly

minimize the impact at the RAN, UE, and CN, given the presence of the FrAP relay mod-

ule. As part of the operator’s CN, the FrGW provides standard interfaces towards the rest
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of the elements of the network, transparently supports and aggregates the traffic from mul-

tiple FrAPs, and encapsulates and decapsulates control and data messages for the FrAPs

and their attached users. Moreover, the FrGW enables the standard-compliant support of

not only femtorelays in UMTS and LTE networks, but also relays, which would otherwise

not be possible in UMTS and would require extensive upgrades in LTE.

Backhaul Link Establishment: Using our novel backhaul establishment procedure and

the FrGW, the relay backhaul from the FrAP to the neighboring macrocell BS is estab-

lished as follows. The relay module of the FrAP acts as a mobile user and establishes a

radio bearer with the macrocell. Such bearer is utilized to then establish a default UMTS

radio access bearer (RAB) towards the FrGW, i.e., the Fr-GW is executing the role of the

SGSN for the mobile user identity of the FrAP. The FrAP can utilize this default session to

exchange the backhaul signaling messages for user attachment.

Session Establishment Procedure: The session establishment procedure can be ex-

plained as follows. The FrAP transmits downlink synchronization signals that are received

by users who can then perform initial cell attachment to establish the radio access link.

With the help of user classification and the novel resource manager, a decision can be made

regarding whether the users are served through the internet-based backhaul or the relay

backhaul. If the internet-based backhaul is selected, the session is established in the same

way as would be done in a femtocell. In the case where the users are served by the relay

backhaul, the default session setup from the relaying module with the network is utilized to

negotiate the session with the core network for the user. The session establishment proce-

dure is completed when the end-to-end connectivity is achieved for the mobile users with

the core network.

Interference and Backhaul Management: As shown in Section 5.2.3, an mUE causes

interference to nearby closed-access femtocells and vice versa, which leads to a service

degradation of both. On the other hand, the FrAP serves the strongly interfering mUEs

and internally processes their traffic towards its relaying module. The relaying module
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forwards the traffic through the relay-based backhaul to the CN. By managing the traffic

of the mUEs, the FrAP achieves two objectives: it (i) significantly reduces the cross-tier

interference between the macrocell and the FrAP, and (ii) avoids the congestion caused by

the mUE traffic at the private internet backhaul.

QoS Guarantee and Mobility: In femtocells, congestion at the backhaul significantly

degrades the QoS provided to the users, as we showed in Section 5.2.3. This problem is

largely mitigated at the FrAP by the interactions between the performance monitor and the

mobility management unit and their handling of the FrAP backhauls. When the perfor-

mance monitor detects that the backhaul currently used by a UE is not capable of satisfying

the QoS requirements (typically the internet-backhaul would be the one in such situation),

it determines if a different backhaul can satisfy such requirements or if the UE must be

handed over to a nearby cell. This decision is passed to the mobility management unit that

seamlessly executes the action indicated by the performance monitor: a dynamic backhaul

switching or an outbound handover [116] [117] [118]. The mobility management unit also

plays a key role in handover procedures from nearby cells to the FrAP.

Self-interference Cancellation: The relaying operation of the FrAP requires radio re-

sources for communication with the macrocell. The macrocell allocates such resources

to the relaying unit. The smart resource manager takes into account this information to

assign radio resources to the users it serves at the access link. In addition, to achieve bet-

ter spectral efficiency, each FrAP transmitter may operate in the same frequency band as

its receiver and perform simultaneous transmission and reception for the access and relay

links [119] [120] [121] [122] [123] [124], resulting in a full-duplex operation. Even though

full-duplex communication can add capacity to wireless networks [125], it results in the

phenomenon of self-interference, where a signal from the transmitter causes a strong inter-

ference at the receiver and makes signal extraction infeasible [126] [127] [128]. The FrAP

includes a robust self-interference cancellation scheme to mitigate the undesired feedback

signal and operate in full-duplex mode.
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The self-interference feedback channel, as shown in Figure 51, exists between the fem-

torelay transmitter and receiver. For example, the BS will send downlink traffic to the FrAP

on f1 while the traffic is relayed to a UE on f1. Similarly, the UE will send uplink traffic

to the FrAP on f2, which is simultaneously relayed to the BS on f2. The FrAP receivers

operating on f1 and f2 will suffer from self-interference from their respective transmitters.

A similar problem occurs when the FrAP backhaul channel is the same as its access chan-

nel. The feedback channel can most often be modeled as an indoor line-of-sight (LOS)

channel with additive white gaussian noise (AWGN). It has been shown that this channel

varies slowly in time [129].

Base Station User EquipmentFemtoRelay

TX

RX

TX

TX TX

RX RX

RX

f1 f1

f2 f2

Downlink 
Self-Interference

Uplink 
Self-Interference

Figure 51: Self-interference channel in a femtorelay.

To achieve full-duplex capability, the FrAP includes a self-interference cancellation

mechanism that includes a unique combination of active [130] [131] [132] [133], pas-

sive [134] [135], and physical self-interference cancellation techniques [136]; such com-

bination blends the features of each method while mitigating their drawbacks to enable

full-duplex operation across a wide bandwidth.

5.3.3 System Integration

As mentioned before, the FrAP has two backhaul connections. The internet-based back-

haul is the same as the one utilized by a HNB. As such, it utilizes the same procedures,

interfaces, and protocol stacks for the user and control plane as do femtocells [105][106]

[137][138]. On the other hand, for the relay-based backhaul link, the protocols, procedures,

and interfaces are different.
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From the relay-based backhaul point of view, the FrAP and FrGW jointly provide an

extra layer of tunneling that enables a transparent exchange of data and control messages

between the UE and the CN, as shown in Figure 52.
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per UE data 

bearers

Data 
Packet

Figure 52: Tunneling for femtorelay.

The FrAP and FrGW extract and insert any message into this tunnel without loss of

information. This is analogous to the virtual private networks (VPNs) established between

two VPN endpoints. Via this tunnel, any protocol, procedure, and interface can be exe-

cuted. For example, in the LTE version of the FrAP, this tunnel would support the X2 [137]

and S1 [138] interfaces, also used by eNodeBs and home eNodeBs. In the UMTS/HSPA

version, the tunnel would support the Iu [103] or Iuh [105][106] interfaces, also used by

RNCs and HNBs, respectively. Thus, the FrGW plays a key role in supporting the femtore-

lay concept.

In general, adding a new element to the CN requires either standardizing this element

or modifying the CN to make it compatible with the new element. Both options have

their advantages and drawbacks. Without standardization of the new element, modifying

the CN to be compatible with the new element represents a very high risk for an operator

since there is no guarantee that the modifications will achieve the desired results without

causing disruptions to the service. On the other hand, the standardization path takes a

long time to achieve, but guarantees that all future networks will support the new element.

Nevertheless, even if the standardization path took less time, operators are very cautious

regarding upgrading their equipment to newer versions of a standard due to the high impact
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of any system disruption. Therefore, the time taken by an operator to upgrade its equipment

(after standardization is completed) would significantly delay the introduction of the new

element. With this in mind, we chose an option that represents a balance between the

previous two: comply with the existing standards by providing standard interfaces to the

new elements we are introducing.

To avoid any modifications to the CN, the FrGW presents itself to the rest of CN el-

ements as the RAN element that is serving the end user. In UMTS, this corresponds to

the RNC and in LTE, to the eNodeB, as shown in Figure 53. This way, the rest of the

CN elements can communicate with the FrGW through the interfaces and protocols they

already use to communicate with RNCs and eNodeBs. Similarly, the FrGW presents itself

to the RAN as the CN element that is serving the FrAP relay-based data. In UMTS, this

corresponds to the SGSN and in LTE, to the S-GW. This way, the RAN can communicate

with the FrGW using the same interfaces and protocols it already uses to communicate with

SGSNs and S-GWs.
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(a) FrGW compatibility with UMTS.
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(b) FrGW compatibility with LTE.

Figure 53: FrGW compatibility with standards.

Even though we have described the FR architecture using 3GPP’s terminology for

UMTS and LTE, the FR is not restricted to these two specific radio access technologies

(RATs). The previous descriptions can be mapped to other networks, such as WiMAX.

Given the ability to perform such mapping, we do not go into more details regarding the

specific protocols that will be used by the FR since they would depend on the RAT in which

it is introduced.
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5.3.4 Femtorelay Modeling

We implemented the FrAP and the FrGW in OPNET as a proof of concept to demonstrate

that the FR can be integrated into a standard-compliant cellular network and to evaluate

the performance of the femtorelay against that of closed-access femtocells. Similar to

the femtocell OPNET work described in Section 5.2.2, designing a complete femtorelay

model involved (i) development at the node, process, pipeline, and message level, and

(ii) adaptation and integration of the existing elements of cellular networks in OPNET.

Here, we focus on describing the node model of the FrAP and the FrGW.

The major sections of the FrAP node model are shown in Figure 54a. The mUE and fUE

transceiver manages the physical layer aspects of the communication with users over the air

interface of the access link. The femto part manages the traffic that is forwarded through the

internet-based backhaul. The relay part manages the traffic that is forwarded through the

relay-based backhaul. The IP stack includes all the IP protocols (e.g., TCP, UDP, DHCP).

The relaying module manages the physical layer aspects of the communication with the

BS over the relay-based backhaul. The ethernet module manages the communication over

the internet-based backhaul. Except for the IP stack and ethernet module, we developed or

customized each process module.

The major sections of the FrGW node model are shown in Figure 54b. As described in

Section 5.3.3, the FrGW presents itself as an SGSN towards the RNC and as an RNC to-

wards the SGSN. Therefore, such dual role is integrated as part of the FrGW OPNET node

model. Both the SGSN and RNC process module of the FrGW are adapted to perform the

encapsulation and decapsulation of the data and control traffic described in Section 5.3.3.

As such, little-to-no modifications were introduced in the rest of the pre-existing models

for cellular networks in OPNET.
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(a) Femtorelay access point. (b) Femtorelay gateway.

Figure 54: Femtorelay implementation in OPNET.

5.3.5 Performance Evaluation

Extensive simulations were performed to validate the performance of the femtorelay against

that of closed-access (CSG) femtocells. Simulations were performed using different con-

figurations by varying the transmit power of the access points (HNB and FrAP), user dis-

tances, and traffic types. In this section, we present our initial results where the throughput

of mUEs and fUEs data transmission has been measured to see how it is affected when

both users are in close proximity and transmit simultaneously under - 1) CSG femtocells,

2) femtorelay. The users locations are randomly distributed within the coverage area of the

access points. The simulation parameters are listed in Table 9.
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Table 9: Femtorelay simulation parameters.

User traffic type CBR

User start times [100, 200]s

User finish times [700, 1000]s

BER required 10−3

User traffic rate 100 kbps

Mean user distance 5 m

For a CSG femtocell scenario, Figure 55 depicts three major throughput outcomes that

can occur when an ongoing fUE transmission experiences interference due to a transmitting

mUE. The throughput performance of femtocells is computed as a percentage of the data

transmission rate. In Figure 55a, the fUEs throughput drops to 0% as soon as the mUE starts

transmitting, while the throughput of the mUEs remains as high as 90%. Once the mUE

traffic comes to an end, the fUEs are able to achieve nearly 90% throughput. In Figure 55b,

once the mUEs start transmitting, the throughput for both mUEs and fUEs is partially

degraded. In Figure 55c, a different throughput performance is observed. Even though the

throughput of the fUEs drops to 0% when the mUE starts transmitting, the throughput of

the mUEs only degrades partially to 30%, compared to the 90% throughput achieved in

Figure 55a. As seen from these results, the cross-tier interference has a significant role in

the achievable performance in the network where CSG femtocells are present.
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(a) fUE throughput degradation.
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(b) fUE and mUE throughput degradation.
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(c) Partial mUE and full fUE throughput degrada-
tion.

Figure 55: Throughput performance under femtocell.

For two scenarios where the distance from the FR to the mUE and fUE varies, Fig-

ure 56a and Figure 56b depict the throughput performance. In both cases, the fUE and

the mUE achieve more than 90% of their throughput across the entire simulation duration,

which was not possible in the femtocell case. Moreover, in contrast with the femtocell case

discussed in Section 5.2.3, where the transmission power of the UE rapidly increases until

reaching the maximum, Figure 56c shows that the average transmission power in the fem-

torelay scenario is fairly stable, only changing due to the fast power control implemented

in UMTS. For the scenarios in Figure 56a and Figure 56b, we computed the mean total

throughput, shown in Figure 56d. In the scenario where the femtocell would experience

high interference due to a nearby mUE transmission, the FR provides around 3x higher

mean total throughput. Even in the scenario where such interference was low, the FR pro-

vides around 1.5x higher mean total throughput. These results clearly indicate that the
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femtorelay is a strong candidate to overcome the cross-tier interference that inhibits the

throughput performance in small cells, and particularly in femtocells. Such achievement

increases not only the throughput performance, but also the energy efficiency provided by

the use of small cells.
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(a) Femtorelay - scenario 1.
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(b) Femtorelay - scenario 2.

(c) Femtorelay transmission power. (d) Mean total throughput - femtocell vs. femtore-
lay.

Figure 56: Femtorelay performance evaluation.

5.3.6 Technology Evolution for Large-Scale Indoor Environments

Femtocells were initially envisioned as devices installed by home users in their dwellings.

As femtocells evolved, they were introduced in larger indoor environments, such as air-

ports, office buildings, shopping malls, and stadiums to improve both capacity and cov-

erage. Nevertheless, the fact that the femtocells are now deployed in a larger indoor en-

vironments does not eliminate the interference and congestion problems associated with

them. With this in mind, we further expanded the femtorelay concept to address these two

problems in larger indoor environments (enterprise environments from now on).
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The Multi-Femtorelay (MFR) is the femtorelay version for enterprise environments [90].

The idea behind it is to have a central entity in charge of managing and coordinating the

femtocells belonging to the enterprise environment, i.e., the ones being closely located.

This approach provides better resource management across the femtocells compared to un-

coordinated and distributed management approaches.

While the concept of having a central entity managing multiple femtocells can be

mapped to the femtocell gateway (HNB-GW or HeNB-GW in 3GPP terms), the MFR

differs in three things. First, the femtocell gateway is meant to be part of the CN of the

service provider, while the central entity in the MFR is meant to be located within the local

premises of the enterprise environment. This leads to the second difference: in the MFR,

the central entity is in charge of managing a small set of femtocells (i.e., just the ones of

the enterprise environment), compared to the number of femtocells that are managed by

a femtocell gateway. This allows the MFR to optimize the performance of the enterprise

femtocell network in ways that are computationally prohibitive for the HNB-GW to apply

to all the femtocells in the network. Third, and what makes it unique, is that the central

entity in the MFR has the same type of wired and wireless backhaul as the femtorelay, and,

thus, brings all the benefits of the femtorelay to enterprise environments.
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Wireless links 
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based  wired/
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Wired/Wireless 
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FRd-C

(b) FRd-C.

Figure 57: Multi-Femtorelay components.
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Figure 57 illustrates the main components of a MFR. First, there is the relay radio com-

ponent (RRd-C). The main tasks associated with the RRd-C are to coordinate the usage of

resources among the FRd-C and to provide both wireless and wired backhaul to the CN

using similar methods as the femtorelay. The second element is the femto radio component

(FRd-C). The main purpose of the FRd-C is to provide radio access to the mUEs and fUEs

within the enterprise environment. The link between the RRd-C and the FRd-C can be es-

tablished through a wired or wireless connection, depending on the scenario. For example,

in an office building, the existing LAN can be used to connect the FRd-C to the RRd-C,

as shown in Figure 58. In tunnels and stadiums, wireless links may be more appropriate if

there is no pre-existing wired networks. Regarding the internet-based backhaul, the RRd-C,

the FRd-C, or both may have it. For example, if all the FRd-C belong to the same owner,

having the internet-based backhaul in the RRd-C is sufficient. However, if each FRd-C

belongs to a different owner, then each FRd-C may have its own internet-based backhaul.
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Figure 58: Multi-Femtorelay scenarios.

From the point of view of procedures, interfaces, and protocols, the MFR borrows these

directly from the femtorelay. Therefore, the MFR is able to integrate seamlessly into the
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network. In terms of managing the radio and backhaul resources, both the RRd-C and FRd-

C have resource managers that closely interact and coordinate the resources that should be

used by each element of the MFR. This coordination allows the MFR to establish efficient

configurations within the enterprise environment to achieve multiple objectives, such as

capacity optimization, mobility robustness, load balancing, and energy savings.

5.4 Conclusions

Even though the use of small cells is one of the most efficient techniques to minimize the

energy consumption in HetNets, the effectiveness of small cells is severely hindered by

the cross- and co-tier interference and by the backhaul unreliability. To characterize these

effects, we created a complete femtocell modeling and development platform in OPNET

that allowed us to quantify not only the throughput degradation, but also the increment

in the energy consumption resulting from the interference between macrocells and small

cells. To address these issues, we introduced a novel solution for next generation small

cells, the femtorelay. We detailed not only the conceptual and functional descriptions of

the femtorelay, but also its internal components, how it is able to integrate in a standard-

compliant way with existing cellular systems, and how each of its benefits is achieved. In

addition, we developed the models required to validate the feasibility of our technology

and its performance against that of femtocells, depicting the potential of our technology to

outperform existing solutions. Finally, a vision of the further evolution of this technology

has been described, as well as its application to enterprise environments.
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CHAPTER 6

CONCLUSIONS

Reducing the energy consumption in current and future heterogeneous cellular systems is

of paramount importance not only from an environmental perspective, but also from an

economic one. The traditional approach to addressing this problem has been to improve

the energy efficiency of the hardware components. Nevertheless, such approach is not

sufficient to sustain the exponential traffic growth that networks are experiencing. As a

result, the evolution of cellular network technologies must shift from its traditional focus

on coverage and capacity to one where the energy efficiency has a top priority.

In this thesis, we aimed at exploiting existing technologies and developing new ones to

achieve energy savings not only for the operators, but also for the end users. In Chapter 2,

we addressed the energy consumption at the RAN, where most of the energy is wasted.

In light of the new technologies introduced in LTE-Advanced, in Chapter 3, we explored

how multi-stream carrier aggregation can be utilized to further reduce the network energy

consumption. In Chapter 4, we also leveraged such technologies to develop a new scheme

of discontinuous reception to reduce the energy consumption at the user equipment. Finally,

given the relevance of small cells in improving the network energy efficiency, in Chapter 5,

we developed a novel small cell technology capable of providing not only higher capacity,

but also reduced interference and energy consumption in HetNets. Now, we provide a

summary of the contributions of each chapter.

In Chapter 2, we analyzed the energy consumption in multi-layer HetNets, accounting

for its dependence on the spatio-temporal traffic variations of the traffic demands and on the

internal hardware components. Then, we characterized finding an energy-efficient on-off

and cell-association policy in terms of a Knapsack-like problem. For such problem, algo-

rithms were developed to find a solution for the two- and m-layer cases. Results showed
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that our algorithms consistently provided large energy savings across a wide range of sce-

narios and that small cells played a key role in achieving such savings during high traffic

loads while large cells did so during periods of low traffic load.

In Chapter 3, we studied the problem of minimizing the energy consumption in MSCA-

enabled HetNets and developed an efficient algorithm to solve it. We showed that, by

utilizing a quasi-convex relaxation, we are able to not only solve the problem, but also

to establish a clear and simple cell-association policy. Moreover, we demonstrated how

this cell-association policy can be easily adjusted to obtain a new policy that balances the

conflicting objectives of energy minimization and capacity maximization. Applying our

algorithm, we obtained the energy-capacity trade-off curve and found that a large amount

of energy savings can be achieved in an MSCA-enabled HetNet by slightly reducing the

network capacity usage.

In Chapter 4, we developed a semi-Markov Chain model to characterize the operation

and performance metrics of the classical DRX. Then, we proposed a novel cross-carrier-

aware DRX for scenarios that support carrier aggregation. To analyze its performance, we

developed a semi-Markov Chain model and characterized the performance metrics for our

proposed DRX scheme. Then, comparing the performance of our cross-carrier-aware DRX

against that of the classical DRX, we found that our DRX scheme significantly outperforms

the classical DRX in terms of energy savings, especially in the most challenging condition

of low tolerable delay. Moreover, the delay caused by our cross-carrier-aware DRX was

not found to be significantly different from that of the classical DRX.

In Chapter 5, we introduced the femtorelay, our novel solution for next-generation small

cells. We detailed not only the conceptual and functional descriptions of the femtorelay,

but also its internal components, how it is able to integrate in a standard-compliant way

with existing cellular systems, and how each of its benefits is achieved. In addition, we

developed the models required to validate the feasibility of our technology and its perfor-

mance against that of femtocells, depicting the potential of our technology to outperform
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existing solutions.

In the future, our research in energy-efficient heterogeneous cellular systems will en-

compass the key technologies that are being introduced in next-generation cellular systems.

One such technology is the use of higher frequencies in the millimeter wave (mm-Wave)

band together with multi-stream carrier aggregation. In such scenario, the macrocell will

behave as a mobility anchor operating over the traditional spectrum bands, while the small

cells operate in the mm-Wave band. Therefore, the small cells can potentially be activated

and deactivated on-demand as users request and release connections to the network, i.e., the

number of cells in the network would dynamically adapt over very short time intervals to

the existing users and their traffic. Even though such high-frequency adaptation would re-

duce the network energy consumption, it will open new challenge in terms of coordination

methods, mobility estimation, resource management, and base station selection. Another

technology that will further enhance the energy efficiency of HetNets is the use of massive

MIMO. In such scenario, a large number of antennas is utilized to generate narrow beams

toward every user. Nevertheless, existing work on the subject has mainly focused on ex-

ploiting massive MIMO to maximize the network capacity and not given enough attention

to the impact on the energy consumption.
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