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SUMMARY

The main objective of this research is to predict the wirgtenarea, delay, and
power of multi-granularity three-dimensional integrataduits (3D ICs), to develop phys-
ical design methodologies and algorithms for the design witirgranularity 3D ICs, and
to investigate the impact of through-silicon vias (TSVs)tba quality of 3D ICs. This
dissertation supports these objectives by addressingesearch topics. The first pertains
to analytical models that predict the interconnects of ngrinularity 3D ICs, and the sec-
ond focuses on the development of analytical models of thaa#ve coupling of TSVs.
The third and the fourth topics present design methodosognel algorithms for the design
of gate- and block-level 3D ICs, and the fifth topic pertainght® impact of TSVs on the
quality of 3D ICs. The final topic addresses topography vianan 3D ICs.

The first section of this dissertation presents TSV-awateréonnect prediction mod-
els for multi-granularity 3D ICs. As previous interconnecggtiction models for 3D ICs
did not take TSV area into account, they were not capable edipting many important
characteristics of 3D ICs related to TSVs. This section widgent several previous in-
terconnect prediction models that have been improved ddhbaarea occupied by TSVs
is taken into account. The new models show numerous imggptadictions such as the
existence of the number of TSVs minimizing wirelength.

The second section presents fast estimation of capacitivgling of TSVs and wires.
Since TSV-to-TSV and TSV-to-wire coupling capacitance epehdent on their relative
locations, fast estimation of the coupling capacitance 08¥ is essential for the timing
optimization of 3D ICs. Simulation results show that the gtiedl models presented in this
section are dficiently accurate for use at various design steps that retjugrcomputation
of TSV capacitance.

The third and fourth sections present design methodolagidslgorithms for gate- and

block-level 3D ICs. One of the biggestfi#irences in the design of 2D and 3D ICs is that

XVili



the latter requires TSV insertion. Since no widely-acceptesign methodology designates
when, where, and how TSVs are inserted, this work develogeassents several design
methodologies for gate- and block-level 3D ICs and physiealgh algorithms supporting
them. Simulation results based on GDSIlI-level layoutsdaé the design methodologies
and present evidence of theifectiveness.

The fifth section explores the impact of TSVs on the quality3bBf ICs. As TSVs
become smaller, devices are shrinking, too. Since theivelaize of TSVs and devices is
more critical to the quality of 3D ICs than the absolute siz€8¥s and devices, TSVs and
devices should be taken into account in the study of the in@iatSVs on the quality of
3D ICs. In this section, current and future TSVs and devicesambined to produce 3D
IC layouts and the impact of TSVs on the quality of 3D ICs is stigated.

The final section investigates topography variation in 3D. ISisice landing pads fab-
ricated in the bottommost metal layer are attached to T3\éy, &re larger than TSVs, so
they could result in serious topography variation. Theawreftopography variation, espe-
cially in the bottommost metal layer, is investigated and layout optimization techniques
are applied to a global placement algorithm that minimibestdpography variation of the

bottommost metal layer of 3D ICs.
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CHAPTER 1
INTRODUCTION

The ever increasing demand for high performance integatedits (ICs) has led academia
and industry to develop a variety of new technologies faefadevices, more dense integra-
tion of transistors, and faster signal transmission. Amibiggvarious promising technolo-
gies, such as graphene, on-chip optical interconnectseneime ultraviolet lithography,
the three-dimensional (3D) IC is expected to provide exélgnhigh chip-to-chip band-
width and achieve higher performance than traditional tivoensional (2D) ICs. The 3D
IC is also expected to be a near-future technology becabsiedtion of 3D ICs requires
just a few additional manufacturing processes in additothe current silicon process.
Therefore, considerable interest has arisen in developiagufacturing technologies for
3D ICs such as through-silicon via (TSV) fabrication and tietie bonding, 3D IC design
methodologies and algorithms such as 3D placement and 3ihgoand 3D IC analysis
methodologies and algorithms such as 3D timing analysisiatb-die coupling analysis.
This dissertation focuses on interconnect prediction rsottat predict the quality of
3D ICs, analytical models for TSV coupling capacitance timatde fast estimation of TSV
capacitance, development of design methodologies andthigns for multi-granularity 3D
ICs, investigation of the impact of TSVs on the quality of 3D J&sd topography variation
of 3D ICs. This chapter begins by listing the contributiongto$ research, discusses the
structures, potential benefits, and issues in 3D ICs, ancpteshe organization of this

dissertation.
1.1 Contributions
The contributions of this research are as follows.

e TSV-aware interconnect prediction models for gate- andlslevel 3D ICs are de-

veloped. Previous works on interconnect prediction modél8D ICs ignore the



TSV size, so their models do not accurately model the intereots of 3D ICs. In
addition, their models fail to identify important relatsimps among the number of
TSVs, chip area, wirelength, and so on. Taking TSV area and d&pacitance into
the prediction models presented in this dissertation nit enables more accurate
prediction of the wirelength, area, delay, and power of 3Db@salso provides new
prediction results that other interconnect prediction eiedgnoring TSV area and

TSV capacitance cannot provide.

Although TSV coupling capacitance can be computed by exjstapacitance extrac-
tion tools, such tools require extensive computation tiseethey cannot be used in
computer-aided design (CAD) for design optimization, whietjuires extremely fast
estimation of TSV coupling capacitance. Therefore, amalmodels that estimate
the coupling capacitance of via-first and via-last TSVs anetbped and validated in
this dissertation. Computation techniques for estimatiegcoupling capacitance of
non-uniformly-placed TSVs are also developed. These &nalynodels and com-
putation techniques enable fast estimation of TSV coupdagacitance, which can
be used in various design steps such as the floorplanninggmknt, and routing of

3D ICs.

The design of 3D ICs requires TSV insertion and routing. H®@velecause previ-
ous work does not physically insert TSVs into layouts, thids are not realistic.
In addition, their simulation results such as area and esrgih are too optimistic
because the negativéfects of TSVs are ignored. Therefore, two design method-
ologies that take TSV insertion and routing into accountDg&cement algorithm,
and two TSV assignment algorithms are developed in thigdsson for the design
of gate-level 3D ICs. These design methodologies and algositphysically insert
TSVs into layouts while minimizing wirelength. Various dtes on the impact of

TSV size and capacitance on the area, wirelength, delaypaweér of 3D ICs are



also presented.

Design methodologies and algorithms that enable the dedigiock-level 3D ICs

are developed. A new, accurate wirelength metric is alssguted for multiple TSV
insertion, and a 3D rectilinear Steiner tree constructilgordthm is developed to
minimize wirelength. Block-level 3D ICs designed by thesehndblogies and al-
gorithms have much shorter wirelength than those designether design method-

ologies and algorithms presented in the literature.

Both TSVs and devices are becoming scaled down, so future 3wilCgery likely
be built with advanced process technologies and smalleisT8dwever, the impact
of current and future TSVs on current and future 3D ICs has sehlithoroughly
studied. Therefore, a study pertaining to the impact of T&N@ device technolo-
gies on the quality of current and future 3D ICs is conductedl @iesented in this
dissertation. Very detailed analyses based on GDSII-[gelC layouts generated
by commercial software with add-on tools developed for 3D $6sw convincing

results on the area, wirelength, delay, and power of cuaedtfuture 3D ICs.

Large TSV landing pads used in 3D IC layouts could result hoss density mis-

match, which is a source of topography variation. Howeverstudies have exam-
ined how large TSV landing pads wiltfact topography variation in 3D ICs. There-
fore, in this dissertation, topography variation in 3D ICsngestigated, and a 3D

global placement algorithm that minimizes topographyat&oh is developed.

1.2 Structures and Benefits of 3D ICs
1.2.1 Structures of 3D ICs

3D ICs are built by stacking multiple dies, illustrated in &g 1. In the figure, each die is

fabricated separately, and the two dies are aligned anddabo™ilhen each die is fabricated,

both TSVs and devices are fabricated. TSVs, which are madenafuctors such as copper
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Figure 1. Via-first TSVs and face-to-face die stacking[7].

and aluminum, are used to electrically connect devicesfiardint dies. TSVs come in two

different types:

e Via-first TSVs: Via-first TSVs are fabricated before fromtekeof-line (FEOL). Since
interconnect layers are deposited after via-first TSVs awicds are fabricated, via-
first TSVs are connected to the bottommost metal layer. Matades attached to
TSVs are called TSV landing pads, which are also fabricatethe back side of the
silicon substrate. These back-side TSV landing pads of amieconnected to the

back-side TSV landing pads, or the topmost metal layer obther die.

e Via-last TSVs: Via-last TSVs are fabricated after back-efidine (BEOL). Since
via-last TSVs are fabricated through whole layers (bothsiheon and interconnect

layers), TSV landing pads are fabricated at both ends ofagaTSVs.

Figure 2 illustrates via-first and via-last TSVs. TSV sizeaistrained by the aspect ra-
tio (TSV width:TSV height). As a result, via-first TSVs areuadly smaller than via-last
TSVs, so the former occupy a smaller area than the lattedditian, via-last TSVs occupy
interconnect layers, so they are expected to cause highengacongestion than via-first
TSVs.

After the fabrication of each die, multiple dies are stac&rd bonded sequentially and

if necessary, they are thinned. Stacking is categorizedtimee types:

e Face-to-face (F2F) stacking: The front sides of two diesbameded, illustrated in

Figure 2(a). In this case, TSVs are not used to connect thedie® Instead, the

Via-middle TSVs are not discussed in this dissertation.
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Figure 2. Three types of die stacking (face-to-face, facetback, and back-to-back) and two types of
TSVs (via-first and via-last) [8].

topmost metal layer is used as bondpomts. this case, die-to-die communication

is realized through local wires and vias.

e Face-to-back (F2B) stacking: The front side of a die and ttuk Isae of the other
die are bonded, illustrated in Figure 2(b). In this casegaaligoes through only one

TSV when it is transmitted from one die to another die.

e Back-to-back (B2B) stacking: The back sides of two dies are édniflustrated in

Figure 2(c). In this case, a signal goes through two TSVs.

1.2.2 Benefits of 3D ICs

3D ICs are expected to provide numerous benefits over 2D ICdlaw$o

e Extremely high bandwidth: The bandwidth between sepai@fesds limited by the
number of IO pins that each chip can have. However, dies verticallyksthin a
3D IC can use TSVs as their communication channels, so thé&euaf connections
between dies in 3D ICs is not limited [1, 13]. Table 1 illustsmtEextremely high
bandwidth obtained in a 3D processor. For comparison, themum bandwidth of
single data rate synchronous dynamic random-access mgR@bDi SDRAM) that

operates at 277 MHz and transfers 8 bytes at a time is abauBB/s. However,

2Numerous bonding technologies have been developed. Farpiaseveral technologies use micro-
bumps between the topmost metal layers. This work, howexamines only direct metal-to-metal bonding.



Table 1. Architectural performance metrics [1].

Benchmark Memory Bandwidth| IPC BIPS
(GB/s) per core
string search 8.9 0.65 | 11.52
matrix multiply 13.8 0.32 5.67
median 63.8 1.62 | 28.72
aesencrypt 49.5 0.97 |17.20
motion estimation 24.1 1.20 | 21.27
histogram 30.3 0.90 | 15.96
edge detection 15.6 0.95 | 16.84
k-means 40.6 0.94 | 16.66

the maximum bandwidth of the memory structure, which ogsrat 277 MHz and
transfers 4 bytes at a time, used in [1], is about 7J/$GBRnd the memory band-
width simulated for each benchmark ranges fraé@B/s to 638 GB/s as shown in

Table 1.

Performance improvement: If a design is implemented in 8B,fbotprint area of
the chip becomes smaller. This smaller footprint area resltice average gate-to-
gate or block-to-block wirelength [9, 14]. Therefore, 3D l&s expected to achieve
better performance than 2D ICs. For example, [9] shows piediiwirelength re-
duction in 3D ICs (Figure 3). As the figure illustrates, as mdies are stacked,
the average wirelength and the corner-to-corner wiretedgtrease and the longest
wirelength also decreases. Table 2 shows performance wament obtained by 3D
ICs. In the table, the total wirelength decreases frora@®m to 8238 m (569% im-
provement) and the maximum speed increases from Bz to 794 MHz (24.6%

improvement).

Low power: Shorter wirelength results in lower dynamic powensumption [15,
16]. In addition, shorter wirelength also leads to loweegatitching power because
smaller gates can be used to drive smaller wire capacitdiatxée 2, from [2], shows
the power reduction obtained by 3D ICs. Moreover, if multiphgps are integrated

in a 3D IC, the JO power used for inter-chip signal transmission can be Sagmtly
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Table 2. Comparison between 2D and 3D designs [2].

Metric 2D 3D %

Total Area MmnT) 3136 | 2340 253
Core Area (Mnf) 29.16 | 20.16 | 309
Mean Net Lengthy(m) 8360 | 3929 | 530
Total Wire Length (n) 19107 | 8.238| 56.9
Max Speed MH?2) 637 | 794 | 246
Critical Path 9 157 | 126 | 197
Logic Power 637 MHz (mW) | 3400 | 3249 | 4.4
Logic Power 7% MHz (mW) - 4092 | -

FFT Logic Energy 4J) 3552 | 3366 | 5.2

reduced [17].

Smaller form factor: The form factor is a very important doamt for chips that
require as small area as possible, such as bio chips. If blmc# gates are placed in
multiple dies and the dies are stacked, the footprint aggafgiantly decreases [10].
Ideally (assuming that the TSV size is zero), the footprietaaof a 3D IC withN

dies is YN of that of its 2D counterpart.

Cost: 3D ICs are expected to have lower cost for large desid)js Flgure 4 shows
the cost of 3D ICs [10]. In the figure, the cost of 3D ICs for largsidns (more than
100 M gates) is lower than that of 2D ICs. The reason that 2D I€srare costly
than 3D ICs for large designs is due to the exponential relakip between the die

size and the yield. Since the area of each die of a 3D IC is mmetlear than that of
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Figure 4. Cost of 2D and 3D ICs. [10]
its 2D counterpart, 2D ICs could cost much more than 3D ICs fgelaesigns.

e Heterogeneous integration: Integratingfelient process technologies in a single chip
is very dfficult. Therefore, fabricating each die using its own protessnology and
integrating the dies in a 3D IC provide the integration ofi®as circuit components
in a single chip. For example, LSI, MEMS, and optoelectrswievices are integrated

and connected by TSVs in a single chip [18],

1.3 Issuesin3DICs

Although 3D ICs provide many benefits, many issues pertaitonpem should be ana-
lyzed, studied, and resolved. First, TSVs should be plaoddauted. Since TSVs occupy
silicon area, ignoring TSV size and locations in the desigBD ICs leads to the gen-
eration of unrealistic layouts and an underestimation g ehea, wirelength, and routing
congestion. However, as of early 2012, no standardized 3i2Eyn methodology was yet
available, calling for development of new physical desigetmdologies and algorithms
handling TSVs. Second, physical phenomena related to TBMsl@ also be included in
the analysis of 3D ICs. For example, TSV capacitance is an ritapbsource of delay

degradation in 3D ICs, TSV-to-TSV coupling capacitance ia-negligible factor in the



signal integrity analysis, and stress caused by TSVs irspaatrier mobility in 3D ICs.
Although several existing analysis tools for 2D ICs can harg@D IC structures, analysis
tools that can natively analyze 3D ICs are still needed. Q#seres such as die alignment,
die-to-die bonding, yield, packaging, thin die handlinggd&o on must also be addressed.
This dissertation focuses on issues pertaining to the giiediof the quality of 3D ICs,
the capacitance of TSV-to-TSV coupling, design methode®dor multi-granularity 3D
ICs, algorithms enabling design methodologies, the imph&iS¥s on the quality of 3D

ICs, and topography variation in 3D ICs.

¢ Interconnect prediction models: Analytical models prédi the interconnects of
3D ICs provide a fast estimation of area, wirelength distidny average wirelength,
delay, and power consumption of 3D ICs. These models enablexploration of

very large 3D IC design space.

e TSV coupling capacitance: TSVs have non-negligible cdapace, so fast estimation
of TSV capacitance must be incorporated into 3D IC desigoréhlgns such as 3D
placement and 3D routing. Analytical models computing tli&/coupling capaci-
tance enable 3D IC design tools to use accurate TSV capeeituring the design

and optimization of 3D ICs.

¢ Design methodologies for multi-granularity 3D ICs: Desigethodologies and phys-
ical design automation algorithms for 3D ICs are essentitiiealevelopment of 3D
ICs. Although several existing design methodologies andrdlgns for 2D ICs can
be applied to the design of 3D ICs, the development of 3D ICsgs#iees TSV-

aware 3D IC design methodologies and algorithms.

e The impact of TSVs on the quality of 3D ICs: The various TSV siaad capaci-
tances fiect the quality of 3D ICs in dierent ways. Device technologies also have a

strong impact on the quality of 3D ICs. Therefore, an invedian of the impact of



both TSV technologies and device technologies on 3D ICs carige a quantitative

and qualitative assessment of current and future 3D ICs.

e Topography variation in 3D ICs: Topography variation hasnbeee of the most
critical issues for the design of 2D ICs for manufacturajpil&ince 3D ICs use large
TSV landing pads, the impact of TSV landing pads on topogyagatmiation in 3D

ICs must be investigated.

1.4 Organization

This dissertation is organized as follows:

¢ In Chapter 2, an existing non-TSV-aware wirelength predictnodel is improved
to account for the féects of TSVs on 3D ICs. This TSV-aware wirelength prediction
model is also extended and combined witlffbuinsertion schemes for the prediction
of the delay and power of 3D ICs. Validation of the models isvgted and various

prediction results are presented.

e In Chapter 3, analytical models that estimate the couplingacigance of TSVs
are developed. The first analytical model estimates thectapae of a TSV in a
uniformly-placed TSV array. The second analytical modé&hestes the capacitance
of a TSV in a non-uniformly-placed TSV array, a more genetalcture than the
uniformly-placed TSV array. Capacitance values, a breakdofathe values, and
runtime of the analytical models are compared with thos&efsimulation using a

commercial tool.

¢ In Chapter 4, two design methodologies for gate-level 3D Isigie TSV co-placement
and TSV site methodologies, are presented. The TSV co4placedesign method-
ology places TSVs non-uniformly whereas the TSV site desigthodology places

TSVs uniformly. Two algorithms developed for TSV assigntnim the TSV site

10



design methodology are also presented. Simulation resatgare 2D and 3D ICs,

and show various trends found in gate-level 3D ICs.

¢ In Chapter 5, a design methodology and algorithms enabliogkdevel 3D IC de-

sign are developed and presented. Since the proposed aastgndology requires
the generation of routing topologies and a manipulationlufegpace, a 2D rectilin-
ear Steiner minimum tree (RSMT)-based 3D rectilinear Stanee (RST) construc-
tion algorithm is developed and a sequential whitespacdpukation algorithm is
proposed. Simulation results compare 2D and 3D floorplageakTSV planners,
and various TSV insertion algorithms (single TSV inserti8D minimum spanning
tree (MST)-based multiple TSV insertion, and 3D RST-basettiphe TSV inser-

tion).

¢ In Chapter 6, the impact of TSVs on the quality of 3D ICs is inggged. Since
TSVs occupy silicon area, TSV insertion has a non-negkgitmipact on the area and
the wirelength of 3D ICs. In addition, TSVs have capacitarieasstrongly influence
the timing and the power of 3D ICs. Process technology hadasimtects on the
quality of ICs. In this chapter, therefore, 3D IC layouts aemgrated with various
process and TSV technologies, and the impact of TSVs on thktyjof 3D ICs is
thoroughly studied.

e In Chapter 7, topography variation in 3D ICs is studied. Sin8&J are large and
a TSV is connected to a metal landing pad, the landing pad chriarger than the
wires. Unlike the large metal segments used@adells, which are usually placed on
the chip boundary, the TSV landing pads are placed insidedreearea. Therefore,
these large landing pads could cause serious topograpiagiearn 3D ICs. Thus, to
reduce topography variation, the topography variatiorsedlby TSV landing pads

is investigated, and a physical design technique is applied

e In Chapter 8, the research presented in this dissertatiarmsngirized.
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CHAPTER 2

THROUGH-SILICON-VIA-AWARE INTERCONNECT
PREDICTION OF MULTI-GRANULARITY
THREE-DIMENSIONAL INTEGRATED CIRCUITS

Technology advances have pushed functional integratisnc¢h a high level that the inter-
connect and package represent real barriers to furtherggegWhile significant research
effort has been expended on severéledent technology fronts, three-dimensional (3D) in-
tegration is now emerging as a leading contender in theexgd! of meeting performance,
power, cost, and size demands through this decade and heybad®D integrated circuit
is an emergent technology that vertically stacks multijpds dvith a die-to-die interconnect
so called a through-silicon via (TSV). The TSV provides thegbility of arranging digital
functional unit blocks across multiple dies at a very finelef granularity. This results in
a decrease in the overall wire length, which translateslegs wire delay and less power.
Advances in 3D integration and packaging are undoubtedhirgamomentum and have
become of critical interest to the semiconductor community

The advantage of shorter wirelength mainly originates ftbenusage of TSVs. How-
ever, TSVs do have its negative impact. For example, TSVswuoe silicon area as shown
in Figure 5, and the additional area for TSVs increases tbiiglarea. Moreover, TSVs act
as obstacles during placement and routing. Depending dgptlee of TSVs, via-first TSVs
occupy the device layer, via-last TSVs occupy both the @eaitd metal layers. Therefore,
one may need to increase chip area to address the placendeouding congestion caused
by TSV insertion. These factors are primarily due to the neghgible size of the TSVs (1
to 1Qum diameter typically). Therefore, their impact on area, powad delay are indeed
significant. However, most existing work related to TSVgezsally in the field of inter-
connect prediction tend to ignore the TSV size impact on thegall silicon footprint area

of 3D ICs.
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Figure 5. Via-last TSVs, where each TSV is surrounded by nelghoring TSVs and wires. A typical size
of TSV is much larger than that of global wires.

2.1 Related Work

After the successful prediction of Davis’ 2D wirelength tdisution model [19], a few
works have extended it to 3D wirelength distribution mod&l134, 20]. While other work
assumes one vertical pitch is same as one gate pitch, therawtt]9, 20] introduced a new
parameter, which is the strata-to-gate-pitch ratio. The strata pitahes in a wide range
depending on manufacturing technology such as die thinfi8Y materials, microfluidic
channels for cooling, and so on. Since the gate placersdlusel less number of TSVs as
the strata pitch goes up, the inclusionrdias a significant importance. However, [9, 20]
do not provide closed-form formulas, so the computatioretiswvery long.

[21] extended Davis’ 2D wirelength distribution model byroducing a new parameter
Pgates Which is the percentage of die area occupied by logic gaftess is to explain the
impact of whitespace existing in the placement layer. Thb@as show that the impact of
PyatesON Wirelength could be as large as 10% of the total wirelength

While many studies have been done on 3D wirelength distabuthe impact of TSV
size has not been mentioned in any of them. As a simple examlg:m x 10um signal
TSV is comparable to about 50 gates in terms of area mmi&chnology. If one million

TSVs of this size are used, the TSVs occupy area of 50 millaiegy which is prohibitive.
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Figure 6. TSVs placed (orange square, shown in Cadence Virtis0).

Metal Layer Metal Layer
Substrate Substrate
Metal Layer Metal Layer
Substrate Substrate
(a) (b)
transistors I local vias ITSV —wire

Figure 7. Two types of TSVs. (a) via-first (b) via-last

Therefore, TSV size and count should be considered in 3D ICs.

2.2 Preliminaries

The two most popular ways to fabricate TSVs are “via-firstfdmia-last” processes, de-
pending on when the via is implemented in the production gged22] (see Figure 7).
Via-last TSVs are realized once the CMOS devices are contpbetd after the grinding
and thinning process for wafer thinning. Via-last TSVs qocall three layers: bulk, de-
vice, and metal layers, thereby becoming serious layoutoles (see Figure 6). Via-first
TSVs are implemented on the wafer prior to any productiorcgss, even before CMOS
device fabrication. Via-first, however, is technically reahallenging. Via-first TSVs are
smaller compared to via-last, and TSVs occupy only two leyéulk and device. This

causes less interference with other layout objects.
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Figure 8. Three types of bonding. (a) F2F (Face-to-Face) (2B (Face-to-Back) (c) B2B (Back-to-
Back)

Figure 8 shows three fierent bonding styles. Face-to-face (F2F) uses local vias or
relatively small TSVs to connect to other dies. On the otlard) face-to-back (F2B) and
back-to-back (B2B) bonding do need TSVs to maintain TSV aspaid [23]. As TSV
size becomes bigger, more silicon area is used for the sambenof TSVs.

3D stacking can be done at threédient levels of granularity: gate-level, block-level,
and chip-level. The gate-level stacking allows individgates to be placed in any die in
the 3D stack, whereas the block-level stacking requirgsaihgates in the same block stay
together in the same die. However, each block can be placadyimlie in the stack. The
last chip-level stacking simply stacks entire 2D dies withany inter-die optimization. In
terms of the number of TSVs required, the gate-level stackontains the highest TSV

count, whereas the chip-level stacking requires the lowsst count.

2.3 TSV-Aware 3D Wirelength Distribution Model
2.3.1 TSV-Aware Chip Area Model

From this section, it is assumed that F2B bonding is apphedlltdies. Other bonding
styles, however, can be modeled in a similar way.

A TSV isinside a TSV cell which has some whitespace around 8% depending on
design rules (see Figure 6). It comes from the minimum degtdretween two adjacent
TSVs, between a TSV and an adjacent metal wire, or betweervVaam8 a transistor.

Table 3 shows the notations used in our modeling. Assumiag Vs are evenly
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distributed between any two dies, the following equatiooisih

ATSVS = NTSVS : ATSVCeUS

Arsvee = Nrsvee - Arsveelpc

Asp = App + (Npie — 1) - (Arsvs + Arsvec) (1)
Azp
Ao =
PP = oo
A A A
D - 14 (Npje — 1) (C2 TS we) 2
Aop Aop
A 1 1 A + A
s () () 3)
Aoprp Npe Npie Aop

Equation (31) shows the total silicon area of the 3D chipc8iR2B bonding is used, the
bottommost die does not have TSVs. The additional siliceaaherefore, is the TSV area
between two dies multiplied not by e but by Npe — 1.

Azp/Aop is 1, andAspep/Aopep iS 1/Npe if TSV size is zero. In this case, the additional
silicon area becomes zero beca#se s andArsycerps are zero. However, the silicon
area and footprint area ratios of 3D to 2D are strongly reladehe occupancy rate of signal
and PG TSVs as shown in equation (32) and (3). Therefore, TSV sigmct should be

considered during wirelength prediction.

2.3.2 New 3D Design Parameters
Before deriving the new wirelength distribution model, a fgavameters are introduced to

explain various phenomena caused by TSV insertion in 3D.

® Prsypiace : There are usually whitespaces in ICs [24] thus existing egpiaces can
be used for TSV insertion. Some whitespaces, however, tenased because they
are used for decap and minimization of congestion, the wpitees are too small for
TSV insertion, or they are far away from appropriate TSV taos. In these cases,

silicon area needs to be increased for TSV insertion. The@asad area is formulated
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Table 3. Notations

Ntsvs average number of signal TSVs between two dies
Ntsvrc average number of/B TSVs between two dies
Arsveels | areaof a signal TSV cell
Arsvcelpc | area of a G TSV cell
Aop silicon area of a 2D chip
Azp total silicon area of a 3D chip
Npie # dies
AopEP footprint area of a 2D chip
AzpEp footprint area of a 3D chip
Ngates total # gates
Ns average # gates in a die
Pgates the percentage of die area occupied by logic gates [21]
r die-to-gate-pitch ratio in Figure 8 [9]
MslI] # gate pairs separated bgate pitches in a die
M_[V] # die pairs separated lwvertical pitches
Mil, V] # gate pairs separated kyertical pitches and
totall gate pitches
M1 # gate pairs separated bgate pitches in 3D
lexdl] # interconnects between two gate pairs separated by
| gate pitches
r normalization constant
i(h) normalized wirelength distribution without TSV size
i*(1 normalized wirelength distribution with TSV size
Nh(V) the number of wires whose vertical lengthvis

as

AArsvplace = Prsvplace Atsv 4)

I:)TS\IpIace >0 (5)

whereArsy is the total area of inserted TSVs.Rfsypiaceis 0, TSVs can be inserted

into the existing whitespace of the chip so that no additisii@on area is needed. If

Prsvpiaceis 1, on the other hand, the chip area should be increasedwdenSVs are

inserted because the existing whitespace cannot be us&é&Yomsertion.Prsplace

can be greater than 1 because insertion of a TSV cell may nemd ereation if the

design is based on standard cell libraries.

e Prsvoute : FOr via-first fabrication (Figure 7(a)), routing congestis mainly caused
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by connections between metal wires and TSVs. For via-lasidation (Figure 7(b)),
routing congestion is mainly caused by inserted TSVs whiekenwires bypass the
TSVs. This parameter is for the explanation of thigéatent degree of routing conges-
tion caused by various types of TSVs and bonding styles, anditcharacteristics

such as # nets, # gates, and so on. The increased area isdtechas

AATS\(route = IDTS\[route : ATSV (6)

I:)TS\lroute > 0 (7)

whereArsyis the total area of inserted TSVS.Rfsroute IS 0, NO routing congestion
is caused by TSV insertion, which happens when there aralrenough space for
connection between metal wires and TSVt oute IS greater than 0, on the other
hand, some wires bypassing TSVs cause congestion aroufi¥& In this case,

whitespace should be inserted to resolve the congestion.

Then, the total silicon area in equation (31) becomes

Asp = Aop + AAtsypiace + AATs vroute (8)

e B (Granularity parameter) : Placement can be done at gag-deblock-level. A
specific granularity of block size can also be chosen forklegel placement. This
parameter explains how big blocks are used for 3D placemehtsadefined as the
average number of blocks in a die. Therefore, gate-levelepteent is done wheB
is equal toNgaed Npie @and the most coarse block-level placement is done vidhisn
1.

Nates
1<B< 9
~ " Npe ®

2.3.3 Gate-level 3D Wirelength Distribution
This section shows the new wirelength distribution consdeTSV size at gate-level (see

Table 3 for the notations). The normalized wirelength dstion without consideration of
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TSV size in [9, 20] is as follows:

Ml ] = MMl = vi] + Ns(Noie — 3l — v (10)
M[l] = f Ml V] (11)
1) =T M1 el 12)

The first term in the right-hand side of equation (10) becoree for wires whose hori-

zontal length is zero (call the$®/ wires). On the other hand, the second term becomes

zero for wires whose horizontal length is nonzero (call ¢¢BV wires).
PV wires are not fiected by TSV insertion because their horizontal wirelengitero
while the horizontal wirelength dNPV wires are &ected by TSV insertion. Therefore

Equation (12) is rewritten as follows:

(1) = T M1 - Taxgdl] = in1) + iv() (13)
Npie-1
in(1) =T lexgll] - > MAVIMs[l - 1] (14)
Npie-1 "
(1) =T lexgdl] - > Ns(Nore ~V)ol —vr] (15)
v=0

whereiy(l) consists ofNPV wires andi,(l) consists ofPV wires. Onlyiy(l) is modified
because TSV sizefacts only the horizontal wirelength.

in(l) in Equation (14) can be rewritten as follows:

Npig-1

in() = > in(v.1) (16)
v=0

(V1) = T+ lexgll] - MVIMs[I - vr] (17
2yNs

No(W) = D in(vi1) (18)

=1
wherein(v, 1) is the wirelength distribution of wires whose total length gate pitches and
vertical length iss vertical pitchesNy(v) is the number oNPV wires whose vertical length

is v vertical pitches. This number should be conserved for @ach

19



Then, the new wirelength distribution is derived by re-nalization as follows:

(1) = T - 15,011 - MMl - vr] (19)

ry) = — s NA(Y) (20)
Yot !l - MVIME[T = vr]

Ns = Asp/Npie (21)

wherel'(v)* is the re-normalization constant fiPV wires whose vertical length isver-
tical pitches Iz, [1] is the modified expected number of interconnects conngctio gate
socket pairs at a distance lpfandM¢[1] is the modified total number of gate socket pairs
at a distance df As seen in the above equatiofjgy, |) was re-normalized separately.

Then the new distribution becomes as follows.

Npie-1
HOESYRACA) (22)
v=0
(1) = i) +iu(l) (23)
The modifiedM{[l] is as follows:
Msll] = Ms[l] - OVH]] (24)

whereOVR]1] is calculated by computing the number of gate pairs whiet gate pitches
away. One of the gates in the pair should be inside a TSV cell.

lex(l) is computed as follows.

N:=1
NE['] = NB['] : (1_ Rtg) * Pgates

Nc[l] = Ne[l] - (1 = Rig) - Pgates
Poates: ak | (N3 + Ng[I))P + (Ng[I] + Ne[I])®

I;x I] = TNENET
= NERET | et — (v et + e
Rt _ LTSV
° " VAx/Nrsy
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Compute average intra-block wirelength
Compute average inter-block wirelength
Compute # TSVs

Compute average intra-block wirelength with TSV size
Compute average inter-block wirelength with TSV size

Figure 9. Derivation of block-level 3D wirelength distribution

whereLrsyis the width of a TSV cell, antl; sy is the total number of TSVs. In the model,

the gate pitch, which is same Bgye, is fixed. Thereforepgaesis defined as follows:

Ngates

3 (25)
A2D / I—gate2

Pgates=

2.3.4 Block-level 3D Wirelength Distribution
The modeling of block-level 3D wirelength distribution isrte hierarchically. The deriva-
tion flow is shown in Figure 9.

First, intra-block wirelength without TSV size is computieyg 2D wirelength distri-
bution. In order to compute intra-block wirelength, eqoas in [21] are used. The total

number of interconnects in a block is calculated as follows:
IB,intra =a-k- NBg : (1 - Nng_l) (26)

whereq, k andp are Rent’s constants [25], aiNgg is the number of gates in a block.
Next, inter-block wirelength without TSV size is computed3D wirelength distribu-
tion. In this case, however, a block is treated as a gate andteg (12) is applied. The

total number of inter-block connections is calculated diss:

liotal = @ - K- Ngates' (1 - Ngatesp_l) (27)

IB,inter = Itotal - IB,intra : NDIE -B (28)

wherely is the total number of interconnects in the circuit @ the granularity pa-

rameter.
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For the computation of the number of TSVs, it is assumed thattar-block connection

exists between two gates separated by dist@ncdg is defined as follows:
Dg=ny-Ly+ny-r (29)

whereLy is the average distance between two adjacent blocks in amigy, andny are
integers greater than or equal to zero. Then the total numb&EVs is computed in a
similar way shown in [9].

Then, the number of TSVs in a block is computed as follows:

NB,TSV

(Noe —1) B (30)

NB,inter,T SV =

whereNg 1svis the total number of TSVs obtained during the computatidh@number of

TSVs. TSVs inserted into a block increase the block areas dtea fects the wirelength
of intra-block wires. The intra-block wirelength with TSVze is computed in a similar
way shown in Equation (19).

The increased block area alsibexts the wirelength of inter-bloddPV wires because
the distance between two gates from twfietient blocks is increased. On the other hand, it
is assumed th&V wires in block-level distribution are noftacted by the increased block
area for simplification. The computation of inter-block &&ngth with TSV size is done

by Equation (19).

2.4 \Validation
2.4.1 Validation of TSV Count

The authors of [26] designed 3D chips by folding 2D desigmnsvirious benchmarks.
This design scheme is similar as block-level placement theis TSV counts in [26] are
compared to our block-level prediction.

Table 4 shows the comparison of TSV count for all the circrtefsorted in [26]. The
table shows that our predictions match well with the regbritembers in most cases, al-

though absolute elierence in some cases is up to 30%.
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Table 4. Validation of our prediction on TSV count for block-level placement.

circuit [26] ours | Dif. (%) [26] ours | Dif. (%)
Folding-2| (B=1) Folding-4| (B=4)

ibmO1| 1,671 1,595 455 2,476 3,852 | -5557

ibm03 | 4,125 2,487 | 3971 5,909 6,006 | -1.64

ibm04 | 2,940 2,850 3.06 6,388 6,883 | -7.75

ibom06 | 4,116 3,285 | 2019 9,077 7,933 12.60
ibm07 | 5,932 4,233 | 2864 8,755 | 10,222 | 16.76
ibom08 | 5,801 4,638 | 20.05 10,181 | 11,199 | -10.00
ibm09 | 4,540 4,690 | -3.30 8,257 | 11, 326| -37.17
ibm13| 7,696 6,594 14.32 13,071 | 15,923 | -21.82
iboml15| 15128 | 10,845| 2831 23,662 | 26,187 | -10.67
ibm18 | 12077 | 13 425| -11.16 28,287 | 32415| -1459
Absolute Dif. | 17.33 Absolute Dif. | 1886

Table 5. Validation of our prediction on wirelength. Npie = 3, Prsypiace = 1 and Prsroute = 0.

Wirelength f:m)
circuit | #gates | #nets | #TSVs | 3D Design (W/PJQT(QS/“;’E o| O (wi':,r:e'lfjsl(i}lginze) Dif.
nd 1 11295 | 11839 | 688 | 315792 276465 | —1245% 300 540 —483%
Ind 2 20706 | 29979 | 1,217 | 569482 452222 | -2059% 488465 | -14.22%
wb.conmax | 62028 | 63158 | 719 | 1,108 165 953510 | —13.96% 994221 | -1028%
Ind3 | 260579 | 262357 | 1,799 | 6991301 | 6,320040 | -960% | 6504680 | -6.96%
netcard | 651674 | 653155 | 2.261 | 23303968 | 21168400 | -9.16% || 21560700 | -7.48%

2.4.2 3D Circuit Design Scheme

Figure 10 shows our 3D circuit design scheme for validatio8»wirelength distribution.
First, HDL source files are synthesized with Synopsys DeGigmpiler [27]. Then N-way
partitioning is performed for N-die designs here N is the benof dies €Npe). The area
balancing factor used is@ (5%). Since TSV cells will be inserted to all dies excegt th
bottommost die and inserting TSV cells increases die aiea,ate sorted in the order of
die area before TSV insertion so that the largest die is laithe bottommost location.
After inserting TSV cells, placement is performed by Cade®o€ Encounter [28] for the
topmost die (3D1 in Figure 10) and extract TSV cell locations. Since thetioce of these
cells dfect the placement of the next die (3I), the locations of the cells are fed into SoC
Encounter during the placement of 3D Placement for the remaining dies is done in a

similar way.
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Figure 10. 3D Circuit Design Scheme

Then routing (both global and detailed) is done for eacheptant result (3C¢#.def).
Cadence SoC Encounter is used for routing.

Figure 11 shows the snapshot of TSV cells in Cadence SoC Etezotfellow points
are TSV cells and black area is actually filled with standaglisonvhich are not shown.

Figure 12 shows all the connections to TSV cells.

2.4.3 \Validation of Wirelength Prediction
Three industrial circuits (Ind 1, Ind 2 and Ind 3) and two IWD5’benchmark circuits
(wb_conmax and netcard) [29] are used for validation of our wimgth prediction.

Table 5 shows the comparison of total wirelength for eactudir As seen in the table,
both predictions underestimate for the three circuits batjgtion considering TSV size
is more accurate. Since this 3D design method does not gatigate placement globally,
the wirelength of circuits globally optimized in 3D with tisame number of TSVs will be
shorter than the wirelength in Table 5. Then the predictidhmatch the wirelength more

closely.

In order to make the prediction even more accurate, it is sszng to determine the
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Figure 11. Snapshot of TSVs inserted in the topmost die of theircuit “Ind 3” (see Table 5) in Cadence
SoC Encounter. There are1186TSVs (yellow) and80483standard cells (black). Die area i$592um x
592um.

Table 6. Impact of TSV size consideration on wirelength. Npie : 4, Pgates : 1, Lgate : 1.37um and
Lrsv: 1.37um. B = NgaedNpie (gate-level).

I | Ngates | # TSVs || 2D WL TSVsize |3DWL | AWL
consideration
1M 0.66M 17.23 no 1123 | -34.82%
5 yes 1435 | -20.07%
100M | 75.2M 5396 no 2982 | —44.74%
yes 4000 | -2587%
M 0.17M 17.23 no 1337 | —2240%
30 yes 1482 | -1399%
100M | 24.3M 5396 no 3037 | -4372%
yes 3451 | -36.05%

parameters such @& sypiace aNd Prsyioue more carefully. In Table 5, fixe®rsypiace and

Prswoute @re used regardless of circuit characteristics to show hovpediction behaves.

2.5 Impact Study

Table 6 shows the impact of TSV size on wirelength. As theetablows, the wirelength
difference is between 10% and 20%. rIfs small, 3D placers tend to use more TSVs
and the diference becomes greater. This is because the TSVs occupy $mace so that
silicon area increase by TSV insertiofiexts the wirelength significantly. Thefiiirence

also becomes more noticeable if the TSV size is relativedg®i than the gate size.
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Figure 12. Snapshot of connections to TSVs in the topmost dig the circuit “Ind 3” in Cadence SoC
Encounter. There are 1186 connections to TSVs amon@2167nets. Die area is592um x 592um. The
white square is a TSV cell and thick yellow line shows the corettion between the TSV cell and an
inverter cell.

The Rent’s constants in the experiments are= 0.75,k = 4 andp = 0.75. The
parameters used for this study are as follows (see TablBl@ks= 40M. Lgae, Which is
the physical gate width, is37um. The variable parameters are as follows (if not specified
in each case): 2D die size100mn?, Lysy = 1.37um, Prsvplace = 1, Prswioute = 0,1 = 30

andNpe = 2. Lastly, gate-level stacking option, wheBe= Nyaes Npie, iS used.

2.5.1 Impactof TSV Size and Design Parameters
e TSV size (Figure 13) : As TSV size increases, silicon areafantprint area in-
crease, and so does wirelength. 3D WL becomes bigger than 2Df W&V size
continues to go up, which means that it is not possible to fiteinem 3D with re-
spect to WL.In short, silicon area, footprint area and WL increase as TSV &e

increases.
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TSV width / Gate width

Figure 13. Impact of TSV size on silicon area (A), footprint aea (FP) and wirelength (WL).r : 100

PTSV,pIace

Figure 14. Impact of Prsypiace ON silicon area (A), footprint area (FP) and wirelength (WL).

® Prsypiace (Figure 14) : 3D silicon area increases Risspiace go€s up. Therefore,
gates are spread out so that WL slightly increases. Sincelibensarea increase
strongly depends on TSV size as well as TSV count, the thrisesraill become
bigger if TSV size or TSV count increases. Moreover, eveniginacthe WL increase
in this figure is small, this parameter should be kept as sasaflossible to save the
cost for silicon area, i.e., better placement tool is needadshort, silicon area,

footprint area and WL increase asPrsypiace INCreases.

e Prsvoute (Figure 15) : This parameteffacts the three metrics in the same way as
Prsvplace HOwever, the range dPrsroute IS 1arger tharPrsypiace beCause of via-last
fabrication. If a circuit is seriously congested, via-l@Stvs will cause many wires to

overlap with each other, thereby requiriRgs\route to be more than 1 or 2. Figure 15
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Figure 15. Impact of Prs\route ON Silicon area (A), footprint area (FP) and wirelength (WL).
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Figure 16. Impact ofr on silicon area (A), footprint area (FP) and wirelength (WL).

confirms a similar impact trend @& s\piace- In Short, silicon area, footprint area

and WL increase asPrs\route INCreases.

r (Figure 16) : Biggem, which means taller die, means placers use less number
of vertical connections. As the figure shows, the number oS 8ecrease as
increases. The silicon area, footprint area and WL also dsereecause less number
of TSVs are used. However, note that the number of TSVs cammatecreased
below the min-cut size in real circuitdn short, silicon area, footprint area and

WL decrease ag increases.

Npie (Figure 17) : More and more TSVs are used when the number sinliecases.
This increases silicon area, but WL decreases because ofvadieal connections.

The WL decrease saturates at some poilmt.short, silicon area increases but
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Figure 17. Impact of Npje on silicon area (A), footprint area (FP) and wirelength (WL).
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Figure 18. Impact of B on wirelength (WL). Npg : 4.
footprint area and WL decrease asNpe increases.

B (Figure 18, 19 and 20) : As expected, wiis 1, only one big block exist in each
die (coarse granularity). So, the silicon area increasenallsbut WL decrease is
also small. AsB goes up, silicon area and footprint area generally incrdage/NL
fluctuates. Wirelength reaches the minimum usually at fiaeglarity at which one
block has about 20 to 100 gates. Area ratio reaches the minimioenB is 1. In
short, silicon area and footprint area ratios increase but aturate at some point.

On the other hand, WL fluctuates and reaches the minimum at fingyranularity.

2.5.2 Case Study

A case study is shown in this section to demonstrate how toursaodel for early decision

making for 3D ICs. The technology parameters used are asvi&lloumber of gates is 10M

under 9Gm TSV is via-last and its size isx22um. Die height ratia is 20, and the 2D die
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Figure 19. Impact of B on total wirelength of intra-block and inter-block, and TSV count. Np : 4.
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Figure 20. Impact of B on silicon area (A) and footprint area (FP).Npe : 4.

area is 7&nt. Lastly, Prsvplace IS set to 10 andPrsroute IS set to 05.

These are the steps in the decision making: (1) For a cirelietfabricated in 3D, the
number of gates is calculated or predicted. (2) Fabricagohnologies for the circuit and
TSVs including bonding and TSV types are selected. (3) Tiwaiitiis simulated in 2D with
existing tools to estimate how much decap is necessary, Goaus the congestion is, how
much the power consumption is, and so on. (4) Two additioaehmetersPrsypjace and
Prswoute: are estimated. (S)pe andB are varied to estimate how many TSVs are used,
how large the additional silicon area is needed and how muekvirelength is decreased.
Table 7 shows the simulated values.

Based on this result, it is observed that 3D placement in &aldock-level stacking
(coarse granularity) uses less number of TSVs, therebywaciy smaller silicon area in-

crease while decreasingfBaient amount of wirelength. On the other hand, 3D placement
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Table 7. Case study for early design exploration

Noie | B (Granularity) || # TSVs (mil) | 22 | A WL (%)
2 coarse 0.394 1.030| -19.63
medium 1.164 1.089 -0.91

fine 1.300 1.100| -21.52
gate-level 1.453 1112 -14.13

4 coarse 0.456 1.035| -23.37
medium 2.362 1.181| -12.81

fine 2.626 1.202| -32.84
gate-level 3.005 1.231| -24.44

6 coarse 0.479 1.037| -24.10
medium 3.073 1.236| -18.98

fine 3.463 1.266| -35.60
gate-level 4.017 1.308| -26.29

in “small” block-level stacking (finer granularity) uses nyaTSVs but decreases wire-
length a lot. Our choice depends on what the most importatbifés. If the yield of TSV

fabrication is low so that TSV cost is high, coarse grantya8D placement is the best
option. If the TSV cost is low but die bonding cost is high, i2-dr 3-die stacking with

fine granularity is the best choice. If TSV and die bonding€ase low and silicon area is
not a concern, 6-die stacking with fine granularity is thetb&his case study shows that
medium granularity is worse than coarse granularity stagkiith respect to TSV count,
silicon area ratio, and wirelength. However, the trendy \di@pending on technologies,

circuit size, and so on, as seen in Figure 18.

2.6 TSV-Aware Delay and Power Prediction Model for Bufered In-
terconnects in 3D ICs

Buffer insertion on TSV-based 3D interconnects is also noiatrivecause hitiers have
non-trivial area overhead. In addition, both TSVs anédns occupy device and M1 lay-
ers, so they cannot overlap with each other. Therefordebmodel has to address these
issues when used to predict the impact on delay and power ohtgconnects. In this
section, TSV-aware delay and power prediction models fdfebed interconnects in 3D

ICs are developed based on the TSV-aware 3D wirelengthluisish model presented in
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Table 8. Variables dfecting TSV capacitance and their €ects

Effects
Variable Capacitance Chip
TSV width (or diameter} MOS cap.T Die area
MOM coupling cap.T | Wirelength?
TSV height? MOS cap.T
Liner oxide thicknes$ MOS cap.| Die areal
Wirelengtht
Table 9. Variation of TSV capacitance
Dimension fim) Capacitancef(F)
Width | Height | Liner oxide thickness MOS cap.| Coupling cap.
20 40.0 0.1 1337 0.6
4.0 40.0 0.1 2612 2.4
2.0 100 0.1 334 0.6
20 200 0.1 66.9 0.6
20 100 0.1 334 0.6
2.0 100 1.0 4.7 5.3

the previous sections.

2.6.1 TSV Resistance

TSV resistance consists of a material resistaﬁqe-(é) of a TSV itself and the contact re-
sistance between a TSV and a landing pad at both ends of theTh®Vnaterial resistance
of a TSV is small in general because the cross-sectionalodi@a SV is much bigger than
that of a wire. For instance, assuming 1) TSV is made of tamgst) TSV width is 2zm,
and 3) TSV height is 2@m, the material resistance is 282 which is much smaller than
the resistance of a very short wire. On the other hand, th&acbresistance is strongly
dependent on TSV manufacturing and die bonding technaodineour simulation, 100

is used for the baseline TSV resistance, which is the sumeaftiterial resistance and the

contact resistance.
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Table 10. Parameters and assumptions used in this paper

Parameter or assumption Value
TSV shape Square
TSV type Via-first
Die-bonding type Face-to-back
TSV width + liner oxide thickness- keep-df distance|  2.47um
TSV resistance 1000
Die-to-gate-pitch ratior() [9] 40
Device technology 45nm
Wire resistance of intermediate metal layers 3.31Q/um
Wire capacitance of intermediate metal layers | 0.171f F/um
Output resistance of a 2buffer 3052
Input capacitance of axlbuffer 1.55fF
Buffer delay 70ps
Buffer switching energy 6.65fJ
Buffer switching power @ GHz 6.65uW
Buffer switching activity 0.3
Lrix (see Figure 24) 35Qum
Cell switching energy (avg.) 7.28fJ
Cell switching power (avg.) @@Hz 7.28uW
Cell switching activity 0.5
Rent’s parametar 0.75
Rent’s parametét 4.0
Rent’s parametep 0.75
Gate pitch 1.37um
Output resistance of a<ibuffer Rarv
Input capacitance of axibuffer Cdrv
Wire resistance per unit length I wire
Wire capacitance per unit length Cuwire
Buffer size Shut
Buffer delay Dput

2.6.2 TSV Capacitance

Assuming the bulk silicon around a TSV is DC-biased well asulsed in [30], TSV
capacitance consists mainly of TSV(M)-Insulator(O)-&ih(S) capacitance and TSV(M)-
Insulator(O)-Wire(M) coupling capacitance as shown inufgg21. The variabledi@cting
these MOS and MOM TSV capacitances and thgeats are shown in Table 8. As the table
shows, TSV width and height are strongly related to TSV ciéigace as well as the die area
and the total wirelength in 3D ICs. For example, if the lineldexthickness increases, TSV

MOS cap decreases but the die area increases, and so doestingrelength.
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Figure 21. Via-first TSV and its capacitive components in fae-to-back die bonding
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Source Sink

(a) Buffer insertion in 2D
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\ Available for buffers

wire &

Source TSV wire >:

Available for buffers Sink

(b) Buffer insertion in 3D

Figure 22. Buffer insertion in 2D and 3D ICs

Table 9 shows the capacitances of various combinations ®f difiensions such as
TSV width, height and the liner oxide thickness. These \@aare obtained by simulating
the structures with Synopsys Raphael [31]. The assumptarthit simulation are shown
in Table 10). As Table 9 shows, TSV capacitance varies in @ vadge depending on TSV
width and height, and the liner oxide thickness. Therefthre, TSV capacitance is varied

from 5f F to 50f F in our simulation to cover the wide range of TSV capacitance.

2.6.3 Bufer Insertion Schemes
Theoretically a metal wire can be cut and split into two segimieand a bfier can be

inserted into the cut point if there exists enough empty sgadnsert bffers along the
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Figure 23. Distance-capacitance plot in a 3D wire

wire. On the other hand, lfiers cannot be inserted inside a TSV.fRRus actually can be
inserted into one end or both ends of a TSV. In other wordfelsifor metal wires that
have no TSVs can be inserted anywhere along the wires, whbtéar insertion for 3D

interconnects that contain TSVs has to avoid TSV obstagles.is illustrated in Figure 22
and Figure 23.

In our delay prediction model, two Hier insertion schemes are used for 2D and 3D
ICs to illustrate the impact of TSV RC on delay and power. Oufdying scheme is based
on the consideration that fier insertion cannot be too much detailed during wirelength
prediction. The first schemd@&IS1 (Buffer Insertion Scheme 1), is to insert affiew at
every fixed distance as shown in Figure 24(a). This applidsoth 2D ICs and 3D ICs.

In 3D ICs, a btffer is also inserted in front of a TSV to increase the drivingrsgth for
the TSV. The second schent®lS2 (Buffer Insertion Scheme 2), is same as BIS1 but an
additional bidfer is inserted at the end of a TSV as shown in Figure 24(b) ddtiear SV

RC dfect on delay is minimized. The distance-capacitance ptwt8fS1 and BIS2 are
shown in Figure 24.

Another assumption used in our simulation foffleainsertion is that a biter is in fact
a buter chain. The first bifier in the bidfer chain is a & buffer, thus the input capacitance is
minimized. The last biier in the chain is a 20 buffer, thus the output resistance becomes

suficiently small. The bffers between them are properly scaled based on the process
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Figure 24. Two buffer insertion schemes used in this paper and their distanceapacitance plot
technology. The internal delay of thefber chain is 7@s

2.6.4 Delay Computation

In this section, delay computation for 3D wires is explaibeifly.

e 3D Wire Delay without TSV RC and without Bier Insertion: When TSV RC is
ignored, TSV heightis added into wirelength to include thpact of TSVs on delay.
Therefore, TSVs are considered as plain wires in this casen The delay of a wire

whose length i4.(um) is computed using Elmore delay as follows:

1
Di(L) = gsr\; * Cwire - L + é * F'wire * Cwire * L?
u
Ry
+(§r\; + Twire * I—) : Cdrv (31)
u

where the definitions of the variables are shown in Table 10.
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e 3D Wire Delay without TSV RC and with Bier Insertion: If bdfer insertion is con-
sidered, a 3D wire of length(um) is split into segments of lengthyx (Figure 24).
The delay of a wire segment of lendth,x is computed byD;(Lgx) in Equation (31).
If the length of a 3D wire is not a multiple @fr x, the delay of the remaining length

is also added. The delay of a 3D wire is then computed as fellow
D2(L) = nput - (D1(Lrix) + Dout) + Dy (32)

wherenys Is the number of bfiers in the wire and; is the wire delay of the re-

maining length.

e 3D Wire Delay with TSV RC and with Bftier Insertion: If a wire is &V wire whose

horizontal length is negligible [32], the delay of the wisscomputed as follows:

Rarv 1

Sour Crsv+ > Nrsv’ - Rrsv- Crsv

SRdN + Nrsv: Rrsy) - Can (33)
buf

Dev = Nrsv-

+(

whereNtsyis the number of TSVs in the wir®rsyis the TSV resistance, ai@h sy
is the TSV capacitancdl-model is used to convert TSV RC into an equivalent RC
model. In the above equation, fbers are not considered. If fiar insertion is taken

into account, the delay becomes as follows:

1 Ran
2 Sbuf
Rrv
Sbuf

+(Nrsv—1) - Dpys (34)

/ —
DPV -

' CTSV' NTSV

+(

1
+ Rrsy) - (5 -Crsv+ Cyn) - Nrsy

Delay computation foNPV wires whose horizontal length is not negligible [32] is
computed by combining Equation (31), (32), ditemodel of TSV RC with wire RC

model.
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Table 11. Comparison of the maximum delay. ‘B.l." means ‘Bdffer Insertion’. BIS1 is the Buffer
Insertion Scheme 1, and BIS2 is the Bfffler Insertion Scheme 2 shown in Figure 24. ‘# B’ is the number
of buffers. (Design : # gates 40M, # dies= 4, and # signal TSVs= 8.3M).

Delay of a 2D design [21] Delay of a 3D design (longest W& 9.0mm)
TSV cap. (longest WL= 14.6mm) Without TSV RC [33] With TSV RC
(fF) w/o B.I. BIS1 #B w/o B.I. BIS1 #B w/o B.I. BIS1 #B BIS2 #B
5 613ns | 529ns | 9.8M 235ns | 324ns | 4.94M 235ns | 9.22ns | 118M | 356ns | 20.1M
20 240ns | 9.23ns 3.57ns
50 254ns | 9.24ns 3.61ns
(column #) (2 3) 4 (5) (6) ) (8) 9) (10) (11) (12)
0.38
Delay ratio (wo B.1.) 1.00 0.38 0.39
0.41
174 0.67
Delay ratio (with B.l.) 1.00 0.61 174 0.67
175 0.68
Buffer count ratio 1.00 0.50 1.20 2.05
# occurrences . # o:currences 20 with BISH # occurrences
1078 —Bwitn g:g WoTSVRC — 3D with BIS1, with TSV R/C 10 50 with EE; with TSV RIC

108} 108 106F

104} 104F 104

102| 102¢ 102}

1 10 100 1000 1 10 100 1000 1 10 100 1000
Delay (ps) Delay (ps) Delay (ps)

(a) (b) (©

1

Figure 25. Delay distribution of 3D ICs (40M gates). (a) 3D with BIS1, yio TSV RC, (b) 3D with BIS1,
with TSV RC, and (c) 3D with BIS2, with TSV RC. TSV capacitanceis 5fF.

2.6.5 Simulation Results

2.6.5.1 Maximum Delay and Bar Count

The first experiment is on maximum delay andtbucounts. Table 11 compares the max-
imum delay and bflier counts of 2D and 3D ICs. In case of 2D ICs, the 2D wirelength
prediction model in [21] is used for comparison. The 3D ICdicgon is performed using
the TSV-aware 3D wirelength prediction model in [33], wh&®V RC parasitics are not
considered.

First, columns (2), (5), and (8) in Table 11 compare the maxmaelay without bffer
insertion. The longest wire in 2D is about.@hmso that the delay in 2D is very high
(613n9 without bufer insertion. On the other hand, the longest wire in 3D is &bou
9.0mm so that the delay without TSV RC in 3D is much smaller.62%) than the 2D

delay (613n9). Impact of TSV RC is shown in column (8) in Table 11. The maximu

38



Delay (ps)

70 3D with 3 TSVs (Cap:5 fF)
3D with 1 TSV (Cap:20 fF)
3D with 2 TSVs (Cap:5 fF)

3D with 1 TSV (Cap:5 fF)
2D

601
50¢
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30r
20¢
10"
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Wirelength (um)
Figure 26. Comparison of delay in various cases. Wirelengtim the x-axis does not include TSV height,

and it is assumed that TSVs are evenly distributed along a 3Det. The driver size is20x, and buffer
insertion was not used.

Figure 27. TSV RC vs Delay for each bffer size. (a)1x buffer, (b) 5x buffer, (c) 20x buffer

delay increases as TSV capacitance goes up. TSV resistaows a similar trend, but the
results are not shown in the table for brevity. However, tiieot of TSV RC on the longest
net is not significant because wire RC is much larger than tHB8¥'s in long nets.

Next, columns (3), (6), (9), and (11) in Table 11 compare tleximum delay with
buffer insertion. The columns (4), (7), (10), and (12) compaeehitifer usage for these
cases. The maximum delay in 2D become29bs after bufer insertion. On the other
hand, the maximum delay in 3D becomeg4swithout TSV RC after bffer insertion.
The diference (D5n9) is quite significant because the longest wird®m) in 3D is much
shorter than that (18mm) in 2D. The bdfer count (494M) in 3D is also much smaller
than the btter count in 2D (BM).

If TSV RC is considered during delay computation, the maxindetay ¢ 9.2n9
becomes much bigger than the case without TSV RE4(%). Moreover, the maximum

delay is even bigger than the 2D case2@ns), and the bffer count (118M) increases
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Table 12. Comparison of the maximum delay and bffer counts in different circuit sizes. TSV resistance
is 1002 and TSV capacitance i20fF. # dies= 4.

circuit longest wire 2D 3D w/o TSV RC 3D with TSV RC
area # gates 2D 3D wj/o B.I. BIS1 #B wj/o B.I. BIS1 #B wj/o B.I. BIS1 #B BIS2 #B
400mn? 160M 29mm 18mm 243ns 107ns | 642M 949ns 6.60ns 33M 956ns 306ns 62M 6.86ns 97M
225mn? 90M 22mm 14mm 137ns 7.98ns 29.6M 531ns 4.92ns 153M 539ns 185ns 31M 5.18ns 50M
100mn? 40M 15mm 9mm 61ns 529ns | 9.78M 235ns 324ns | 494M 240ns 9.23ns 12m 357ns 20M
25mn? 10M 7.3mm 4.4 mm 156ns 261ns 1.38M 5.84ns 157ns 0.66M 6.11ns 312ns 2.28M 2.00ns 4.17M
1mn? 0.4M 1.5mm 0.8 mm 0.70ns 0.52ns 7.09K 0.25ns 0.27ns 1.90K 0.31ns 0.45ns 517K 0.45ns 103K
(column #) () 3) “) )] (6) [G)] (8) 9 (10 (11) 12 (13) (14) (15)
160M 1.00 0.39 0.39
Ratio of 90M 1.00 0.39 0.39
delay 40M 1.00 0.39 0.39
wj/o B.I. 10M 1.00 0.37 0.39
0.4M 1.00 0.36 0.44
160M 1.00 0.62 2.86 0.64
Ratio of 90M 1.00 0.62 232 0.65
delay 40M 1.00 0.61 174 0.67
with B.1. 10M 1.00 0.60 120 0.77
0.4M 1.00 0.52 0.87 0.87
160M 1.00 0.51 0.97 151
Ratio of 90M 1.00 0.52 105 169
buffer 40M 1.00 0.51 123 2.04
count 10M 1.00 0.48 1.65 3.02
0.4M 1.00 0.27 7.29 145

Maximum delay (ps)

2D
500 3D, TSV cap:50fF

3D, TSV cap:20fF
200 / 3D’ TSV cap'5fF
100

50

20
10

P

5k 10k 20k 50k 100k 200k
Circuit size (# gates)

Figure 28. Circuit size vs maximum delay. # dies= 4.

significantly in BIS1 because a fbar is inserted right in front of a TSV. The increased
maximum delay £ 9.2ns) is mainly due taCyax sShown in Figure 24. Moreover, if a er
is not inserted in front of a TSV, the maximum delay becomeshrhigger than 2ns

In order to decrease the impact of TSV capacitance on the,delaufer is inserted
as an intermediate sink at another end of a TSV in BIS2 as showigure 24, and the
maximum delay £ 3.6n9) finally becomes lower than the 2D case2@s). However, the
buffer count increases significantly (20/1).

Figure 25 shows the delay distribution of the four casesuoal 3, 6, 9, 11) in Table

11. As expected, there are more wires having small delay ithaD 2D. In addition, the
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Table 13. Total power (cell power+ interconnect power + buffer internal power). unit: W. The ratios
of 3D to 2D are shown in the parentheses.

3D with TSV RC

Chip area 2D 3D w/o TSV RC TSV cap.= 5fF TSV cap.= 20fF TSV cap.= 50fF
(mmz) # gates BIS1 BIS1 BIS1 BIS2 BIS1 BIS2 BIS1 BIS2
250 10M 735 63.7(-133%) 687(-6.53%) | 724(-1.50%) | 781(+6.26%) | 818(+113%) | 923(+25.6%) | 96.0(+30.6%)
125 5M 337 30.4(-9.79%) 327(-2.97%) | 345(+237%) | 37.2(+104%) | 39.0(+157%) | 439(+30.3%) | 457(+356%)
250 1Y 6.16 4.43(-28.1%) 5.98(-2.92%) | 627(+179%) | 6.72(+9.09%) | 7.01(+138%) | 7.82(+269%) | 8.11(+317%)
1.25 500K 271 2.69(-0.74%) 2.88(+6.27%) | 3.02(+114%) | 321(+185%) | 3.35(+236%) | 3.71(+369%) | 3.85(+421%)
0.25 100K 0.49 0.50(+2.04%) 053(+8.16%) | 055(+122%) | 0.58(+184%) | 0.60(+224%) | 0.65(+327%) | 0.67(+36.7%)

Table 14. Additional silicon area (inmn¥) required for bu ffer insertion)

Chip area 2D | 3Dw/o TSV RC| 3D with TSV RC
(mn?) | #gates| BIS1 BIS1 BIS1| BIS2
2503 100M 64.0 330 66.1 1068
1251 50M 25.0 127 289 486
250 10M 2.63 1.24 4.28 7.83
125 5M 14 0.43 1.90 3.57
250 M 0.07 0.03 0.29 0.56
1.25 500K 0.02 0.01 0.13 0.25
0.25 100K | 0.0004 0.0001 0.02 0.04

green graph in Figure 25(b), which shows ‘3D with BIS1, withVTRC’, has the biggest
delay becaus€yax in the case is the biggest capacitance whichféelbshould drive. The

discontinuities in Figure 25 are caused bytbuinsertion.

2.6.5.2 Impact of TSV RC on Short and Medium Wires
The second experiment is on the impact of TSV RC on short andumedires. Figure 26
shows delays in various cases for sfragdium wires in 2D and 3D. First of all, there exists
an intrinsic delay in a 3D net. This intrinsic delay cannotdeereased further because
there exist TSVs in the net. Moreover, the intrinsic delagtisngly related to the number
of TSVs used in a 3D net as well as TSV RC. For example, the intraeay of ‘3D with
1 TSV’ is 3pswhen the TSV capacitance if B, and 9swhen the TSV capacitance is
20fF as shown in Figure 26. Similarly, the intrinsic delay of ‘3Dtlw3 TSVs' is 9s
when the TSV capacitance i§b.!

In addition, the minimum delay of ‘3D with 1 TSV (Capib)’ is 3ps but this delay

corresponds to a 3n-long wire in 2D. Similarly, the delay of a short 3D wire hagithree

1The intrinsic delay in Figure 26 is small because the driver sizexs 20
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TSVs (Cap:3F) is 9ps but this delay corresponds to ay8f-long wire in 2D. Therefore

the following two cases have the same delay:
e Two gates are placed in 2D and their distance jg80

e One gate is placed idie0, another gate is placed @ie3 in 3D (so that there exist
three TSVs), their horizontal distance is almost zero, &®d SV capacitance is

5fF.

In order to benefit from 3D design for this net, the two gate=drte be connected through
less than three TSVs.

Figure 26 also shows that TSV RC needs to be considered in defaputation. Ac-
cording to the figure, using one TSV having bigger capacad@6f F for example) could
be better than using three TSVs having smaller capacit&fdefor example) if TSVs are
distributed evenly.

The impact of TSV RC on the delay for eachffiau size is also presented in Figure 27.
When the bffer size is small{ 1x), the delay changes in a wide range [§$@o 700p9
as TSV capacitance varies froni A to 100f F. On the other hand, TSV resistance does
not have big impact on delay. For a medium-sizé&dxu(~ 5x), TSV capacitance again has
significantimpact on delay, but the delay rangpg® 200ps9) is smaller than that of thexL
buffer case. The impact of TSV resistance in this case becomgerafgr SV capacitance
is high. If the bdfer size is big £ 20x), the impact of TSV RC becomes small as shown in
Figure 27(c).

2.6.5.3 Impact of TSV RC on Delay infferent Circuit Sizes

The third experiment is on the impact of TSV RC on delay ifiedtent circuit sizes. Table
12 compares the maximum delay andfbucounts for various circuit sizes. Columns (5),
(8), and (11) in Table 12 compare the maximum delay withotieglounsertion. In all the
cases, the maximum delay of 3D ICs is much smaller than thermaxidelay of 2D ICs

even when TSV RC is considered. This is again mainly due todbethat wire RC is
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dominant in the longest wire. However, thdfdrence between ‘2D Ao B.l. and ‘3D
w/o B.l. with TSV RC’ becomes smaller as the circuit size goes dofD.delay could
eventually be smaller than 3D delay if the circuit size ispv@mnall. This means that 1) 2D
ICs are superior to 3D ICs for small circuits, and 2) there exagteversion point where 2D
designs become better than 3D designs or vice versa. Sinég dr® used only in 3D ICs,
the reversion point where 2D delay and 3D delay meet willease as the TSV capacitance
increases as shown in Figure 28. For example, if the TSV dapae is 53 F, the circuit
should contain more than about k0fates to benefit from 3D design.

Columns (6), (9), (12), and (14) in Table 12 compare the marindelay with bidfer
insertion, and columns (7), (10), (13), and (15) compafésbeounts. Similarly as shown
in Table 11, biter insertion schemes need to be considered carefully wh¥rRIGScomes
into the delay computation. Moreover, theflan delay also needs to be taken into account.
The delay of BIS1 and BIS2 (column 12,14) is worse thafo'®.1.” (column 11) for small

circuits in our simulation because ourffer insertion scheme is not flexible.

2.6.5.4 Impact of TSV RC on Power
The fourth experiment is on the impact of TSV RC on power. TdlBleshows total chip
power which consists of cell internal power, interconnest/er, and btfer internal power.
The power model presented in [34] is used to estimate interect power. Although the
total wirelength becomes shorter in 3D ICs, the total poweBDdfICs could be greater
than that of 2D ICs due to the non-negligible TSV capacitamzbthe number of Ktiers
required to drive TSVs.

If TSV RC is ignored, power saving in 3D ICs is huge for mediuzesir large circuits
(-9% to —28%) because the total wirelength of 3D ICs is much smallen tha total
wirelength of 2D ICs. However, if TSV RC is considered, powensimption of 3D

ICs becomes bigger than 2D ICs unless TSV capacitance is ssali@avn in Table 13.

2The reversion point is dependent on TSV size, TSV RC, the numbersfahecess technology,
buffer insertion schemes, etc.
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Therefore, power consumption of 3D ICs is expected to be grélaan 2D ICs in general

unless few TSVs are used in 3D ICs or TSV capacitance is smglllgss than £F).

2.6.5.5 Impact of Bffer Insertion on Silicon Area

The fifth experiment is on the impact of fber insertion on silicon area. Table 14 shows the
additional silicon area required for fbar insertion. The additional area forfBer insertion

in 2D ICs ranges from 2% for small circuits to 26% for big citsiompared to the original
chip area. On the other hand, the additional area for 3D ICgesfrom 20% for small
circuits to 40% for big circuits if BIS2 is used. This meangtBa IC is not suitable for too
big circuits in terms of additional silicon area required lboiffer insertion. Therefore, 3D
ICs are suitable for medium or big circuits with respect tasit area (Table 14), power
consumption (Table 13), and the maximum delay (Figure 2&héncurrent assumptions

and parameter settings.

2.7 Summary

This chapter presents TSV-aware analytical models piadiatirelength distribution of
gate-level and block-level 3D ICs. A few parameters are nemisoduced during the
derivation of the models to explain characteristics of 3D. [Tse simulation results show
that wirelength overhead caused by TSVs is not negligiloléhe TSV count should be un-
der control during TSV insertion in the design of 3D ICs. Eal&gsign exploration helping
decision making for moving from 2D ICs to 3D ICs is also presénWith the TSV-aware
wirelength distribution models, the impact of TSV parasRC on delay and power con-
sumption of 3D ICs is also studied. The simulation resultsstiat TSV capacitance is
not negligible and it iects delay and power consumption of 3D ICs significantly. &inc
the impact of TSV RC on delay and power consumption of 3D ICs tsnegligible, 3D
designs could be worse than 2D designs unlegietsiare inserted properly and the TSV
count is controlled well. Therefore, properffar insertion algorithms for 3D ICs need to

be developed considering non-negligible TSV RC. In additid®y-count-aware physical
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design algorithms for 3D ICs also need to be developed in doderinimize side-fects

of TSV RC.
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CHAPTER 3

ANALYTICAL MODELING OF THROUGH-SILICON-VIA
CAPACITIVE COUPLING

Driven by the need for performance improvement, a large raarrabuniversities and com-
panies are actively researching three-dimensional iatedrcircuit (3D IC), which is ex-
pected to lead to shorter total wirelength, higher clockjdiency, and lower power con-
sumption than 2D IC [33, 2, 11]. In 3D IC, multiple dies are &&t, and vertical inter-
connections between dies are realized by through-silitasn (I SVs). These TSVs play a
central role in replacing long interconnects found in 2D IQghwhort vertical intercon-
nects. Shortened wires will result in lower wire delay, #®r improving performance.
In addition, it is also possible with 3D heterogeneous irgégn to stack disparate tech-
nologies to provide a 3D structure with heterogeneous fonstincluding logic, memory,
MEMS, antennas, display, RF, analdgital, sensors, and power conversion and storage.
Therefore universities and companies have been activelglaj@ng TSV manufacturing
and die-to-die bonding technologies [35, 36, 37, 38, 39, A0jreover, various work on
utilizing TSVs for physical design has also been proposednty [41, 42].

The basic electrical characteristics of TSVs such as eggst capacitance, and induc-
tance have also been investigated in the literature to geasircuit designers with physical
analyses of TSVs and ranges of their values [43, 44, 45, 46, Qe of the results to
notice is that TSV coupling capacitance is very big (tenseohtb-farads) [44] so that it
has huge impact on timing and interconnect power [32, 47¢r&lore, computer-aided de-
sign (CAD) tools are required to compute TSV coupling capacié quickly but accurately
during placement, routing, and optimization of timing amaver in 3D ICs.

TSV-to-TSV (or TSV-to-wire) coupling capacitance iffexted by TSV-to-TSV (or
TSV-to-wire) distance, TSV and wire dimensions, the numdfesurrounding TSVs and

wires, and their spatial distribution. It is therefore abhimpossible to use look-up tables
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Figure 29. Three types of die bonding (face-to-face, facetback, and back-to-back) and two types of
TSVs (via-first and via-last).

to compute TSV capacitance quickly because too many vasabiist. In addition, itis also
almost impossible to use field solvers for TSV capacitanceprdation during placement,
routing, or optimization of timing and power because fielthers require non-negligible

amount of computation time.

3.1 Preliminaries
3.1.1 TSV Formation and Die Bonding

Figure 29 shows three types of die bonding and two types ofsTS¥hder the via-first
technology, devices and TSVs are fabricated first, metartagre deposited, and then dies
are bonded. Therefore, TSVs in via-first technology arecsuntied by other TSVs laterally
and by wires vertically. In via-last technology, on the athand, devices and metal layers
are fabricated first, TSVs are fabricated through all thelgayfrom the substrate to the
topmost metal layer, and then dies are bonded. Therefoiés TrBvia-last technology are

surrounded by other TSVs laterally and by wires laterallg eertically.

3.1.2 TSV Coupling Capacitance

TSV coupling capacitance consists mainly of two componast®llows:

e Capacitive coupling@ry in Figure 30) between a TSV and wires surrounding the
TSV. These wires exist on top or bottom of TSVs in via-firstecas shown in the

figure. In case of via-last TSVs, there exists capacitivepting between a TSV and
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Figure 31. Left: TSV RC model. Right: Simplified TSV RC model.
neighboring wires in metal layers.

e Capacitive coupling@rt in Figure 30) between two TSVs.

To analyze physical phenomena between two TSVs in the subsprevious models
presented in the literature are reviewed. Figure 31(a) stowSV RC model presented
in [46, 48] . In the model, two TSVs are connected by a series connecfi®@ygp, a
parallel connection o€ andRs;, andCge, The impedance of the parallel connection of

C,i andR;; is as follows:
__ Ri
1+ jWRsiCsi

whereCg andRg; are capacitance and resistance of the silicon substrggeatagely. If the

Zsi (35)

substrate is pure silicon substrate or high-resistivitysstate (HRS) so th&; is high, Z;
in Equation (35) is determined primarily [6;. In this case, this model can be simplified
by removingRs.. The simplified model is shown in Figure 31(b) which is thesrest of

this project?.

1The model shown here is a simplified model obtained by igmofi8V inductance.
2If the substrate resistivity is low, substrate resistarmukl not be ignored in Equation (35).

48



S w

2222 i v
|

TAT T %wg I

‘ Ca,w-g
Ground plane

Figure 32. Capacitance of multiple wires on ground plane.

In this simplified model, the liner capacitance between a B8Y the silicon substrate
is also ignored. The reason is because it is assumed thahénad very thin so that the
liner capacitance is very high compared to the TSV-to-TSWMpting capacitance, and the
focus of this project is on high frequency ranges. If moreusate models are required,
capacitance formulas presented in [30] can be used forrteedapacitance computation.
3.1.3 Basic Formulas for Capacitance Computation
3.1.3.1 Multiple Wires on Ground Plane
In 3D IC layouts, multiple wires go over a TSV which can be ¢deeged as a ground plane.
Therefore, capacitance formulas for multiple wires laicaaground plane are reviewed.

Figure 32 shows the side view of wires and a ground plane,48ldhows capacitance

formulas for multiple wires on a ground plane as follows:

Caweg = sdi-1.15(vﬁv) (36)
g = £a280(5)% (37)
Cw-g = Caw—g+2-Ciw_g (38)
Cw-g = Luire * Cuire (39)

whereW is the wire width,T is the wire thicknesd is the spacing between a wire and the
ground planec,y_q is the area capacitanéger unit length between the bottom surface of
the wire and the top surface of the ground plamg, 4 is the fringe capacitance per unit
length between a sidewall of the wire and the top surfaceefitbund plane, ang;; is the

dielectric constant of the dielectric material._q, the coupling capacitance per unit length

3Area capacitance is the capacitance between two paraespl
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between a wire and the ground plane, is the sum of one areaitapz and two fringe

capacitances as shown in Figure 82, 4 is the final total coupling capacitance between a

wire and the ground plane when multiple wires exist.

3.1.3.2 Fringe Capacitance

Formulas of fringe capacitances between two wires are predén [50], and the geometry

and formulas are repeated in Figure 33 and Equation (40)-(44
Edi H+nT + /S2+ (#T)2 + 2H77T]

Cswitop = FZ : ln[

eqWa(In[1 +

S+H

2] 4 o)

Cioptop =

Wra + (H + T)(In[1 + 2Y] + &%)

Edi HS
Tomer= 7 VHz 1 52

n=exp[W+S - VS2+ T2+ 2HT)/(rW)]

@ =exp[-(H +T)/(S+W)]

JSiZ+(H+3T)2+8, 1
+ —

10 = expl- 25,

(40)

(41)

(42)

(43)

(44)

whereW is the metal widthT is the metal thickness{ is the vertical spacing, and is

the horizontal spacingsqp IS the capacitance per unit length between the sidewalleof th
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Figure 35. Multiple dielectric materials in a parallel plate capacitor.

upper wire and the top surface of the lower witg,op is the capacitance per unit length
between the top surfaces of the upper and lower wixger iS the capacitance per unit
length between the two corners. If there are surroundingsaas shown in Figure 34, itis
necessary to multiplgsyop by 70 Shown in Equation (44) to account for new distribution

of electric field [50].

3.1.3.3 Multiple Dielectric Materials
When multiple dielectric materials exist between two patadlates as shown in Figure 35,

its capacitance is computed by the following equation:

C = &0 Enew" % (45)
n Nt

Enew = (Z ti) : (Z 8_1')_1 (46)
i=1 j=1 ")

wheregy is the vacuum permittivitygney iS the relative permittivity of the parallel plate
capacitor,S is the area of the parallel plate,is the number of dielectric layers; is
the thickness of-th dielectric layer, and; ; is the dielectric constant of-th dielectric

layer [51].

3.1.3.4 Capacitance between Two Surfaces

Cswiop IN Equation (40) is valid when two wires are in the geometatation shown in
Figure 33. If two surfaces are not in this geometric relgtioowever,csyop Cannot be
applied directly to compute the coupling capacitance otweesurfaces. Figure 36 shows
an example where the geometric relation between the twasesfF1 and F2 is filerent

from the geometric relation in Figure 33.
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Figure 36. Capacitance between two surfaces.

In this case, a simple approximation technique is used ks\®l First, a flat equipoten-
tial plane is found between the two metal surfaces. Thergdhpling capacitance between
a metal surface and the equipotential plaGg &ndC;, in the figure) is computed. Finally,
the coupling capacitance between the two metal surfacesnputed by the series connec-
tion of the two coupling capacitances. In Figure 36, for eganthe coupling capacitance
between two metal surfaces &nd F, is computed by assuming the equipotential plBage
and computingC; andCy, usingcswiop. The final coupling capacitance betweenaird F,
is the capacitance of the series connectio@oandC.

To validate the approximation, capacitance computatiothtsytechnique is applied to
several randomly-generated geometries and its resultsoanpared against Raphael [31]
simulation. The error is around 10% but this is tolerablealse absolute values of this
kind of fringe capacitance are much smaller than TSV-to-T®upling capacitance or

TSV-to-wire area capacitance.

3.2 Analytical Modeling of TSV Capacitance
3.2.1 TSVs with Top and Bottom Neighbors

One of major challenges in the computation of TSV-relatguhcéances is in identifying
different capacitive components. Therefore, all capacitivepoments in a regular TSV
structure are identified in this section. A TSV in the regul&V structure is surrounded
by eight other TSVs and top (and bottom) wires as shown inrEi§d (a). Table 15 shows

variables and constants used in the formulation of capams
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Figure 37. Capacitive components of TSVs with top and bottonmeighboring wires.

3.2.1.1 Modeling ¢p1
Ciop1 is the capacitance between the top surface of a TSV and ties wir top of the TSV
as shown in Figure 37 (b). Table 16 shows the variable settoC,e1 andCy; 1. Ciop1 IS

computed as follows:

Careal = Careat VVTSV
Cir1 = Cira1-Wrsy

Ctop,l = Ny - (Careal + 2Cfr,1) (47)

whereCyeq IS the coupling capacitance between the bottom surfaceeofvites and the
top surface of the TS\ ; is the coupling capacitance between the sidewalls of winds a
the top surface of the TS¥yeq IS computed by plugginV,,, Sy, andH,, into W, S, and

H respectively in Equation (36), and pluggi@g, 0,Tw, Hw, 0, andS,, intoW, S, T, H, S,
andS, respectively in Equation (40) and Equation (44). Table l&shthese substitution

settings.

3.2.1.2 Modeling 2
Ciop2 Is the capacitance between a sidewall of the TSV and thedmutgire pieces which

are actually connected to wires on top of the TSV as shown gur€i 37 (c). Lg1 iS
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Table 15. Variables and constants used in capacitance extton
Wrsy | TSV width (assuming TSVs are square-shaped)
Hrsv | TSV height (length in z-direction)
Stsv | spacing between two TSVs

W,, | metal wire width

Sw | spacing between two parallel metal wires
Tw | metal wire thickness
H
N

w | spacing in z-direction between two adjacent metal layers
v | the number of wires on top (or bottom) of a TSiv%)
M,, | a half the number of wires between two TS%)
Ly1 | effective length &ecting fringe capacitance of a TSV
(= 0.4 =) (see Figure 37 (c), (d), (€))
Ly | effective length &ecting fringe capacitance of a TSV
(= 0.4 . S15=25mn) (see Figure 38 (d), (€))
Smin | Minimum spacing between a metal wire and a TSV
(see Figure 38 (d), (e))
M, :% (see Figure 38 (e))
Hint | height of interconnect layers between TSVs (see Figure 38 (a

Whis | =Whrsy- misalignment ratio. (see Figure 38 (f))

determined empirically, and Table 16 shows the variabkngstforCy, , andCy 3. Ciop2 IS

computed as follows:

Cfr,2 =Cg2- Ww
S S
Cs1=Cs1- % Cs2=Cs2- ?W, Cir3 =Cs1//Cs2
Ctopz =Ny - [Cfr,z +2- Cfr,B] (48)

whereCy, » is the coupling capacitance between the bottom side of aamidea sidewall of
the TSV, andCy, 3 is the coupling capacitance between sidewalls of wires asideavall of

the TSV.
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Table 16. Variable settings. C.F. means ‘capacitance funicin’. Series means the components are con-
nected in series (e.ggx 3 is computed by the series connection afs; and Csy.)

Series| C.F. Y S T H S1 | S
Ciop1 Careal Caw-g Wiy - - Hw - -
Cr,1 Ct w—g - - STW Hw
Ciop2 Cir 2 Csw,top Lfr1 Hw Y 0 -
Cr,3 Cs1 Csw,top bTW 0 STW H_2w 0 Sw
Cs2 Csw,top Lfra HTW T 0 -
¥ |
Cside1 | Cir.a(m) Cswtop 2f_|\r/|iv Hw + (2m - 1)% Wy m- Sy + (M- 1)Wy
L L
Crr,5(M) Ctop.top 4f—,\r/|iv Hw + m,\;;‘;vl Wiy m- Sy + (M- 1)Wy
Cside2 Cir,6(M) Cs3 Csw;top % Hw L STV 0
Csa(M) | Cswiop | i | Sw+(@m-1)5p Wiy m- Sw + (M- )Wy - |-
Crr.7(M) Cs5 Cswtop ;TW 0 STW Hw 0 | Sw
Cs6 Csw;top LTTSV Hw L % 0 - -
cs7 | Cowop | zwis | Sw+(@m-1)5m Sw m- Sy + (M- 1)Wy
Cside3 Carea2 Caw-g Wiy - - Shin - -
Csw,1 Csw,top }_W 0 STW Shin 0 Sw
Csw,2 Csw,top v 0 Wiy Smin 0 Hw
Csides Carea3 Caw—g Ew - - Shin -
Csw,;3 Csw;top e 0 Shin 0 Hw
Csides Csw,4 Csw,top Lir2 0 M Shin
¥ 2m-T)L;
Csides | Csws(M) Csw,top ﬁ % Wy Smin + (M- Wy + (M- 1)Sy
L; L,
Csw,6(M) Ctop.top ﬁ m,\;;\}: Wiy Smin + M- Wy + (M- 1)Sy
Cm2 Csw.top Whis Stsv-Wnis Whis 0

3.2.1.3 Modeling Gge1
Csige1 IS the capacitance between a sidewall of the TSV and sidesvaseshown in Fig-

ure 37 (d). Table 16 shows the variable setting<dge1. Csige1 IS computed as follows:

Chra(m) = Gy a(m) - Wrsy

Cir5(m) = Cq5(M) - Wrsy
My

Caider = Y (Cir.a(m) +2- Cy5(m)) (49)

m=1

whereCy 4(m) is the coupling capacitance between the bottom side ofrtfie wire and
the facing wall of the TSV, an@x 5(m) is the coupling capacitance between the sidewalls

of them-th wire and the facing wall of the TSV.

3.2.1.4 Modeling Gge2
Ciige2 IS the capacitance between a sidewall of the TSV and sideswiraon-overlapped

regions as shown in Figure 37 (e). Table 16 shows the vargattangs forCgjgeo. Ceige2 IS
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computed as follows:

S
Cs3 = Cs3° WW’ Cs4(m) = CS4(m) : TZSV
Cir6(M) = Cs3//Csapm
S
Css5=Css5- %, Cs6 = Cs6- Sw
S
Cs7(m) = Cs7(m) - TZSV
Cfr,?(m) = Cs5//C56//Cs7(m)
My
Cside2 = Z[Cfr,ﬁ(m) + 2 Cq 7(m)] (50)
m=1

whereCy g(m) is the coupling capacitance between the bottom side ofrtfie wire and
the facing sidewall of the TSV, ar@; ;(m) is the coupling capacitance between sidewalls

of them-th wire and the facing sidewall of the TSV.

3.2.2 Modeling of TSV-to-TSV Coupling Capacitance

Capacitive coupling exists between two adjacent TSVs. Taugpkng capacitanc€rr be-
tween two TSVs consists of two components. The first compioisehe coupling capaci-
tance C.; in Figure 37 (f)) between the sidewalls of the TSVs, and tlo®sd component
is the coupling capacitanc€, in Figure 37 (f)) between the corners of the TS\, is

computed as follows:
(Hrsv — 2+ Lir 1) - Wrsy
Stsv

Ccl = &di (5 1)

Cecomerin Equation (42) which will be used for the computation$ is dependent o8/H.
If HandS are constants.,mer alSO becomes a constant. In our case, however, the width,
height, and spacing of TSVs vary in a wide range. Thereforgroportional constant,

Kcornen IS €mpirically found, an€, is computed as follows:

o
Cc2 = \d/lé : HTSV . Kcorner (52)
T
1 Htsv ., Hrsy
K = —. if <40
corner 2 STSV ( STSV — )
. H
= 20 (if 513 > 4.0) (53)
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Lastly, C+7 is computed by the following equation:

Crr =4(C1 +C) (54)

3.2.2.1 Impactof TSV Liner

It is required to consider multiple dielectric materialsemhl SV-to-wire fringe capacitance
or TSV-to-TSV coupling capacitance is computed becausépteitiielectric materials ex-
ist between two conductors. In this case, the capacitamosufa shown in Equation (46)
is used to take multiple dielectrics into account. In ourdation, the impact of TSV
liner is neglected because it is assumed that TSV liner i theén (approximately (um)
compared to TSV-to-wire or TSV-to-TSV distance, tlays, in Equation (46) is dominated
mainly by ILD and substrate. If TSV liner thickness is not lgigle, however, Equa-

tion (46) needs to be applied so that multiple dielectricarats are considered.

3.2.2.2 Metal Wires Connected to TSVs

If a metal wire on top of a TSV is connected to the TSV in Figuve(8), the coupling
capacitance between the wire and the TSV should be suldriiota the TSV capacitance.
In this case, however, wire-to-wire coupling capacitar{cgs.,) shown in Figure 32 needs
to be added to the TSV capacitance. The wire-to-wire cogpiapacitance is computed

by the following formula [49]:

Caw-w = &di * (0.03(Vﬁv) + 0.83(%) -
0.07(%)0.222)(3)—1.34 (55)

whereW is the wire width,T is the wire thicknessH is the spacing between a wire and

the ground plane, anl is the spacing between two adjacent wires.

3.2.3 TSVs with Top, Bottom, and Side Neighbors
Figure 38 (a) shows capacitance components when a TSV isusuted by neighboring

wires vertically and laterally.
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Figure 38. Capacitive components of TSVs with top, bottom, ed side neighboring wires.

3.2.3.1 Modeling Gges
Csiges consists of three componen®es, Cswi1, andCgy2 as shown in Figure 38 (b).
Table 16 shows the variable settings for these three conmp®n€j4e3 IS computed as

follows:

Carea2 = Carea2 * TW
Csw,l = Cow1 ° Tw, Csw,z = Csw2 ° WW

Csidez = Ny - (Careqz + 2~ Cow1 +2- Csw,z) (56)

whereCy,e42 IS the coupling capacitance between facing sidewalls ofra amd the TSV,
andCg,; andCs,, are the coupling capacitances between a sidewall of a widetlzan

facing sidewall of the TSV.
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3.2.3.2 Modeling Gges
Ciigea CONsists of two componentS,es3 andCs, 3 as shown in Figure 38 (c). Table 16

shows the variable setting for these two componedige4 is computed as follows:

Careas = CalreaS'VV'l'SV
Cswz = Cswz:Wrsy

Cside4 = CareaS +2- CSW,S (57)

whereC,reqs3 IS the coupling capacitance between a sidewall of a wire hadeicing side-
wall of the TSV, andCs,3 is the coupling capacitance between the top surface of a wire

and the facing sidewall of the TSV.

3.2.3.3 Modeling G
M1 layer has no additional metal layers below it, so the cogptapacitanc€y, between

an M1 wire and a sidewall of a TSV is computed as follows:

Csw,4 = Csws- WW
CsideS = NW ' Csw,4 (58)
Csw,S(m) = CSW,S(m) : WTSV

Csws(M) = Cowe(M) - Wrsy

My

Csidee = Z(Csides +2- CsideG) (59)
m=1

C:bm = 2- (CsideS + Csideﬁ) (60)

whereCs, 4 andCs,5(m) are the coupling capacitances between the bottom sidereswi
and the facing sidewall of the TSV, afd,,s(m) is the coupling capacitance between a side-
wall of them-th wire and the facing sidewall of the TSV as shown in Figus€d® and (e).

L » is determined empirically.
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3.2.3.4 Modeling &
Lastly, C+7 is computed as follows:

'(HTSV -2 HINT -2 I—fr,Z)WTSV
i

C.r =
< “d STSV
Eui
Cc4 = . \d/lz : HTSV : Kcorner
Crr = 4(Cc3+Ces) (61)

whereC; is the coupling capacitance between two TSVs placed inlegrahdC,, is the

coupling capacitance between two TSVs placed diagonally.

3.2.4 Modeling of Misalignment
Misalignment between TSVs occurs due to imperfectnesseoéligning [52]. Therefore,
TSV capacitance modeling under misalignment is shown is sleiction. Figure 38 (f)
shows a model for misalignment. In this model, it is assurhatithe capacitance near the
bonding layer is notféected by surrounding wires of TSVs for simplification.

In Figure 38 (f),Cr1 is computed by the area capacitance equationCaais computed

by Table 16 and the following equation:
Cmz = Cm2 - Wrsy (62)

wherecy; is the coupling capacitance between the top surface of a TMlze facing

sidewall of its neighboring TSV.

3.3 TSV Capacitance Extraction and Simulation
Synopsys Raphael simulation is run on a SUN UltraSPARC-II 40@tdchine with 4GB
main memory. Wire width is @um, wire thickness is B6um, wire-to-wire spacing is

0.2um, and wire-to-TSV spacing is.8um. Liner thickness is Qum.

3.3.1 TSVs with Top and Bottom Neighbors
The first comparison is on a structure composed of TSVs wytatal bottom neighboring

wires. The Raphael simulation structure for this comparcmrsists of nine TSVs forming
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Table 17. Comparison of capacitances for TSVs with wires ab@ and below the TSVs under perfect
TSV-to-TSV alignment. The computation time of our model is regligible for all the casesW is the TSV
width, Sis the TSV-to-TSV spacing,H is the TSV height, andR is the runtime of Raphael in minutes.

TSV dimension Breakdown of capacitive components

(um) TSV capacitancef(F) Raphael Our model R
W S H Raphael| Our model Error Crr Ciop Cside Crr Ciop Cside
5 8.868 9.389 5.88% 14.86% | 533% | 3184% || 1572% | 56.21% | 2807% 3
5 20 18336 19.102 4.18% 57.04% | 26.12% | 16.84% || 5857% | 27.63% | 138% 3
50 37.033 37.129 0.26% 7869% | 1294% | 837% || 7869% | 1421% | 7.10% 4
5 100 | 68227 67.174 -1.54% || 8836% | 7.04% | 4.60% || 8822% | 7.86% | 3.92% 4
20 15.706 15.939 1.48% 2917% | 3201% | 3882% || 325% | 39.07% | 2843% 6
10 | 50 27.984 29.615 5.83% 60.15% | 17.97% | 21.88% || 63.67% | 2102% | 1531% 6
100 | 48437 49301 1.78% 76.97% | 1039% | 1264% || 7818% | 1263% | 9.19% 7

10 26.079 27210 4.34% 7.45% | 6255% | 30.01% || 10.85% | 6532% | 23.83% 15
20 32645 32752 0.33% 2291% | 50.59% | 2650% || 25.94% | 54.26% | 19.80% 16
50 51392 52.644 2.44% 50.84% | 3219% | 1697% || 53.92% | 3376% | 1232% 16
100 | 82570 82.689 0.14% 69.40% | 20.03% | 1057% || 70.66% | 2149% | 7.85% 19
20 81140 82.352 1.49% 359% | 7254% | 23.86% 717% | 7416% | 1867% 20
20 | 20 | 50 | 101040 99.679 -1.35% || 1941% | 5898% | 2161% || 23.31% | 6127% | 1542% 23
100 | 132188 133222 0.78% 3848% | 4506% | 16.46% || 4262% | 4584% | 11.54% 24
50 | 403026 385697 —4.30% 7.22% | 80.77% | 1201% 9.80% | 8188% | 8.32% 60
25 | 100 | 454968 441124 -3.04% || 17.82% | 7154% | 10.64% || 2114% | 7159% | 7.27% 64
200 | 558915 542651 -2.91% || 3311% | 5823% | 866% || 3589% | 5820% | 5.91% 110
50 | 50 | 398710 386463 -3.07% 1.41% | 8321% | 1537% 3.82% | 84.60% | 1158% || 120

10 | 10

50

Table 18. Comparison of capacitances for TSVs with wires abe, below, and in the side of the TSVs
under perfect TSV-to-TSV alignment. The computation time d our model is negligible for all the cases.
W is the TSV width, S is the TSV-to-TSV spacingH is the TSV height, andRis the runtime of Raphael
in minutes.

TSV dimension TSV capacitance Breakdown of capacitive components
(um) (fF) Raphael Our model R
W | S H Smin | Raphael| Our model Error Crr Ciop Cinter Crr Ctop Cinter
5 0.5 8.055 8572 6.03% 0.46% | 40.28% | 59.26% || 0.13% | 4352% | 56.35% || 120
5 5 20 1.0 16.280 15570 -4.36% || 5092% | 21.92% | 27.16% || 4859% | 20.11% | 31.30% || 120
50 2.0 33751 35115 4.04% 8132% | 1176% | 6.92% || 80.63% | 10.72% | 8.65% || 120
100 2.0 64.799 67.581 4.29% 90.27% | 6.13% 3.60% 9398% | 5.23% 0.79% 143
10 | 5 10 1.0 24.174 24981 3.23% 1575% | 5261% | 3164% || 1641% | 50.48% | 3311% || 300

a 3x 3 array and wires above and below the TSVs as shown in Figur@) Zind (a).
The capacitance of the center TSV is computed and compaiet time assumption that
all other TSVs and wires are grounded. Table 17 shows capees$ for various TSV
dimensions.

It is observed that the relative ftkrence between Raphael and our modeling is less
than 588% for all the cases and the average error.&5l% which is very small. The
breakdown of capacitive components is also shown in thes tedbshow that our model

for each capacitance component is accurate. In the t@pfds the TSV-to-TSV coupling
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capacitanceC, is the coupling capacitance between a TSV and wire piecés aigove
the TSV & Ciop1 + Ciop2), andCgige is the coupling capacitance between a TSV and wire
pieces outside the top surface of the TSV Csiger + Csigez). The diference between
Raphael simulation and our model is again very small, whiatwshthat our model is
highly accurate. Moreover, the result shows tbgt andCsige are not negligible when TSV

is relatively short compared to the TSV width. Thereforés required to consider TSV-to-
wire capacitance for the computation of TSV capacitance hRajpruntime is much higher

but the computation time of our model is negligible.

3.3.2 TSVs with Top, Bottom, and Side Neighbors

The second comparison is on a structure composed of TSVstepthbottom, and side
neighboring wires. The Raphael simulation structure fas twmparison consists of nine
TSVs forming a 3x 3 array and wires above, below, and in the side of the TSVs@arsh
in Figure 37 (f) and Figure 38 (a). The capacitance of theezeh8V is computed and
compared under the assumption that all other TSVs and winegr@aunded. Table 18
shows that the dlierence between Raphael simulation and our model is less tB3#66
for all cases and the average error i83% which is acceptable for fast estimation of
TSV capacitances. The breakdown of capacitive compondsdssaows that our model
is highly accurate in computing individual capacitive campnts as well. In Table 18,
Cinter IS the sum 0fCgjge3, Csiges, andCyp. Regarding computation time, Raphael runtime
is excessively high since many wires exist in this simutastructure. Moreover, Raphael
simulation could not be performed on more complicated sires due to its huge memory

requirement (more than 6 to 8GB).

3.3.3 TSV under Misalignment
The third comparison is on TSVs under misalignment. The Relpdienulation structure
contains nine TSVs on ax33 array and another 9 TSVs on top of these TSVs with mis-

alignment. The simulated values are the capacitances oétiter TSV. Table 19 shows the
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Table 19. TSV capacitance under misalignmentMysy is the misalignment ratio. Capacitance values
are reported in fF. The unit of width, spacing, and height isum.

Width | Spacing| Height | Mysy | Raphael| Our model| Error
0% 6.412 6.475 0.98%
5% 6.269 6.449 2.87%

S 10% | 6.348 6.438 1.42%
5 5 20% | 6.504 6.469 -0.54%
0% | 64117 64.753 0.99%
50 5% | 62485 64.726 3.59%
10% | 62642 64.716 3.31%
20% | 63061 64.747 2.67%
0% | 25647 25901 0.99%
20 5% | 25078 25795 2.86%
10% | 25393 25752 1.41%
20 20 20% | 26.017 25876 | —0.54%
0% | 64117 64.753 0.99%
50 5% | 62581 64.646 3.30%

10% | 62898 64.604 2.71%
20% | 63709 64.728 1.60%
0% | 128234 | 129506 | 0.99%
5% | 125201 | 129239 | 3.23%
10% | 125914 | 129133 | 2.56%
20% | 128303 | 129443 | 0.89%

50 50 100

comparison. The result shows that the capacitance charg®dnisalignment is not sig-
nificant if the misalignment ratio is less than 20%. The re¢adlifference between Raphael
simulation and our model is less tha»3% for all the cases. If a rough approximation for
misalignment is sficient,C,,, can be neglected. However, includi@g,, results in more

accurate capacitance values.

3.3.4 Impact of TSV Capacitance on Delay

As TSV capacitance is not negligible, the impact of TSV cé@pace on delay is presented
in this experiment. Table 20 shows ratios of TSV capacitdoceire capacitance. When
the wirelength ) is short (up to 106m), TSV capacitance is much bigger than wire ca-
pacitance. For instance, the capacitance of a TSV whoséwadium, spacing is pm,
and height is 50m is 85x bigger than the capacitance of a wire whose length jgr50

Similarly, TSV capacitance is 222x bigger than wire capacitance when the TSV width is
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Table 20. Comparison between TSV capacitance and wire capié&nce. The ratio of TSV capacitance
to wire capacitance is reported. Wire width is0.2um, wire thickness is0.36um, horizontal wire spacing
is 0.2um, and vertical wire spacing is0.3um. L is the wirelength.

. . TSV height
TSV dimensions L(um) 20um | 50um | 100um
50 437 | 850 | 1538
width : 5um 300 073 | 142 | 256
spacing : am 1000 | 0.22 | 043 | 0.77
2000 | 011 | 0212 | 0.38
5000 || 0.04 | 0.09 | 0.15

50 1885 | 2282 | 3050
width : 2Qum 300 || 314 | 3.80 | 5.08
spacing : 2Q@m | 1000 || 0.94 | 114 | 152
2000 || 0.47 | 057 | 0.76
5000 | 0.19 | 0.23 | 0.30

<0 TSVv> <1 TSV> <3 TSVs>
L (um)
|-
L
2L (um) %¢ >
e TSV | lesTSV
Schematics : %D L
L (um)
> « L (um) {>
— |-
R; r r r r R: R: R: r r
Equivalent RC tree : MW WTD M Wi vaf‘> M oW AT -+
Tt CI IMTCT °T I ITIMIIMIIMICL °I
Crsv/2 Crsw/2 Crsv/2 Crav/2

Figure 39. Schematics for the delay simulation in Table 21Cysy is the total capacitance (the sum of
TSV-to-wire coupling capacitances and TSV-to-TSV couplig capacitances) of a TSV.

20um, TSV-to-TSV spacing is 2@m, the TSV height is 50m, and the wirelength is 20n.
As the wirelength goes up, on the other hand, wire capa@thacomes much bigger than
TSV capacitance.

Next, the impact of TSVs on 3D interconnect delay is preserteour SPICE simula-
tion, a signal goes through a wire, one TSV (or three TSV9g),than another wire whose
length is same as that of the first wire as shown in Figure 3®leTal shows the delay
values for various TSV dimensions. When the wirelength igtshioe number of TSVs in
the interconnect (1 vs 3 TSVsjtacts the delay significantly. For instance, the delay of

“3 TSVs” case is D6x to 281x bigger than “1 TSV” case wheh is 5Qum. However,
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Table 21. Delay of 3D interconnects. Schematics for this siafation are shown in Figure 39. All the
delay values are scaled to the boldface case.

TSV dimensions

W = 5um w=10um w = 20um
s=5um s=10um s=20um
h =20um h=10Qum h = 50um

Lum) [OTSV | 1TSV 3TSVs| 1TSV 3TSVs| 1TSV 3TSVs
50 0.32 1.00 2.06 2.83 7.86 3.35 941
300 1.65 2.23 339 4.17 920 4.68 1075
1000 | 5.39 5.98 714 7.92 1297 | 844 1453
2000 | 1078 || 1137 1254 | 1332 1840 | 1384 1997
5000 | 2731 || 2791 2910 | 2990 3506 | 3042 3665

Table 22. TSV-to-TSV coupling capacitance vs. TSV MOS capaeince. These numbers do not include
TSV-to-wire capacitance.wis TSV width, his TSV height, andsis TSV-to-TSV spacing.

TSV dimensions (ium) | MOS cap.| Coupling cap.
w | h s (fF) (fF)
E 120 275 g’;z;
50 10 688 2192
RE %g 43 ggz
100 20 1485 416

the impact of TSVs decreases as the wirelength increasesi$etong wires have larger

parasitic capacitance than TSVs so that wire capacitarmantes dominant in long wires.

3.3.5 Comparison Between TSV Coupling and MOS Capacitance

In previous work such as [30, 44], TSV MOS capacitance is tised SV capacitance.

Therefore, TSV coupling capacitance is compared to TSV M@gsacitance in this sec-
tion. Table 22 compares the TSV-to-TSV coupling capac#amith TSV MOS capacitance
computed by capacitance equations presented in*[3@Jis observed from the table that
the coupling capacitance is smaller than MOS capacitanoe eXample, when the TSV

width is 1Qum and the TSV height is 5fm, MOS capacitance is 73if F but the coupling

4TSV-to-wire coupling capacitance is not included here.
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Figure 40. An example layout of a 3D IC designed by 3D IC desigmethodology presented in [11].
Via-first TSVs are used and two dies are stacked with face-tback bonding. Bright rectangles are TSV
landing pads (TSVs exist inside landing pads), and dark reengles are standard cells.

Figure 41. Zoom-in shot of Figure 40. Bright big rectangles ee TSV landing pads (TSVs exist inside
landing pads), and thin vertical lines above TSVs are metal wes.

capacitance is 21fF when the TSV-to-TSV spacing is 2. The results indicate that
using MOS capacitance is not accurate because it does reiT@aW-to-TSV capacitive

coupling into account.

3.4 Analyzing More General Layouts

The focus in previous sections is on two regular TSV str@stuwhere a given TSV is
surrounded by eight neighboring TSVs and full of wires ab&etow, and in the side of the

TSVs. Inreal layouts, however, this kind of regular TSV agament rarely happens unless
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Figure 42. A general layout where TSVs are placed irregulagy. The capacitance ofTp is computed.

highly regular TSV placement is used as presented in [11Juréi 40 shows an example
layout in which there are 1% cells and 428 TSVs, and Figure 41 shows a zoomed-in
layout. It is observed that regular TSV structures do nouodac this layout. Rather, it

is required to handle more general layouts. Therefore, dadelogy for the analysis of
general layouts is presented and its results are compasagusagaphael simulation.

The first step used to compute TSV capacitance for irregufddced TSVs is to sort
TSVs as follows. A horizontal lind{) is drawn so that it passes through the centergf T
and a line k) connecting the centers obBnd T, is also drawn as shown in Figure 42. The
TSVs are sorted in the ascending order of the angle betWyesard|,,, denoted by,. The
range ofg, is greater than or equal to O (rad) and less thafrad).

After sorting TSVs,meaningful TSV$or the given target TSV, d, are extracted. A

meaningful TS\fs a TSV, T, satisfying the following two conditions:

Distance condition : The distance from d'to T, is less than a distand@yax pre-
determined empirically. For instance, the area capaataetween the facing sidewalls of

two TSVs at a distance afis approximately 1F, Dyax is set to bed.

Visibility condition : T, is visible from To. T, is said to be visible from gif the
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C L Tn Tn+1 Tn
i parallel

/Eotop,top Csw,top;:' Ccomg;,v' 7 . Ccorng,rf"
T - Lsw,top

\ = X <

(a) x- (or y-) overlap (b) no overlap (c) no overlap (Tp+1 is adjacent to Tp)

: Cs,w,top

Figure 43. Capacitance computation for a pair of TSVs. If thee exists anx- or y- overlap, Cparalel
Cswitop: @nd Cioptop are applied as shown in (a). If there is no overlapCcomer and Csyop are applied as
shown in (b) and (c).

following inequality is satisfied:
0m — Omeal = Omin (63)

wheremis the TSV index, andy,y is the pre-determined angle.{@ in our simulations).
If two adjacent TSVs in the sorted TSV list violate the vistigicondition, the TSV having
shorter distance fromglis set to be aneaningful TS\and the other TSV is eliminated
from the list. The sorted TSV list is circular. For instanttee angular dference between
Tgand Ty in Figure 42 is computed to determine if one of them mseaningful TS\ér not.

TSVs that do not satisfy the distance condition are exclutlgthg capacitance com-
putation. The reason is that the coupling capacitance legtviieand T, becomes too small
if they are separated by a large distance. For instance Figure 42 is excluded due to
violation of the distance condition.

TSVs that do not satisfy the visibility condition are alsalkexled during capacitance
computation. They are excluded because electric field givgrfrom T does not reach
T, if another TSV exists in betweensBnd T,. For instance, Tin Figure 42 is excluded

becauséds — 67| is less thary,y and T; is farther away from ¥ than Ts.

3.4.1 Capacitance Computation for Meaningful TSVs
After the extraction of the list of meaningful TSVs, the cejance of F is computed
by summing the coupling capacitance betweenahd each meaningful TSV,,T The

computation step is as follows. If there is an overlapdror y- coordinates of § and T,
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Figure 44. Two general £ non-regular) example layouts. The total number of TSVs is ght. The
electric potential of one of them & red square) is set toVpp, while that of all others are set to0.

as shown in Figure 43 (a), the parallel capacitance equéatiapplied to the overlapped
region. For non-overlapped regior,,,op andCigpop are applied.

On the other hand, if there is no overlapdor y- coordinates of Fand T, as shown in
Figure 43 (b) CcomerandCsyop are applied. Whes,op is applied, the relative position of
T, and Ty, (or T,_y) is also considered as shown in Figure 43 (c). If;(or T,_;) blocks
the path of the electrical field diverging fromTo a sidewall of T, Csy0p IS NOt applied

for the sidewall of F,.

3.4.2 Simulation Results

Simulation structures for the capacitance extraction aregd layouts are constructed as
follows. TSVs are first distributed in a fixed-size window aswn in Figure 44. Then a
TSV among the distributed TSVs is chosen and its potentsgtto be Vp while the po-
tentials of all other TSVs are set to be zero. For a randorelyegated layout, 1) the capac-
itance of the red TSV is obtained by our capacitance estimatrogram, 2) the structure
is converted into Raphael input format, 3) the capacitandbeofed TSV is computed by
Raphael, and 4) the two capacitance values are comparedeHgishows two example
layouts. Each square represents a TSV, and the electrint@dtef green squares is set to

zero while that of red square is set tg/
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Table 23. Capacitance extraction on general layouts.

TSV dimensionsgm) #TSVs Average Max.
Width | Min. spacing| Height error (%) | error (%)

6 8.79 16.15

50 8 10.20 1559

10 8.48 1492

5 5 12 11.86 1579

6 9.70 1578

8 10.49 16.94

100 =35 —1120 | 1503

12 8.53 14.82

6 10.68 16.15

50 8 9.36 1455

10 1144 17.18

12 1122 1891

10 10 6 10.10 17.06

8 9.07 14.62

100 10 10.08 1548

12 8.18 14.79

Table 23 shows the average relative errors between Raphadbsion and our model
on random structures. For each simulation set (egm width and minimum spacing,
50um height, and total six TSVs in the layout), 20 random strueslare generated, errors
for each structure are computed, and finally average andrmemierrors out of 20 errors
are obtained. In all the cases, the errors are less th&i%Band the average error ranges
between 818% and 1186%, which is acceptable for fast estimation for quick fthip
timing analysis and layout optimization. The runtime of Raglsimulation is negligible
when there are few objects and the layout boundary is smadlweder, it takes several
seconds to compute coupling capacitances when there aeethrr ten objects and the
layout boundary is large. Since this is the extraction raatior one TSV, the actual runtime
becomesN times longer when there exidt TSVs. On the other hand, our capacitance
estimation is extremely fast. This clearly shows tffe&iveness of our model for the fast

estimation of TSV coupling capacitance.
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3.5 Summary

The TSV coupling capacitance model in this chapter provigetsestimation of capacitance
of TSVs surrounded by wires and other TSVs. The error betwleemodel and Synopsys
Raphael simulation on the two regular structures remairsstlean 603%, and the aver-
age error on more general structures is aroun@@%. However, this analytical model
requires a fraction of Raphael simulation runtime to comghecoupling capacitance.
Therefore, this fast and relatively accurate analyticadletovill enable more accurate TSV

computation during design and optimization of 3D ICs.
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CHAPTER 4
THE DESIGN OF GATE-LEVEL 3D INTEGRATED CIRCUITS

Three-dimensional integrated circuits (3D ICs) are emgr@n a natural way to over-
come interconnect scaling problems in 2D ICs. 3D ICs benefm fsmaller footprint area
than 2D ICs and from vertical (z-direction) interconnecticdetween dierent dies [9, 33].
Small footprint area of 3D ICs allows gates to be placed c|dkereby leading to shorter
wirelength than 2D ICs. Vertical interconnections by Thrio&jlicon-Vias (TSVs) also
help shorten wirelength because gates can be placed on &gebfother in dferent dies,
eliminating the need of long cross-chip interconnectstegsn 2D ICs. This shorter wire-
length helps alleviate routing congestion as well as catlsstnd noise problems. There-
fore, 3D ICs are expected to replace 2D ICs in the coming future.

Although TSVs can alleviate congestion, reduce wirelengtiol improve performance,
they occupy non-negligible silicon area. Excessive opl#ieed TSVs not only increase
die area, but also have negative impact on these objectiv8®ilCs [33]. Therefore,
CAD tools for 3D ICs should carefully consider the impact of Buring placement and
routing. Depending on their type, via-first TSVs interferghwdevice layer, whereas via-
last TSVs interfere with both device and metal layers (segiféi 45). A typical size of
via-first TSVs ranges fromumto 5um, whereas that of via-last TSVs ranges frognbto
20um [35]. These TSVs are much larger than wires, local vias, atdg) thus care must
be taken to consider the impact of TSV usage on the layoutadf di@ in a 3D stack. Most
previous work on 3D IC CAD tools [26, 53], however, ignoreseitthe sheer size of TSVs
or the fact that TSVs interfere with gates and wires.

In this research, a new force-directed 3D placement alyoris proposed. Two dif-
ferent TSV handling schemes, namely “TSV-site” and “TSVptacement”, are also in-
troduced. Since the TSV-site scheme requires assignmeli ofets to TSVs, two TSV

assignment algorithms are also developed. In additiomldmement and TSV assignment
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substrate substrate

via-first TSV via-last TSV top-down view of via-first TSV

Figure 45. Via-first and via-last TSVs

algorithms are integrated into a commercial tool. This neoVtiow generates GDSIllI-level
3D layouts that are fully validated. Based on these GDSII U#sovarious studies on the

impact of TSVs on 3D IC layouts are presented and demondtrate

4.1 Preliminaries
4.1.1 Maximum Allowable TSV Count

TSVs occupy significant silicon area. However, previougaeshes on 3D placement and
routing did not consider this fact. For example, the autlod{26] used 18519 TSVs for
ibmO1 circuit which has 1,282 cells. If the average cell area jgr& in 45nmtechnology,
the total cell area becomes ,B64unv. If a TSV occupies 10n?, the total TSV area
becomes 183.9Qun?, which is % bigger than the cell area. Similarly, the authors of [53]
used about 100 TSVs for ibm01, which is not a realistic number.

Since the smallest 2D chip area is simply the total cell @temaximum TSV count
such that the chip area of a 3D IC is less than a pre-defined @uo@an be computed
easily. For instance, the maximum TSV couxts,, ., based on 2D and 3D chip areas can

be calculated by

Nrsvia = (Asp — Aop) /Atsy » (64)

whereAgp is the sum of the area of all dies in a 3D I8;p is the area when the circuit
is designed in 2D, andsy is the area required by a TSV. If Equation (64) is applied to
ibm01 in 4:imtechnology with 1@m? TSV area, and\sp = 1.5x Ayp, the maximum TSV
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Figure 46. Two 3D IC design flows developed in this project. (aT SV co-placement, (b) TSV-site

count is approximately,200. This result means that the total die area of the 3D ICheill

greater than B x Ayp if more than 1200 TSVs are used.

4.1.2 Wirelength and TSV Count Trade-Off

TSVs help reduce wirelength because long wires in 2D ICs cashbeened by placing
cells in a net on top of each other infidirent dies and connecting them with TSVs. How-
ever, TSVs have two negative impacts on the layout. Firsty ticcupy silicon area, and
interfere with cells, thereby spreading cells out so thataherage distance between cells
does not decrease as much as expected [33]. Second, TSYibat@tb routing congestion
because they need to be connected to other cells. This irbpaotmes severe for via-last
TSVs [22, 23] because these TSVs go through all metal layers device layers plus the
bulk), and become routing obstacles. Therefore, desidrams to wisely control the TSV

usage [32]. In this project, the number of TSVs is controtleding partitioning.

4.1.3 3D IC Design Flow
Two 3D IC design flows, namely TSV co-placement and TSV-site, devised in this

project as shown in Figure 46. These flows are developed im sweay that existing 2D
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routing tools can be re-used while TSVs are handl&diently. The following shows the
two 3D IC design flows.

Partitioning : In the first stage of both design schemes, cells in the 20shetle dis-
tributed intoNg;e dies by a modified FM partitioning. During the partitionirige cutsize is
controlled to obtain the desired number of TSVs. The outpthie stage is the 3D netlist
in which some of the 2D nets (nets having all their cells in &) dif the original design
become 3D nets (nets having their cells iffelient dies). After partitioning is completed,
the minimum number of TSVs to be inserted is computed. Algtoultiple TSVs can be
used for a 3D net to connect cells in two adjacent dies, ongy T8V is used for a 3D net
between two adjacent dies.

TSV insertion and placement in TSV co-placement schemdn TSV co-placement
scheme, TSVs are added into the 3D netlist during TSV irmegiage, and then cells and
TSVs are placed simultaneously during 3D placement. Thpubwf the 3D placer is a
DEF file for each die.

TSV insertion and placement in TSV-site schemeln TSV-site scheme, TSVs are
pre-placed uniformly on each die in TSV insertion stage, et cells are placed in the
3D placement stage. During 3D placement, pre-placed TS¥draated as placement
obstacles because there should not be any overlap betwegvi and a cell. An additional
stage, TSV assignment, is needed after 3D placement tawiaewhich pre-placed TSVs
belong to which 3D nets. Then, 3D netlists are updated toatefie assigned TSVs.

Routing: After generating DEF and netlist files for each die, Cademse Bncounter [28]
is used to route each die. Routing is done separately for aadiedause each die has its
own netlist and cell positions. To facilitate TSV manipidatby Cadence SoC Encounter,

a“TSV cell” is defined and used as if it is a standard cell.
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4.2 3D Placement Algorithm
4.2.1 Overview of Force-Directed Placement

In quadratic placement, a placement result is computed bynmzing the quadratic wire-

length function/”, which can be expressed as
I=ry+1y, (65)

whererl'y andl'y are wirelength along x- and y-axis. Becaugeandl'y are independent,
they can be separately minimized to obtain the minimun.oT he following description
for x-dimension applies similarly to y-dimension. Hefg,can be written in a matrix form
as

1
Iy = éxTCxx + x"d, + constant (66)

wherex = [x; --- Xx]' is @ vector representing the x-positionfcells being placedC,

is anN x N matrix representing the connection among the cells aloagis- andd, =
[dy1 --- dyn]' is @ vector representing the connection to fixed pins aloagis- Element
Cyij of Cx matrix is the weight of connection between aedind cellj, and element; is
the negative weighted position of fixed pins connected tbicélhe minimum ofl’y can
be obtained by setting its derivative to zero. Therefore,abll placement along x-axis is
computed by solving

CyX + dy = 0. (67)

Quadratic placement can be viewed as an elastic springsysten/” is considered as
the total spring energy of the system. Because the derivatigespring energy is a force,

the derivative of’ in Equation (66) can be view as a net fofC& as
¢ = V, Iy = CyX + dy, (68)

whereV, = [8/dy, --- 0/0x]" is the vector dferential operator. At equilibriunf?®is
zero, resulting in minimund’y, but cells can be crowded in few area of the chip, resulting

in high cell overlap.
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Move force is density-based force that spreads cells avaay fiigh cell density area
to low cell density area to reduce cell overlap. Move forcgod] is defined for 2D ICs.
In 3D placement, move force is modified to support cell oyerlemoval in 3D ICs. Hold
force is used to decouple each placement iteration from téxaqus iteration. It cancels

out net force that pulls cells back to the placement in ihitéaxation, and can be written as
o0 = —(CoX’ + dy), (69)

wherex’ = [x; --- x]" is a vector representing the x-position of cells from thevjmes
placement iteration. When no move force is applied, holdedrolds cells being placed
into their position.

Total forcefy is the summation of net force, move force, and hold force. tdted force
is set to zero,

f = £t fnove 4 fhold = (70)

to get the placement result with minimal wirelength and sa®lé overlap reduction for

each placement iteration.

4.2.2 Overview of a 3D Placement Algorithm
Our 3D placement algorithm is divided into three phasegiainplacement, global place-
ment, and detail placement.

In the first phase, the initial placement is computed by sgiquation (67). The initial
placement result contains high cell overlap, which will educed in each global placement
iteration in the second phase by introducing move force and force in Equation (70),
and solving the equation. Global placement continues thilamount of remaining cell
overlap becomes low. Then, detailed placement starts irthihg phase to legalize the

result from global placement using a greedy algorithm.

4.2.3 Placing Cellsin 3D ICs
It is not possible to extend the 2D force-directed quadrplacement algorithm to 3D

placement algorithm simply by adding z-axis variable in &tpn (65). The reason is that
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all the fixed pins in 3D ICs are on the C4-bump side, resultindacipg all the cells at the
same z-positiorg = 0, in the initial placement [53]. Therefore, the force-diextquadratic
placement algorithm in [54] is extended by exploiting thet that cells are already assigned
into dies by the partitioner and not moving them across diggd placement.

Move force in [54] is modified to support placing cells in 3D I@ecause cell overlap
on all dies are dierent, move force for a cell is computed based on the cellayef the
die on which the cell is being placed.

The placement problem is formulated as a global electiogtatblem by treating cell
area as positive charge and chip area as negative chargelaeenent densitip on died

can be computed by

D(xY)|_ =D®(xy)|_ -D™P(xy)| (71)
z=d z=d z=d

whereD®l(x, y)|z:d is the cell density at positiorx(y) computed by using only cells being
placed on diad, and D°"P(x, y)|zzd is the chip capacity scaled to match total area of cells
being placed on the die.

After D is computed, placement potentiaican be obtained by solving Poisson’s equa-
tion

AD(xY)| =-Dxy)| . (72)

The negative gradient @ indicates in which direction and how fast the cell at thatfpws
should move. Move force is modeled by connecting icillits target point; with a spring

of spring constantvi> The target point is computed by

[} , 8
5 =X - = @(xy) (73)

.y).z=d’
where x/ is the x-position of celli being placed on diel from the previous placement
iteration. Therefore, for cell move forcefX’fi‘Ove = Wi(x — %), wherex; is the x-position of

celli being placed. Move forcE™¢is finally defined for 3D ICs by

fmove = &, (x — X), (74)
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Figure 47. Splitting 3D net into subnets (side view)

Whel’eCOZX is a diagonal matrix ofv;, X =[x, --- Xn]" iS a vector representing the x-position
of N cells being placed, arki= [%; --- Xy]" is a vector representing the target x-position

of the cells.

4.2.4 Placing TSVs in TSV Co-placement Scheme

In TSV co-placement scheme, a TSV is treated as a cell bemge@dl Therefore, our
3D placement algorithm is modified to place TSV cells in TSV{ptacement scheme.
After adding the minimum number of TSV cells into the netlibie total number of cells
being placed is updated. The area of TSV cells is also usedrpeteDc®'(x, Y)|z: 4and
DEMP(x, y)| 4 In Equation (71). The resultingvector obtained from solving Equation (67)

and (70) also includes the x-position of TSV cells.

4.2.5 Net Splitting

During wirelength computation, net splitting is used to eute wirelength more accu-
rately as shown in Figure 47. Wirelength computation withwet splitting is based on the
projection of the cell locations in all dies onto a 2D plane tBe other hand, wirelength
computation with net splitting is based on the projectionhaf cell locations in each die
onto its own 2D plane. Therefore net splitting during wirgJéh computation gives us more

accurate wirelength estimation.
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Figure 48. Cost computation for each combination of TSVs intiree dies (side view). (a) wirelength=
2L for (Tq,Ts), (b) wirelength = L for (T3, Ts)

4.2.6 Pre-placing TSVs in TSV-site Scheme
In TSV-site scheme, TSVs are pre-placed into placement laeéare the original cells
are placed. Therefore, pre-placed TSVs are treated asnpdanteobstacles. Although the
total number of cells being placed is not updated, and thdtieg x vector obtained from
solving Equation (67) and Equation (70) still includes otilg x-position of the original
cells in the design. Therefore, the area of pre-placed TSVsciuded when computing
De(x,y)|,_, andD"P(x, y)| _, in Equation (71).

TSVs are evenly pre-placed as placement obstacles in radvscdunmns in this scheme.
Placement obstacles can be handled naturally by the medacafirpent density in [54]. By
including the area of pre-placed TSVs when computing placgrdensity, move force is

altered in such a way that it drives cells being placed away fore-placed TSVs.

4.3 TSV Assignment

TSV assignment problem is to assign 3D nets to TSVs for giets ef dies, 3D nets,
placed cells, and placed TSVs so that the total wirelengtBDohets is minimized. The
constraints are: (1) a TSV cannot be assigned to more thaBDmeet, and (2) a 3D net

should use one TSV between two adjacent dies.

4.3.1 Optimum Solution for TSV Assignment
A Binary Integer Linear Programming (BILP) formulation to fittce optimum solution of
TSV assignment for two dies was already shown in [55]. Siheenumber of binary integer

variables in the formula was too big, the authors in [55]adtrced heuristic algorithms
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based on neighborhood search.

If more than two dies exist and a 3D net spans in more than tes, dombinations
of TSVs in diferent dies should be considered for cost computation (gred-48). In
Figure 48(a),T; andTg are assigned to the 3D net, and the cestifelength) is approx-
imately 2.. On the other handl; and T are assigned to the 3D net in Figure 48(b), and
the cost is approximately. AlthoughTg is used in both cases, its contributions to the cost
are diferent. Therefore, the cost should be computed for each catin of TSVSs.

The optimum solution of TSV assignment for the case of moaa tiwvo dies is found

by the following formulation:

Minimize
N3pnet CBi Nrtsv
ijp - Xikp (75)
i=1 k=1 p=1
Subject to
CB Nrsv
Xikp=1, (i=1---,Napney (76)
k=1 p=1
30Net CB
Xikp<1 (p=21---,Nysy) (77)
i=1 k=1

whereNzpnet IS the total number of 3D netdl;sy is the total number of TSVE B is the
total number of combinations of TSVs for the 3D nét andd;y, is the cost when the
k-th combination is used for the 3D nkef. Here, X\ is 1 if (1) the 3D netH; uses the
combinationCB, and (2) the combinatio@ B, uses the TSV ,, and otherwise;yp, is 0.
Equation (76) denotes that a 3D net uses only one combinatm@hEquation (77) denotes
that a TSV is assigned to at most one 3D net.

The number of variables in this problem is also very big beeaall possible combi-
nations for all 3D nets should be considered. In additioa,rthmber of combinations is
still big even when available TSVs for a 3D net are limited 8VE inside a small window.
For example, if a 3D net spans in four dies, and the windowainat20 TSVs in each

die, 8 000 combinations are available for the net. Moreover, Iimgithe window size may
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Figure 50. TSV assignment based on 3D Placement (top view)

result in the infeasibility of BILP. Therefore, two heurtstilgorithms are introduced in this

project.

4.3.2 MST-based TSV Assignment

In this method, minimum spanning tree (MST) is used for TSS@sment as shown in
Figure 49. After constructing MST for a 3D net, the nearesY T8 the shortest edge
is selected. Then, this process is iterated for the nexttestoedge until all the dies are
connected by TSVs. In Figure 49, the shortest edge spanktimeahree dies so that the
nearest TSV in each die is assigned to the edge.

MST-based TSV assignment is a sequential (net by net) methloerefore, the order
of nets for assignment becomes important because 3D né&aadat the beginning have
more available TSVs. In our method, 3D nets are sorted indberaling order of bounding-
box size because a net which has a large bounding box corgaiminy TSVs inside has

more choices for its TSVs.
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Table 24. Benchmark Circuits

Circuit | # gates| # TRs | # nets Profile
Ind 1 16K | 137K | 12K Microprocessor
Ind 2 15K | 106K | 15K Inverse DCT
Ind 3 16K | 134K | 16K Microprocessor
Ind 4 20K 146K | 20K Microprocessor
Ind 5 30K | 317K | 30K Arithmetic Unit
ethernet] 77K | 729K | 77K Ethernet IP Core
RISC 88K | 775K | 89K Microprocessor
b18 104K | 728K | 104K Microprocessor Cores
desperf| 109K | 823K | 109K | DES (Data Encryption Standarg
b19 169K | 1.29M | 169K Microprocessor Cores

1)

Table 25. Wirelength of our 3D placement with and without netsplitting

without with

Circuit | net-splitting /m) | net-splitting «im) || Dif.(%)
Ind 1 444,867 408 713 -8.13%
Ind 2 309936 288 143 -7.03%
Ind 3 305961 308 006 +0.67%
Ind 4 405010 393 215 -2.91%
Ind 5 658 886 584,024 -11.36%
ethernet 1,538 792 1,406 073 -8.62%
RISC 2,225730 2,025 187 -9.01%
b18 2,610,358 2,683 424 +2.80%
desperf 2,362 977 2,199 149 -6.93%
b19 4,612 405 4,364,694 -5.37%
Average| -5.59%

4.3.3 Placement-based TSV Assignment

In this method, the assignment problem is solved by 3D placgmlgorithm. The placed
cells, however, become fixed cells at this time, and TSVs imecmovable cells. The
assignment is done in two steps - global and detailed. Fi§Qrehows how TSVs are
assigned by 3D placement. The global assignment is done yl@ial placement. Dur-
ing this step, TSVs are placed by force-directed quadraéithod regardless of TSV-site

locations. After global placement is done, the detailedgassent is performed by cell

snapping. In this step, each TSV is assigned to each TSV-site
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TSV co-placement TSV site

Figure 51. Cadence SoC Encounter snapshot of the bottommosiie of Ind2 designed by TSV co-
placement and TSV-site methods. Routing for 3D nets are shawin blue.

Table 26. Comparison of wirelength (WL), the minimum number d metal layers (ML), runtime for
placement, and total silicon area for 2D and 3D 4 dies) design for IWLS 2005 benchmarks and indus-
trial circuits. Cell occupancy is 80% and the number of 3D nets was set to b8% to 5% of the number
of total nets during partitioning. The numbers in parentheses are ratios to 2D.

our 2D our 3D
Circuit WL (um) # ML runtime (s) Area (un?) WL (um) # ML runtime (s) Area (un?) #TSVs
Ind 1 397,015 (10) 5 85 (10) 42,944 (10) 309 924 (101) P 93 (110) 69,696 (155) | L 700
Ind 2 334,648 (10) 4 72 (10) 44,944 (10) 284,340 (085) 4 53 (073) 58564 (130) | 1,302
Ind 3 287,587 (10) 4 71 (10) 48,841 (10) 300,781 (105) 4 81 (114) 69,696 (143) 798
Ind 4 411,993 (10) 4 157 (10) 63,001 (10) 388 315 (094) 4 101 (064) 80,656 (128) 1,016
Ind 5 703461 (10) 5 189 (10) 103 684 (10) 582 603 (083) 4 188 (100) 147,456 (142) 2,789
ethernet || 1,534 386 (10) 4 1,289 (10) | 293764 (10) || 1,401 059 (091) 4 1,287 (100) | 341056 (116) | 3,866
RISC 1,976 549 (10) 4 880 (10) | 314721(10) || 2,001 986 (101) 4 727(083) | 386884 (123) | 4,438
b18 2,415 867 (10) 5 1,459 (10) | 338724 (10) || 2683424 (111) 4 1,134 (Q78) | 495616 (146) | 10,404
desperf || 2,445398 (10) 5 1,367 (10) | 327,184 (10) || 1,911 731 (a78) 4 950 (069) | 386884 (118) | 3,856
b19 3,986,586 (10) 5 2,642 (10) | 580644 (10) || 3,945515 (099) 4 2,173(082) | 712336(123) | 8497

4.4 Simulation Results
IWLS 2005 benchmarks [29] and several industrial circuits ased for 3D placement.
They are listed in Table 24. #ftechnology is also used for experiments. TSV cell size

IS 247umx 2.47um.

4.4.1 Net-splitting Results

The first experiment is on theéfectiveness of net-splitting for wirelength computatioa- T
ble 25 shows the wirelength comparison. Although “withoet-gplitting” is better for two
circuits, “with net-splitting” is generally better, andthverage improvement is®®%. The

reason that “with net-splitting” generates shorter wingli is that it estimates wirelength
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Figure 53. Wirelength vs # TSVs of (a) degerf, and (b) b19 for 2D and 3D @ dies) designs

more accurately in a 3D view so that it makes our placer retlueéotal wirelength more
effectively. For the rest of the experiments, therefore, péttsg is used for wirelength

estimation.

4.4.2 Wirelength and Runtime Comparison
The second experiment is on the comparison of wirelengthrantime of 2D and 3D
placement algorithms. Table 26 shows wirelength and runtfnour 2D placement and
3D placement results. The wirelength reduction in non-apoocessor circuits is 10% to
20% in 3D. However, it was not possible to benefit from 3D desmgterms of wirelength
for microprocessors.

To figure out the reasons, wirelength distributions are shimwFigure 52 for degperf

which is a non-microprocessor circuit, and for b19 which setof microprocessors. As
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Figure 55. Die area and # TSVs of deperf in 3D design

shown in Figure 52, long interconnections of gesf in 2D become shorter in 3D. The

longest wire of degperf in 2D design is about 10p6+long, whereas the longest wire in

3D design is about 320n-long. This dfect obviously comes from smaller footprint area
than 2D design and connections in z-direction.

On the other hand, long interconnections of b19 in 2D do nobbee shorter in 3D.
Since partitioning is used as a pre-process for 3D placernteninin-cut 4-way partitioning
results show that the cut size of dpsrfis 1 613(147%) out of 109415 nets, whereas the
cut size of b19 is 253(05%) out of 169470 nets. This cut size means that b19 is highly
modulized so that the total wirelength cannot be reducedhnifumin-cut partitioning is
used.

Runtime of 3D placement is smaller than 2D placement. Theoressthat 3D place-
ment results have smaller number of overlaps than 2D placerasults because each die

in 3D ICs has less number of cells to be placed. Since foraewid quadratic placement
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Table 27. Comparison of wirelength of TSV co-placement, TS\ite placement with MST-based TSV
assignment, and TSV-site placement with placement-basedSV assignment. The numbers in the
parentheses are ratios to TSV co-placement.

Wirelength im)
TSV-site
Circuit | TSV co-placement  MST-based Placement-based
Ind 2 284,340 (10) 310677 (109) 312423 (110)
ethernet|| 1,401,059 (10) | 1,513 381 (108) | 1,554 960 (111)
desperf| 1,911 731(10) | 2,197,209 (115) | 2,228 375 (117)
Runtime for assignment (s)

Ind 2 - 0.08 34
ethernet - 2.86 188
desperf - 113 290

algorithm spends a significant portion of its runtime in remg overlaps, having less

number of cells in a die improves runtime.

4.4.3 Metal Layers and Silicon Area Results

The third experiment is on the number of metal layers andmsilarea. Since 3D design has
smaller footprint area than 2D design, and each die has lesber of cells, the number
of metal layers required for 3D design could be smaller ttmat for 2D design. Table 26
shows the comparisons of the minimum number of metal layeD and 3D designs.
While all the circuits are routable with 4 metal layers in 3Bidas, some of the 2D designs
are not routable with 4 metal layers because of congesti®&C(Brrors). The benefit of the
decreased number of metal layers in 3D design comes from m&Artion which results in

the increase of the silicon area. Table 26 also shows how remeehin 3D design increased.

4.4.4 On Wirelength vs # TSVs

The fourth experiment is on relationships between wireleragnd the number of TSVs.
Figure 53 shows the results for dperf and b19. The wirelength of degerf in 3D design
monotonically increases as the TSV count increases. Thidtrindicates that the addi-
tional TSVs do not help wirelength reduction much. They eaihcrease die area thereby

increasing the wirelength. On the other hand, the wirelen§b19 in 3D design generally
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increases at first as the TSV count increases, but it sasuadter all. From this, it is ob-
served that using too many TSVs will eventually increasedibearea, which will result in

wirelength increase.

4.4.5 On Wirelength and Die Area vs # Dies

The fifth experiment is on relationships of wirelength, dieag and the number of dies.

In this experiment, the number of dieN4) is varied from 2 to 16, and wirelength, die
area, and the number of TSVs are recorded. The wirelengtlespetf in 3D design
dramatically decreases & increases up to 4, then it saturates or slightly goes up as
shown in Figure 54. [Ny increases more, the TSV count and die area will go up as shown
in Figure 55. In other words, increasimg;e is helpful at first, but becomes not helpful as
Ngie go€s up because 1) the TSV count increases, 2) the incre&édadunt leads to the
increase of die area, and 3) some of the 2D nets do not need3d hets. This trend may
not be applicable to all the 3D designs. However, using alsmatber of TSVs is helpful

if partitioning is used as a pre-process for 3D placement.

4.4.6 TSV Co-placement vs TSV-site

The final experiment is on the comparison of TSV co-placemaedt TSV-site. Table 27
shows wirelengths of TSV co-placement and TSV-site. Theleirgth increase of TSV-site
placement with MST-based TSV assignment compared to TSMaxement is 8% to 15%,
whereas the wirelength increase of TSV-site placementpldbement-based TSV assign-
ment is 10% to 17%. Runtime overhead is a few seconds for MS&ebaSV assignment
and a few minutes for placement-based TSV assignment. édtnd SV co-placement was
better than TSV-site with respect to wirelength, TSV-s#s fis own advantages which are

“better heat dissipation and stronger package bondingjrdang to [55].
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4.5 Summary

In this chapter, two 3D IC design flows, TSV co-placement a8&¥ Bite, are proposed.
In the TSV co-placement design scheme, gates and TSVs aredptamultaneously. In
the TSV site design scheme, on the other hand, TSVs are miyfgriaced and then gates
are placed while the pre-placed TSVs are treated as obstaldhe TSV assignment step,
which assigns 3D nets to pre-placed TSVs, follows the gadeguhent in the TSV site
design scheme. For 3D placement, an existing force-dule2ite placement algorithm is
extended to 3D. Two TSV assignment algorithms, 3D MST-baseld3D placement-based
algorithms, are also developed for the TSV site design sehdime simulation results show
that the proposed design methodologies and algoritifestaely insert and place TSVs.
3D IC layouts generated by the proposed algorithms haveesheirelength and use fewer
metal layers although the die area slightly increases lsecaliT SV insertion. Timing and
power of 3D designs are worse than those of 2D designs fol simalits, but the opposite

results are observed for large circuits.
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CHAPTER 5
THE DESIGN OF BLOCK-LEVEL 3D INTEGRATED CIRCUITS

As 2D ICs are designed at various design levels such as bleekdad gate level, 3D ICs
can also be designed at various design levels. In the coet3® IC design, existing 2D
IC layouts are put together, signal, poygeound, thermal, and dummy TSVs are inserted,
and each die is fabricated, stacked, and bonded. The primamy of the core-level design
is that 2D CAD tools can be fully utilized to design each die asmase highly-optimized
2D IC layouts.

In the block-level 3D IC design, 3D floorplanning is perfouahveith existing 2D blocks,
TSVs are inserted into whitespace, and dies are fabricatadked, and bonded. The
primary merit of the block-level design is that existing iigoptimized blocks can be
reused without major modification. Since re-designing ardptimizing each block in a
3D fashion is very costly, using existing well-designeddi® is inevitable in the 3D IC
design.

In the gate-level 3D IC design, the whole design is flattegates and TSVs are placed
in 3D, and dies are fabricated, stacked, and bonded. Simcgdte-level 3D IC design
provides the highest degree of freedom on gate and TSV @tatprevious works focus
on the gate-level 3D IC design. However, re-designing a ehkotuit in the gate-level 3D
IC design significantly increases design cost. In addifoesbond testing is also becoming
a serious overhead in this design level [56].

One of the most important issues in the 3D IC design is thattioos of signal TSVs
have a huge impact on the design quality. lll-placed sigr&¥J cause long detours, so
the performance of 3D ICs having poorly-placed TSVs could lbese than that of 2D
ICs. Therefore, signal TSV locations should be taken int@antin the 3D IC design.

While many papers address signal TSV insertion in the corel-lend the gate-level 3D
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EBlock MTSV landing pad (M;) [ITSV landing pad (M1gp)

Figure 56. Wirelength metrics for a 3D net. (a) HPWL based on 20bounding boxes. (b) HPWL based
on subnet construction.d is the vertical length of a TSV.

ICs [11, 57, 1, 58], few work inserts signal TSVs physicallythe block-level 3D IC de-

sign [59, 3, 60]. In addition, some of these block-level 3Dd€sign works do not use
realistic wirelength metrics, so they significantly undsimate total wirelength. Further-
more, they do not consider multiple signal TSV insertionjchiis essential for wirelength
minimization. In this research, therefore, design metlhagies and algorithms are devel-

oped for signal TSV planning in the block-level 3D IC design.

5.1 3D Wirelength Metrics

In this section, 3D wirelength metrics are reviewed and aenaacurate wirelength metric
is proposed for use in the multiple TSV insertion. The folllegvterminologies distinguish

two signal TSV insertion methods.

e Single TSV insertion Only one TSV is inserted to connect blocks placed in two

adjacent dies.

e Multiple TSV insertion : Multiple TSVs are inserted to connect blocks placed in

two adjacent dies if inserting multiple TSVs reduces thaltairelength further.

5.1.1 3D Half-Perimeter Wirelength Based on Bounding Boxes

One simple way to compute the wirelength of a 3D net is to eansa3D bounding box
containing blocks and TSVs in the 3D net and sum the widthh#ight, and the vertical
length of the 3D bounding box. This wirelength metric is edlHPWL-3DBB(HPWL

91



based on a 3D bounding box). [59, 3] use this wirelength mettowever, HPWL-3DBB
significantly underestimates the wirelength.

Another way to compute the wirelength of a 3D net is to cors2lD bounding boxes
containing blocks and TSVs in each die in the 3D net. After 2Dridling box construction
in each die, the HPWL of each 2D bounding box and the verticajtie of a TSV multi-
plied by the number of TSVs are summed. This wirelength meétrcalledHPWL-2DBB
(HPWL based on 2D bounding boxes). Figure 56(a) shows an dgaohgPWL-2DBB. If
the single TSV insertion is used, HPWL-2DBB produces the mostirate HPWL-based

3D wirelength.

5.1.2 Subnet-based 3D Half-Perimeter Wirelength

If the multiple TSV insertion is used, HPWL-2DBB computes theatength of a 3D net

inaccurately. In fact, the multiple TSV insertion splits B Bet into multiple subnets as
shown in Figure 56(b). In this case, each subnet has its ownding box, so the total

wirelength of a 3D neH; can be computed more accurately as follows:
HPWL-3D(H;) = d - Nysy; + Z HPWL(BB, ) , (78)

whered is the vertical length of a TS\Wrsy; is the total number of TSVs used for rdy,
and HPWL(BB) is the HPWL of the 2D bounding box of thjeth subnet oH;. HPWL-3D

also computes the wirelength of the single TSV insertiorueately.

5.2 Signal TSV Planning

Figure 57 shows the proposed signal TSV planning flow for tbekslevel 3D IC design.
It is assumed that 3D floorplans are given. For a given 3D flaorplr' SV locations mini-
mizing wirelength are found regardless of locations of lavdé whitespace. To find TSV
locations, a 3D rectilinear Steiner tree (RST) is constdifbe each 3D net, a bottom-up
breadth-first search is applied to the 3D RST to find a die spa&adf Steiner point, and

TSV locations are determined.
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Insert or expand | no 5
| a whitespace block ‘Feasmle.

A

Best solution

Final floorplan, TSV locations, and subnets

Figure 57. The proposed signal TSV planning flow.

In general, floorplanners generate compact floorplans, sold&tions found by algo-
rithms ignoring available whitespace locations are likelpe located on functional blocks.
Since TSVs cannot be inserted into functional blocks, at#aé whitespace close to esti-
mated TSV locations are found. This problem is solved by TSdignment.

If assigning TSVs to whitespace fails because of lack of ghowhitespace, a new
whitespace block is inserted or an existing whitespacekbl®@xpanded or whitespace
blocks are redistributed. Since this whitespace manijmmathanges the given floorplan,
estimation of TSV locations shows be performed again as showigure 57. Itis also as-

sumed that via-first TSVs and face-to-back die stacking se€ as illustrated in Figure 58.

5.3 Estimation of TSV Locations

2D rectilinear Steiner minimum tree (RSMT) constructionoaithms are frequently used

to find optimal routing topologies for 2D nets. Similarlynse a planar (x- or y-directional)
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Figure 58. A 3D IC with via-first TSV and face-to-back die stading.

edge can be replaced by a metal wire and a vertical (z-doreafj edge by a TSV, 3D
RSMT construction algorithms are used to find optimal routimgplogies for 3D nets.
However, there is no published work on 3D RSMT constructiarthls section, therefore,
a 3D RST construction algorithm using a 2D RSMT constructigo@dhm is developed
to find TSV locations as well as 3D routing topologies. FigG€ebriefly illustrates the
3D RST construction algorithm. In Figure 59(a), a 3D net hasis to be connected.
In Figure 59(b), these points are projected onto a 2D plamé&idure 59(c), a 2D RSMT
is constructed for the projected points. FLUTE [61] is useddnstruct a 2D RSMT. In
Figure 59(d), the 2D RSMT is expanded to a 3D RST. During expansi a 2D RSMT

to a 3D RST, some of the Steiner points in the 2D RSMT should cdmaltiple dies as
shown in Figure 59(d). Therefore, a die span of each Steimiat [ computed during the

2D to 3D expansiondie spans defined as follows:
Definition 1 A die span of a point is the range of dies that the point connects.

For example, in Figure 59(c) and Figure 59(d), Steiner pgilnis supposed to connect p0
in die 0 and p2 in die 2, so the die span of s1 i2[¢}

INotice that the die number of the topmost die (die 0) is O wthikt of the bottommost die (dig-1) is
d-1 whered is the number of dies.
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Algorithm 1: The 3D RST construction algorithm.

Input: A setF = {p| p € Z3} of fixed 3D points.
Output: TSV locations and subnets.

1 E « Construct 2D_RSMT (F);
2 Q « {};//aqueue.

3 for each pe F do

4 p.visited < true;

5 p.top < p.die; p.bot« p.die;
6 Q.enqueuep);
7 end
8 while !Q.empty()do
9 p: <« Q.dequeue();
10 for each unvisited pointjadjacent to p do
11 tTop < o0; tBot «— —oo;
12 for each visited point padjacent to p do
13 tTop < MIN (ps.bot, tTop);
14 tBot — MAX (ps.top, tBot);
15 end
16 if tTop> tBotthen
17 tTop « IRand (tBot, tTop);
18 tBot « tTop;
19 end
20 p2.top « tTop; p..bot« tBot;
21 pe.visited « true;
22 for each unvisited pointgadjacentto ps.t. g ¢ Qdo
23 | Q.enqueueffs);
24 end
25 end
26 end

After 3D RST construction, TSVs are inserted into and betw@imer points in the
3D RST and construct subnets. These TSV locations are usedtforated TSV locations

in the signal TSV planning flow.

5.3.1 Computation of a Die Span of a Steiner Point
The set of points of a 2D RSMT consists of fixed points (i.e.uinpoints) and Steiner
points inserted by a 2D RSMT construction algorithm. In FeggB(c), for example, p0

to p5 are fixed points and sl to s4 are Steiner points. When a 2DTRSkkpanded to a
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Figure 59. Construction of a 3D RST. (a) Points to be conneate (b) Fixed points projected onto a 2D
xy plane. (c) A 2D RSMT. (d) A 3D RST constructed from (c).

3D RST, the 3D RST is constructed by inserting vertical edg&teaiher points as shown
in Figure 59(d). However, when vertical edges are inseriga $teiner points, which dies
each Steiner point connects should be determined. Thisgemois solved by computing a
die span of each Steiner point.

To compute a die span of each Steiner point in a given 2D RSMattarn-up breath-
first search algorithm is applied to the 2D RSMT. In Figure $9{ar example, depth-0
points (pO to p5) are visited, then depth-1 points (s1, sR,a&a®l then depth-2 points (s4)
are visited sequentialf. The reason that the bottom-up breath-first search algorishm
applied is because the computation of die spans of highahd&einer points (e.g., depth-
1 points) needs determined die spans of lower-depth pas, depth-0 points) adjacent
to them.

Algorithm 1 shows the algorithm for the computation of a giars at each Steiner point
during the 2D RSMT to 3D RST expansion. First, an empty quéués created (Line 2).
Then, for each fixed poinp in F, its visitedvariable is set to true (Line 4), which denotes
that this point is visited and this point has a fixed die sptatop andbotvariables are also
set to its die number (Line 5). For example, if a pgins located in dielf.die=1), itstop
andbot become 1. Théop andbot variables denote the topmost die and the bottommost

die that the point connects, respectively. Then these paid inserted intQ (Line 6) for

2Thedepthof a point is defined as the minimum depth from the root poinftbe set of fixed points).
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the breath-first search.

Between Line 8 and Line 26, the breath-first search algorihapplied. First, a point
p1, which is a point whose die span is already computed, is desb&omQ (Line 9).
Then, the die span of each unvisited pggadjacent tq, is computed. For this, two tem-
porary variablestTopandtBot, are prepared and initialized (Line 11). Then, for each vis-
ited pointps* adjacent tap,, tTopis set to the smaller number pf.bot andtTop(Line 14)
andtBotis set to the larger number pg.topandtBot (Line 15). This computation finds the
minimal die span, which connects all the visited points eelj top,, of p,. For example,
in Figure 59(c), we first visit p0. Since sl is an unvisitedpaidjacent to p0, the die span
of s1 is computed by visiting all visited points (pO and p2)aadnt to s1. Then, the die
span of s1 becomes,[P] by the computation in Line 12 to Line 15 in Algorithm 1.

When the die span at Steiner popf is computed, three relations betwed&op and
tBot can exist as illustrated in Figure 60. tlfop is smaller thartBot, edge(s) connecting
from tTop-th die totBot-th die (Figure 60(a)) are needed.tTop equalstBot, no vertical
edges are needed because planar edges can be used to caitegtpwints adjacent to
s (Figure 60(b)). IftTopis greater thatBot as shown in Figure 60(c), there are overlaps
among die spans of visited points adjacerd, 8o no vertical edges are needed. In this case,
a die in fBot tTop is chosen to connecand visited points adjacent &in 2D (Line 16
to Line 19). TheRand(a,b)function in Line 17 returns an integer number & ).

Then, the die span of p2 (Line 20) is set, and p2 is marked asitedipoint (Line 21).

All unvisited points adjacent to p2 are enqueued @t@d.ine 23) for the breath-first search.

5.3.2 Insertion of TSVs into and between Steiner Points
After a 2D RSMT is expanded to a 3D RST, TSVs are inserted intob&tdeen Steiner

points as follows. Iftop of a Steiner point is smaller than i®t> TSVs are inserted from

SUnvisited points are always Steiner points.
4A visited point always has a determined die span.
SNotice thattopis always less than or equal bot after the die span computation.
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Figure 60. Die span diagrams. Solid dots aréop variables and empty dots arebot variables. Red spans
show tTop and tBot when the die span ofs is computed. (a)tTop (=2) < tBot (=3). (b) tTop (=2) =
tBot (=2). (c)tTop (=2) > tBot (=1).
the top)-th die to the Hot-1)-th die® This is an insertion of TSVs into a Steiner point.

If the die spans of two adjacent Steiner points do not oved&)/s are also inserted
between the two Steiner points. For example, if the die spanSieiner point sl is [P]
and the die span of a Steiner point s2 adjacentto s1,[d TSV is inserted in die 2 and a

TSV is inserted in die 3 between these two Steiner pointshigndase, TSV(s) are inserted

in the middle of the two points.

5.3.3 Construction of Subnets
After TSV locations for a 3D net are found, subnets are cangtd for the net. For in-
stance, the net in Figure 59(d) consists of the following&titrnl connecting p0 and the
metal 1 landing pad of TSV, n2 connecting the bottom landing pad of T3Y and the
metal 1 landing pad of TSV, n3 connecting p2, the bottom landing pads of TE)yand
T3, and the metal 1 landing pads of TSY andTs, and so on.

The subnet construction algorithm is based on iterativechedor a pointp in a 3D
RST, an empty sed is createdp is inserted intdS, and points adjacent tpare traversed.
If an adjacent poinj is in the same die witlp, j is inserted intd&. If | is in a diferent die,
traversing througtj ends. In this casg,is in the upper die, so the bottom landing pad of

j is added intdS. After traversing, a non-empty s8t which becomes a subnet, is found.

6Since it is assumed that face-to-back stacking is used,ldeklin diel is connected to another block in
die3, TSVs are inserted into diel and die2 only.
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Figure 61. Global assignment of TSVs to whitespace blocksT; is the i-th TSV and W, is the j-th
whitespace block.f /cin each edge denotes that is the maximum flow capacity, andc is the cost.C.Tj |
is the wirelength when TSVT; is assigned to whitespace blockV;. C.W, is the maximum number of
available TSV slots in whitespace block\.

This process is repeated until all the points in the 3D RSTraketsed.

5.4 TSV Assignment

Since TSVs cannot be inserted into functional blocks, esth TSV locations should
be assigned to nearby whitespace blocks, as illustratethurd=-57. To assign TSVs to

whitespace blocks, a minimum-cost flow formulation is used.

5.4.1 Global TSV Assignment

Figure 61 shows the formulation for the global TSV assignmierthe figure,T; is the node
for thei-th TSV to be assigned to whitespace afis the node for thg-th whitespace
block. Since all TSVs should be assigned to whitespace b|dble total amount of flow
outgoing from the source equals the number of TSVs and thenmuax flow capacity of
each edge from the sourceTpis 1. Since edge — T; has no physical meaning, the cost
of the edge is set to to zero. Similarly, edge — t has zero cost. However, the maximum
flow capacity fromW,; to the sink equals the number of available TSV slots in whiies
block W;. The maximum flow capacity frorli; to W, is 1, which denotes that a TSV is
assigned to only one whitespace block. The cost of the &lge W, is computed by the
Manhattan distance frof; to W;. This minimum-cost flow problem is formulated and

solved for each die.
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If the total amount of flows from whitespace blocks to the gmkess than the total
number of TSVs, the problem becomes infeasible. In this,cab#espace blocks are
manipulated and then the design flow goes back to the estimatiTSV locations step as

illustrated in Figure 57.

5.4.2 Local TSV Assignment
After TSVs are assigned to whitespace blocks (global TS\gassent), TSVs are assigned
to TSV slots in each whitespace block (local TSV assignmieng similar way. In this
local TSV assignment formulation, however, the whitesgaloeks (V) in Figure 61 are
replaced by available TSV slot§|) in each whitespace block and the maximum capacity
of edgeS; — tis replaced by 1. The cost of ed§e— S; is computed by the Manhattan
distance fromT; to S;. This minimum-cost flow problem is solved for each whitesgpac
block.

The reason that global and local assignments are appliedately is because it dra-
matically reduces the number of variables. If the numberasfables is small, however,
the TSV assignment can be performed by taking all TSVs and@W slots into one as-

signment formulation.

5.5 Whitespace Manipulation

In the signal TSV planning, whitespace manipulation is seagy in two cases. First, if as-
signing TSVs to whitespace blocks fails, more whitespaoceikibe inserted. Second, even
if assigning TSVs to whitespace blocks succeeds, the duitcemplan could be improved
further by manipulating whitespace. In this section, wéptece manipulation algorithms
are presented. Although many papers use concurrent ap@®#e2, 63, 64], sequential
whitespace manipulation (insertion, expansion, and tdoligion) is adopted.

As a preparation step, whitespace is extracted for a givendilan, four variabledéft,
right, bottom top) are created for each functional block, and one variabEm@and is

created for each whitespace block. Then, for each TSV lmedbund, the Manhattan
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Table 28. Benchmark circuits. # gates is the total number of gtes in the blocks, and # nets is the total
number of block-level nets.

Circuit | # gates| # blocks| # nets| Avg. net degree
ami33 - 33 123 4.23
MCNC ami49 - 49 408 2.34
n100 - 100 885 2.12
GSRC | n200 - 200 1585 2.27
n300 - 300 1893 2.31
Cl 75K 51 6200 2.00
industrial| C2 92K 98 1325 4.01
circuits C3 278K 46 1355 2.32
C4 566K a7 2508 2.29

distance from the TSV to each boundalsft; right, bottom top) of each functional block
in the same die is computed and a demand is added to the fondaoes of the block. To

compute the demand, the following function is used:

C -C
y= el LN (X—Dwmin) + Cuin (79)
Dmax — Dmin

wherey is the demandCyax is 1.0, Cyn is 0.01, Dyax iS Wpie /6.0, Dyin to Wpie/12.0
whereWpe is the die width, and is the distance. The Manhattan distance from each TSV
location to each whitespace block in the same die is also atedmand a demand is added
to thedemandvariable of the whitespace block using the same demandifumct

If the most demanding spot is a boundary of a functional hlaaknit whitespace block,
which is pre-determined by a user, is inserted to the boyndfaihe most demanding spot
is a whitespace block, the whitespace block is expanded ¢Brting a unit whitespace

block to the whitespace block.

5.6 Simulation Results

The algorithms are implemented usingG2+ and perform all experiments in a 64-bit
Linux server with Intel 2.5GHz CPU. To compare our algorithnthwj3], MCNC and
GSRC benchmarks are used. Four industry circuits are alfpedtifor more realistic

simulation. Table 28 shows profiles of all the benchmarkugisc Since our algorithms are
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Figure 62. Full die (top-die) and zoom-in shot of four-die bbck-level 3D floorplanning (Cadence Virtu-
0S0)

used in post-floorplanning steps, an in-house 3D floorplaisraeveloped using simulated
annealing and 2D sequence pair with inter-die move as wetites-die perturbatiohto
generate 3D floorplans. Figure 62 shows a snapshot of theotpdne of a C2 design

implemented in four dies.

5.6.1 2D Floorplanning vs 3D Floorplanning
Since all existing works on the comparison of 2D and 3D flcampluse HPWL-3DBB to
estimate 3D wirelength, they do not fairly compare 2D and 8Drfplans because HPWL-
3DBB significantly underestimates 3D wirelength. In adaitisome of them even do not
take locations of signal TSVs into account. In this expentméherefore, HPWL of 2D
floorplans and HPWL-3D of 3D floorplans post-processed by mas TSV planner are
compared. To generate 2D floorplans, our floorplanner isman2D mode. To the best of
our knowledge, this is the first work on the comparison of 20 8B floorplans using the
most accurate 3D wirelength metric.

Table 29 shows that the wirelength (HPWL-3D) of 3D floorplasslightly longer than
that of 2D floorplans by 3% to 8% for relatively small circusisch as C1 and C2. However,

the wirelength of 3D floorplans is much shorter than that ofldDrplans by approximately

’Each die has its own sequence pair.
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Table 29. Comparison of 2D and 3D floorplanning on industrialcircuits. The wirelength unit is meter.
Numbers in parentheses show ratios between 3D and 2D wirelgths. The TSV diameter is2.5um, the
TSV pitch is 4.0um, and the TSV length is20.0um.

Circuit 2D # dies 3D
HPWL HPWL-3DBB | HPWL-3D | # TSVs
2 1.042 (069) | 1.621 (107)| 3,080
c1 1515 3 0.990 (065) | 1.408 (Q93) | 3,976
(1.00) 4 0.834 (@55) | 1.595 (105) | 5,864
5 0.744 (Q49) | 1.630(108) | 6,169
Geo. mearn (1.00) (0.59) (1.03)
2 0.274 (Q73) | 0.366 (Q98) | 1,492
C2 0.375 3 0.221 (059) | 0.359 (Q96) | 2,463
(1.00) 4 0.198 (053) | 0.422 (113) | 3,837
5 0.174 (Q47) | 0.484 (129) | 4,446
Geo. mean (1.00) (0.57) (1.08)
2 0.522 (064) | 1.380 (068) | 778
c3 0.819 3 0.369 (045) | 0.557 (068) | 1,261
(1.00) 4 0.404 (049) | 0.536 (065) | 1,337
5 0.332 (040) | 0.647 (Q79) | 2,518
Geo. mean (1.00) (0.49) (0.70)
2 1.423 (068) | 1.479 (Q71) | 1,226
ca 2.094 3 1.294 (062) | 1.496 (Q71) | 1,585
(1.00) 4 1.161 (Q55) | 1.491 (Q71) | 2,529
5 0.917 (Q44) | 1.320 (063) | 3,255
Geo. mean (1.00) (0.56) (0.69)

30% on average for relatively big circuits such as C3 and C4.r&ason that 3D floorplans
could have longer wirelength than 2D floorplans is twofoldthere are many 3D nets in
a 3D floorplan, it is necessary to insert many TSVs, which@significantly increase the
die area. The increased die area leads to longer inter-ldockections. In addition, if
inter-block connections in 2D designs are short, desigtiirggcircuit in 3D does not result
in shorter inter-block connections.

One thing to notice is that HPWL-3DBB significantly underesties 3D wirelength.
In Table 29, HPWL-3DBB is 18% to 47% shorter than HPWL-3D on ageral herefore,
HPWL-3D should be used as a wirelength metric for the 3D ICgtesi
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Table 30. Comparison of signal TSV planners. Ratios betweeour results and [3] (Ours/[3]) are re-
ported.

# dies| Circuit | WL | # TSVs | # dies| Circuit | WL | # TSVs
ami33|091| 1.26 ami33|091| 196
ami49 | 0.78 | 1.26 ami49 | 0.70| 1.34
3 nl100 | 0.93| 1.03 4 n100 | 0.91| 1.06
n200 | 0.62| 0.80 n200 [ 0.82| 114
n300 | 0.75| 0.80 n300 | 0.66 | 0.82
Geo. mean 0.79| 1.01 Geo. mean 0.79| 1.21

5.6.2 Comparison of Signal TSV Planners
Table 30 shows comparison of wirelength and the number ofsTB&tween our signal
TSV planner and [3]. Since the authors of [3] use HPWL-3DBB, HP®DRB is used
as the wirelength metric for fair comparison. The same TS¥ as [3] uses is also used.
The TSV diameter for MCNC circuits is 2@ and that for GSRC circuits isuBn. Since
[3] performs signal TSV insertion on fixed-outline floorpsamur 3D floorplanning is run
under same constraints — fixed-outline floorplanning with $ame whitespace aredOl
pin locations are also taken into the wirelength computatio

As Table 30 shows, our signal TSV planner outperforms [3] bY%62wvith respect to
wirelength for both three-die and four-die floorplans. Imiéidn, the diference between
the wirelength of ours and that of [3] increases as the digine goes up. For example,
ours outperforms [3] by 9% for ami33. However, for ami49, evhis much bigger than
ami33, the wirelength of our algorithm is 22% to 30% shortamtthat of [3]. A similar
trend is observed for GSRC circuits. For n100, the wirelegtburs is 7% to 9% shorter
than that of [3], but for n200 or n300, ours outperforms [3]18¢6 to 38%. Therefore, it
is observed that our signal TSV planner optimizes wirelemgore éfectively than [3] as
the circuit size goes up.

Since multiple TSV insertion is used, however, more TSVsumed than [3]. As Ta-
ble 30 shows, 26% to 96% more TSVs are used for relativelylsmmalits such as ami33.

However, for large circuits such as n200 and n300, slightlyenT SVs or even fewer TSVs
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Table 31. Comparison of single TSV insertion, 3D MST-based nitiple TSV insertion, and 3D RST-
based multiple TSV insertion.

Multiple TSV insertion Multiple TSV insertion
Single TSV insertion (3D MST-based) (3D RST-based)
degree || HPWL-3D (x1(P) #TSVs HPWL-3D (x1(P) #TSVs HPWL-3D (x1(P) #TSVs

3 0.209 (100) 1,043 (100) 0.168 (081) 1,349 (129) 0.156 (Q75) 1,165 (112)
4 0.286 (100) 1,335 (100) 0.226 (Q79) 2,215 (166) 0.208 (Q73) 1,841 (138)
n100 5 0.382 (100) 1,415 (100) 0.294 (Q77) 2,779 (196) 0.258 (068) 2,258 (160)
6 0.408 (100) 1,525 (100) 0.329 (081) 3,539 (232) 0.293 (072) 2,826 (185)
7 0.472 (100) 1,544 (100) 0.439 (092) 4,063 (263) 0.356 (Q75) 3,256 (211)
8 0.506 (100) 1,633 (100) 0.483 (Q95) 4,987 (305) 0.385 (Q76) 4,004 (245)

Geo. mean (1.00) (1.00) (0.87) (2.38) (0.73) (1.69)
3 0.685 (100) 2,918 (100) 0.621 (Q91) 3,906 (134) 0.539 (079) 3,274 (112)
4 0.964 (100) 3,544 (100) 0.692 (072) 5,800 (164) 0.609 (063) 4,771 (135)
n200 5 1.225 (100) 3,816 (100) 0.855 (Q70) 7,538 (198) 0.757 (062) 5,981 (157)
6 1.385 (100) 4,241 (100) 0.949 (069) 9,825 (232) 0.832 (060) 7,950 (187)
7 1.544 (100) 4,287 (100) 1.085 (Q70) 11,237 (262) 0.946 (061) 8,975 (209)
8 1.790 (100) 4,516 (100) 1.273 (Q71) 13,742 (304) 1.017 (057) 11,127 (246)

Geo. mean (1.00) (1.00) (0.75) (2.39) (0.63) (1.65)
3 1.035 (100) 3,703 (100) 0.993 (Q96) 4,876 (132) 0.886 (086) 4,111 (111)
4 1.685 (100) 4,609 (100) 1.234 (Q73) 7,538 (164) 1.096 (065) 6,202 (135)
n300 5 1.671 (100) 4,916 (100) 1.172 (Q70) 9,860 (201) 1.027 (061) 7,844 (160)
6 1.933 (100) 5,231 (100) 1.381 (Q71) 12,203 (233) 1.188 (061) 9,745 (186)
7 2.105 (100) 5,430 (100) 1.635 (Q78) 14,449 (266) 1.437 (068) 11,536 (212)
8 2.362 (100) 5,543 (100) 2.132 (Q90) 16,865 (304) 1.633 (069) 13,394 (242)

Geo. mean (1.00) (1.00) (0.79) (2.38) (0.68) (1.68)

are used. Since 3D floorplanning has a grékgat on the number of TSVs used by signal
TSV planners, this result also shows that our 3D floorplamgperforms the 3D floor-

planner used in [3].

5.6.3 Single TSV Insertion vs. Multiple TSV Insertion

Multiple TSV insertion can reduce wirelength further thargée TSV insertion. In this ex-
periment, therefore, single TSV insertion, 3D minimum spag tree (MST)-based multi-
ple TSV insertion, and 3D RST-based multiple TSV insertian@mpared. For the single
TSV insertion, a single TSV insertion algorithm similar &) js used. For the multiple
TSV insertion, since the 3D MST is frequently used to find T8®¥altions [11], a multi-
ple TSV insertion algorithm using the 3D MST is implementéal.this algorithm, a 3D
MST is created for each 3D net, and then each 3D edge is cedvitio TSV(s), simi-
larly as shown in [11]. In addition, since multiple TSV in8en improves total wirelength
effectively for high-degree nets, benchmarks hawingets of degreel are generated. In

Table 31, for example, n100 with average net degree 5 detiwdést has 576 nets, and
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each net is of degree 5.

Table 31 shows wirelength and the number of TSVs of these sigmal TSV insertion
algorithms. As the table shows, 3D MST-based multiple TS&&ition leads to 13% to
25% shorter wirelength on average than the single TSV ilserin addition, 3D RST-
based multiple TSV insertion produces 27% to 37% shortezlamgth on average than the
single TSV insertion.

However, since multiple TSV insertion inserts more TSVaithagle TSV insertion,
the 3D MST-based multiple TSV insertion insert8& more TSVs on average than the
single TSV insertion. Similarly, the 3D RST-based multip8VTinsertion inserts .67x
more TSVs on average than the single TSV insertion. HowéveBD RST-based multiple
TSV insertion uses much less number of TSVs (30% on averaga)the 3D MST-based
multiple TSV insertion. Therefore, using 3D RST to find optiM&V locations results in
less TSVs and shorter wirelength than using 3D MST.

In Table 31, it is also observed that wirelength reductiareases as the average net
degree goes up. If all nets are two-pin nets (degree 2), fiiereince exists between single
TSV insertion and multiple TSV insertion. However, if allte@re high-degree multi-pin

nets (e.g., degree 5), using multiple TSVs helps reduceotaéwirelength.

5.7 Summary

In this chapter, a signal TSV planning method is proposedteztvely insert signal TSVs
into whitespace for the design of block-level 3D ICs. The algiSV planning flow esti-
mates TSV locations, assigns the estimated TSV locatioegitting whitespace blocks,
and manipulates (insertion, expansion, and redistribyitichitespace blocks. Estimation
of TSV locations uses 3D rectilinear Steiner tree to find ptigé TSV locations minimiz-
ing 3D wirelength. The simulation results show that the psga signal TSV planning

method outperforms other signal TSV planning methods. thtexh, the 3D RST-based
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multiple TSV insertion algorithm outperforms the singleViBsertion and the 3D MST-

based multiple TSV insertion in terms of wirelength and tbenber of TSVs inserted.
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CHAPTER 6

THE IMPACT OF THROUGH-SILICON VIAS ON 3D
INTEGRATED CIRCUITS

Three-dimensional integrated circuits (3D ICs) are expmktiefer various benefits such
as higher bandwidth, smaller form factor, shorter wiretentpwer power, and better per-
formance than traditional two-dimensional (2D) ICs. Thesediits are enabled by die
stacking and the use of through-silicon vias (TSVs) forralie connections. However,
TSVs have two negativeiects, occupation of silicon area and non-negligible capace,

in the design of 3D ICs. The fact that TSVs occupy silicon a@adreat ffects not only
on silicon area, but also on wirelength, critical path dekyd power. The reason is as
follows. If larger TSVs are inserted in a 3D IC layout, foatprarea of the design becomes
larger, so the average wirelength increases [65]. Thislenigth overhead leads to longer
critical path delay and higher dynamic power consumptioa tuincreased wire capac-
itance. In addition, non-negligible TSV capacitance alas & negativeftect on critical
path delay and dynamic power consumption. One thing to @aithat smaller TSVs do
not necessarily have smaller capacitance than larger TS¥s.reason is because TSV
capacitance is dependent not only on the TSV diameter aniSkeheight, but also on the
liner thickness and doping concentration of the subst@Qg [

Similarly as devices are scaled, TSVs are also being dowsw§a6, 67, 68]. There-
fore, negative fects of TSVs will be reduced if smaller TSVs are useHowever, this
statement is valid only when process technology is fixed &\ technology advances. In
fact, process technology is also advancing, so it is higkly that future 3D ICs will be
fabricated with smaller TSVs and state-of-the-art protesisnology. In this case, negative

effects of TSVs might remain the same or even increase.

Lf it is assumed that only the TSV size and the TSV height arendoaled while other design parame-
ters such as the liner thickness and doping concentratifixad, TSV capacitance decreases as TSVs are
downscaled.
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In this research, the impact of sub-micron TSVs on area/ength, critical path delay,
and power of today and future 3D ICs is investigated based o81GBvel layouts. For
future process technologies,t@and 16 m process and standard cell libraries are devel-
oped. With these future process technologies as well asiatingk45ym library, 3D IC
layouts are generated withftirent TSV sizes and capacitances and study the impact of

TSVs thoroughly. The following contributions are made iis ttesearch:

¢ To investigate the impact of sub-micron TSVs on future 3D EC82hmand a 16m
process and standard cell libraries are developed. THaseiés enable us to obtain

very trustable experimental results.

e Layouts with various technology combinations (e.gn@rocess with (um-diameter
TSVs and Qlum-diameter TSVs) are generated and area, wirelength, aripiath
delay, and power of the layouts are obtained. Therefore, GDhuilt with difer-
ent process technologies are cross-compared and 3D ICsniihila same process

technology and diierent TSV sizes and capacitances are compared too.

e 2D designs built with more advanced process technology 8nde3igns built with
older process technology are compared. Simulation reshtw that 3D ICs built
with ann-th generation process technology could be beaten by 2D Itsabiln an

n + 2-th generation process technoldgy.

6.1 Preliminaries
6.1.1 Negative Hects of TSVs

The use of TSVs in 3D ICs have two negatiéeets on the quality of 3D ICs: area and
delay overhead. According to recent research on TSV arahead [33], silicon area oc-
cupied by TSVs is quite significant, which in turn reduces wheelength benefit of 3D
ICs. In addition, according to recent research on TSV capao# overhead [47], TSV

capacitance is a significant source of delay on 3D signalspailthough bter insertion

2This observation is strongly dependent on TSV capacitased at each process node.
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can reduce delay overhead caused by TSV capacitanfiey imsertion itself also causes
another problem: additional silicon area foifilau insertion and additional power consump-
tion.

The degree of negativetects of TSVs on 3D ICs is dependent on various technology
and design parameters. For example uffbTSVS® are used with state-of-the-art process
technology such as 82n technology in 3D IC designs, these TSVs may cause a huge
area overhead. On the other hand, gfvoTSVs are used with relatively old technology
such as A8umtechnology, these TSVs may not cause any area overheadsegbauratio
between area occupied by a TSV and average gate area of thechliblogy is smaller
than the ratio of the advanced technology. Similarly, si&@Vs (e.g., km TSVs) can
have huge capacitance depending on the liner thickness @dgdconcentration of the
substrate. In this case, small TSVs may not cause serioasoasrhead, but they will

cause serious delay overhead.

6.1.2 Motivation
Downscaling of devices reachedr88 node [6] in 2009, and 2#n and 1&m technolo-
gies are currently under development. As devices are d@aled@s process technology
advances, TSVs are also being downscaled as TSV manufegtechnology advances.
Recently, it was demonstrated tha¥@m-diameter TSVs could also be fabricated reli-
ably [68]. In addition, according to the ITRS prediction onvT&ameter and TSV aspect
ratio, TSV diameter will continue to decrease while TSV as$patio will increase. There-
fore, it is expected that sub-micron TSVs will be developed be ready for use within the
next few years.

However, all of the existing work on the impact of TSVs on thelity of 3D IC de-
signs focus on using micron-size TSVs and currennh(@®r 45nm) or even old (9@m

and 130m) process technology. For example, andbtechnology and 57um TSVs are

SA “Xum TSV’ denotes a TSV whose widthk:(for square-shaped TSVs) or diameterf¢r cylindrical-
type TSVs) isXum.
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Figure 63. Development flow of our22nmand 16nmprocess and standard cell libraries.

used in [11] and a 4%m technology and TSVs whose width is approximatelymlare
used in [58]. However, none of them discuss what will occunifaller TSVs are used in
45nmtechnology or what will occur if the same-size TSVs are us#l different process
technologies (e.g., a 8tn, 32nm, or 22hm). However, it is crucial to accurately predict
the impact of new TSV technology on the design quality of 3D ifCerder to refine the
technology or justify the investment and cost. Our goal is gaper is to study the impact
of sub-micron TSVs on the area, wirelength, critical pattageand power of today and
future 3D IC designs. For our future process technology,rarénd a 1&m process and
standard cell libraries are developed. Various sets of fiéddted dimensions are also used
in the GDSlII-level 3D IC layouts. Lastly, a thorough studythe impact of sub-micron

TSVs on the design quality of today and future 3D ICs is presint

6.2 Library Development Flow

In this section, the development flow of ourr2® and 1&m process and standard cell

libraries is demonstrated. For @& and 16m transistor models, the high-performance
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Table 32. Interconnect layers of65nm[4], 45nm[5], 32nm[6], 22nm and 16nmprocess technology. The
22nmand the 16nmlayers are from our prediction.

Layer Pitch (xm)

65nm | 45nm | 32nm | 22nm | 16nm

Contacted Gate 220 | 160 | 1125 | 86 62

Metal 1 210 | 160 |1125| 76 46

Metal 2 210 | 160 |1125| 76 46

Metal 3 220 | 160 | 1125| 76 46

Metal 4 280 | 240 | 1688 | 130 72

Metal 5 330 | 280 | 2250 | 206 98
Metal 6 480 | 360 | 3376 | 206 | 146
Metal 7 720 | 560 | 4501 | 390 | 240
Metal 8 1080 | 810 | 5665 | 390 | 240

Table 33. Width (w) and thickness €) of metal layers used in our22nmand 16nmprocess libraries. The
aspect ratio for the 22nmlibrary is 1.8 and that for the 16nmlibrary is 1.9.
22nm 16nm
w(nm) | t(nm) | w(nm) | t (nm)
Metal 1, 2, 3 36 64.8 22 418

Layer

Metal 4 60 108 32 60.8
Metal 5 96 1728 44 83.6
Metal 6 96 1728 66 1254

Metal 7, 8 180 324 110 209
Metal 9, 10 | 400 720 400 760
Metal 11, 12| 800 | 1440 | 800 | 1520

transistor model of the predictive technology modelni@®TM HP model V2.1 and I6n
PTM HP model V2.1) is used [69]. The supply voltages of ther@and the 16mmodels

are 08V and Q7V, respectively.

6.2.1 Overall Development Flow

For the development of a Bthand a 1&m process and standard cell libraries, a typical
library development flow illustrated in Figure 63 is usedrsEidevice and interconnect
layers are defined. From the defined device and interconagetd, a tech file (.tf), a
display resource file (.drf), an interconnect technology(fiict), a design rule file, a layout-

versus-schematic (LVS) rule file, and an RC parasitic extracule file are created. With
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Figure 64. The smallest {x) two-input NAND gates of the45nm[12], and our 22nmand 16nmlibraries
(drawn to scale).

the tech file and the display resource file, standard cellutsyare drawn. After the layout
generation, abstraction is performed on these layoutseatera library exchange format
file (.LEF), and run RC extraction and create SPICE netlistst(pBC.cdl). With these
SPICE netlists and the PTM transistor models, library charamation is performed to
create timing and power libraries (.lib and .db). A capauitatable and a .tch file are also

generated for signfbRC extraction and timing analysis.

6.2.2 Interconnect Layers

Interconnect layers of the Bthand 16 imtechnology are created based on ITRS intercon-
nect prediction [70], downscaling trends of other stana&idlibraries, and the downscal-
ing trends of Intel process technology [4, 5, 6]. AccordindTRS prediction on inter-
connect layers, for example, the pitch of the metal 1 wire2an2is about 72mand that

at 16hmis about 48m and the pitch of a semi-global wire atr##is about 16@m and

that at 1&mis about 13@m From these values as well as extrapolation of interconnect
layers of Intel process technology and other standard ibediries, interconnect layers at
22nmand 1é&mare predicted. Table 32 shows the contacted gate pitch anpittthes of

metal 1 to metal 8 layers at each process node. Table 33 shaitfssvand thicknesses
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of all metal layers of our 22mand 16 m process libraries. Notice that ther#and the
16nmlibraries have the same width in metal 9 to metal 12 layensceSthese metal layers
are sometimes used for special purposes such as fgyaend lines and clock distribution,
they are not scaled down. The aspect ratio of then2@brary is set to 18 and that of the
16nmlibrary is set to 19. Since it is assumed that the use of low-k inter-layer sul
material, 19 is used for the dielectric constant of the inter-layeret&ic material and.8

for the dielectric constant of the barrier material for btit 22y mand the 1&mlibraries.

6.2.3 Standard Cell Library

First, a tech file defining device and interconnect layers arsgt of design rules such
as minimum poly-to-contact spacing, minimum metal-toahapacing, and so on, are
created. Then, standard cell layouts are drawn with this fée and the design rules.
About 90 cells are created and Table 34 lists the standalsl @etept antenna and filler
cells. The placement site width and height of oun2istandard cell library are.Qum
and Q9um, respectively, and those of ourdmlibrary are 006um and Q6um, respectively.
Figure 64 shows the smallest)Ltwo-input NAND gates of the 4%m, our 2z2hm and
16nm standard cell libraries. After creating the standard @lbluts, DRC and LVS are
performed for each layout and parasitic RC of each standdrdscextracted. All the

standard cells are also characterized to create timing ewdrdibraries.

6.2.4 Comparison of45nm, 22nm, and 16nmLibraries
In this section, the Nangate A&, our 22hm, and our 18m standard cell libraries and

transistor characteristics are compared.

6.2.4.1 Gate Delay and Input Capacitance

Gate delay and drive strength are determined by transigtoacteristics and the gate size.
Therefore, our first experiment is to compare the transidtaracteristics. In this experi-
ment, a minimum-size inverter in a process library drivesth@r minimum-size inverter,

which drives anNx inverter in the same library. The delay of the second mininsime
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Table 34. Standard cells in our22nmand 16nmstandard cell libraries.

Type Available sizes
AND2/3/4, AOI21/213/221 1x, 2%, 4%
BUF, INV 1x, 2%, 4%, 8x, 16x, 32«
LOGICO, LOGIC 1 1x
MUX2 1x, 2%
NAND2/3/4/, NOR23/4 1x, 2%, 4x
OAI21/22/211/221/222 1x, 2%, 4%
OAI33 1x
ORZ23/4 1x, 2%, 4x
XNOR2, XOR2 1x, 2%
DFF 1x, 2x
FA, HA 1x

Table 35. FO4 delay, standard cell heights, wire sheet res@ce, and unit wire capacitance (F/um).

45nm 22nm 16nm
FO4 delay 15.15ps | 13.63ps| 1228ps
Std. cell. height 14um | 0.9um | 0.6um
Wire sheet resistance (Metal 1) 0.38 0.26 0.40
(Metal 4) 0.21 0.16 0.28
(Metal 7) 0.08 0.05 0.08
Unit wire capacitance (Metal 1) 0.20 0.15 0.16
(Metal 4) 0.20 0.15 0.13
(Metal 7) 0.20 0.14 0.14

inverter (driving theNx inverter) is obtained by SPICE simulation. Figure 65 shoves th
delay. It is observed that the d@ inverter has the shortest delay and themSnverter
has the longest delay. Quantitatively, approximately 36%rovement is observed when
the process moves from Aahto 22nmand about 20% improvement is observed when the
process moves from 22nto 16nm Notice that this SPICE simulation does not consider
interconnect parasitic resistance and capacitance. Bablso shows the FO4 delay at
each process technology.

Since gate input capacitance is also an important fact@rehing delay and power,

input capacitances of 45, 22nm, and 1&mstandard cells are presented in Table 36. As
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Figure 65. Delay of a minimum-size inverter driving an Nx inverter (N = 1, 2, 4, 8, 16), where both
inverters are in the same process. RC parasitics are include

shown in the table, the average input capacitance of tienz2andard cells is approx-
imately 48% of the average input capacitance of therdStandard cells. On the other
hand, the average input capacitance of tneistandard cells is approximately 83% of the

average input capacitance of theng2standard cells.

6.2.4.2 Interconnect Layers
Characteristics of interconnect layers also have a figgeon the performance of a library,
so wire sheet resistance and unit wire capacitance of sfanti-global, and global metal
layers are listed in Table 35. The resistivity of thex#&echnology is about.B x 1078, so
the sheet resistance of the library is relatively high comagdo the 2Bmlibrary. On the
other hand, the resistivity of the @hand the 4Bmtechnology is I7 x 108, which is the
resistivity of copper. This is why the sheet resistancefief2Zhm metal layers are lower
than those of the 48n metal layers although the thickness of thendbmetal layers is
larger than that of the 2@nmetal layers. On the other hand, as the technology moves from
22nmto 16hm, the sheet resistance goes up because both of them use theesastivity,
but the metal layer thickness of theritGlibrary is smaller than that of the Bgnlibrary.
The unit wire capacitance of the @ library is also slightly higher than that of the

22nmlibrary. This is because the dielectric constant used fedfimmlibrary is 25 while
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Table 36. Input capacitance of selected standard cells in #45nm, the 22nm, and the 16nmlibraries.

Cap (fF)
Cell 45nm 22nm 16nm
AND2 1x | 0.54 (100) | 0.25 (046) | 0.22 (041)
AOI211 1x | 0.64 (100) | 0.30 (047) | 0.25 (039)
AOI21 1x | 0.55(100) | 0.23 (042) | 0.20 (0.36)
BUF 4x 0.47 (100) | 0.28 (060) | 0.29 (062)
DFF 1x 0.90 (100) | 0.41 (046) | 0.26 (0.29)
FA 1x 2.46 (100) | 1.31 (053) | 1.36 (055)
INV 4x 1.45 (100) | 0.69 (048) | 0.56 (0.39)
MUX2 1x | 0.95 (100) | 0.42 (044) | 0.34 (0.36)
NAND2 1x | 0.50 (100) | 0.24 (048) | 0.22 (044)
OAI21 1x | 0.53(100) | 0.25(047) | 0.20 (038)
OR2 Ix 0.60 (100) | 0.26 (043) | 0.20 (0.33)
XOR2 Ix | 1.08 (100) | 0.55 (051) | 0.45 (042)
Average (1.00) (0.48) (0.40)
Table 37. Benchmark (_:lircuitls. i
N otal cell area
Circuit | # Gates| # Nets Z5nm T 2onm T 16nm
BM1 352K | 37K | 0.632| 0.218 | 0.098
BM2 518K | 680K | 1.288| 0.437 | 0.198

the 22imlibrary uses 1 for its dielectric constant. If the same dielectric matkfd =1.9)
is used for the 4Bmlibrary, the unit wire capacitance becomes$3) which is close to the

unit wire capacitance of the Binlibrary.

6.2.4.3 Full-Chip 2D Design
In this experiment, 2D circuits are designed using the tetaedard cell libraries and com-
pare area, wirelength, critical path delay, and power. Hpeemental flow is as follows.
Two benchmark circuits shown in Table 37 are synthesizesigded, and optimized using
each standard cell library and commercial tools. For allittraries, the same area utiliza-
tion (60%) is used for fair comparison and the fastest opmrétequency is found for each
library.

Table 38 shows the comparison results for the 2D designs.chipearea of the 4%m

designs is about three times larger than that of then2@esigns on average, and the chip
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Table 38. Comparison of 2D layouts.
BM1 BM2

45nm | 22nm | 16nm | 45nm | 22nm | 16nm
Area (mnr) 100 | 036 | 017 | 256 | 081 | 0.42
Wirelength (n) | 1065 | 4.22 | 275 | 1517 | 890 | 6.19
Delay (9 319 | 261 | 238 | 6,51 | 410 | 3.93
Power W) 0.352| 0.0684 | 0.068 | 0.521| 0.154 | 0.133

area of the 2@mdesigns is approximately two times larger than that of theniesigns

on average. In addition, the total wirelength of thendi&designs is approximately.48x
shorter than that of the 22n designs, and .B8x shorter than that of the ##5n designs.
Regarding the critical path delay, thertBdesigns are .249x faster than the 4imdesigns

on average and.@7x faster than the 2#n designs on average. Power consumption of
the 16imdesigns is approximately.®x smaller than that of the 4#n designs and .1x
smaller than that of the 22ndesigns. Overall, the delay and power enhancement coming
from 22nm-to-16nmtransition is not as significant as the enhancement comamg #5m:
to-22nmtransition because #tnand 22imtechnologies are two generations apart while
22nmand 1éimtechnologies are only one generation apart, and the qysiiget resistance
and unit wire capacitance) of the interconnect layers oéiiremlibrary is worse than that

of the 22ymlibrary.

6.3 Full-Chip 3D IC Design and Analysis Methodology

To generate 3D IC layouts, the 3D RTL-to-GDSII tool obtairieain [58] is used. This
tool works as follows: For a given 2D gate-level (flattenedjlist, this tool partitions
gates in x-, y-, and z- directions iteratively to globallyapé gates in grids in 3D. After
the global placement, it constructs a 3D Steiner tree foh et and inserts TSVs into
each placement grid based on the locations of vertical eidgbg 3D Steiner tree. Then,
it runs detailed placement in each placement grid using GadEncounter. Routing for

each die is also performed by Encounter. The output of thieinctudes a verilog netlist
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and a design exchange format (DEF) file containing TSV locatifor each die, a top-
level verilog netlist containing die-to-die connectioasid a top-level standard parasitic
exchange format (SPEF) file. One thing to notice is that th&irmim number of TSVs
to be inserted in the 3D design is dependent on the cut seguerich is the order of
X-, Y-, and z- direction partitioning applied during gloh@dhcement. For example, if z-
direction partitioning is applied in early steps, it is likehat fewer inter-die connections
are obtained. On the other hand, if z-direction partitignsapplied later, it is likely that
more inter-die connections are obtained [58]. This varratf the number of TSVs enables
us to produce dierent global placement solutions witHférent TSV counts.

After 3D IC layout generation, 3D timing optimization is pemmed. First, initial
timing optimization is performed for each die. Then, all tagouts, timing analysis re-
sults, and the target clock frequency are fed into the 3Dnignaiptimization tool obtained
from [71]. This 3D timing optimization tool iterates the lalving steps: (a) it performs
RC extraction and obtains an SPEF file for each die; (b) it per$o3D timing analysis
using the SPEF files and the top-level SPEF file using SyndpsyseTime; (c) based on
the timing analysis result and the target clock frequenwytbol scales the target delay of
each 3D path and creates a timing constraint file for each(d)esince each die has its
own netlist and timing constraint file, timing optimizatiperformed for each die sepa-
rately. This timing optimization process is repeated saviames until the overall timing
improvement saturates.

3D power analysis needs (a) a top-level netlist as well aslsnir each die, (b) a
top-level SPEF file as well as a SPEF file for each die, and (txking activities of cells
and nets. To obtain switching activities of cells and ne¢sileg netlists generated by the
3D RTL-to-GDSII tool obtained from [58] are fed into Encoanaind run power analysis.
This power analysis internally generates and stores swgchctivities of cells and nets,
so this information is dumped into an output file after the poanalysis. Then, all the

netlists, SPEF files, and the switching activity files aredxhinto PrimeTime and run
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Table 39. TSV-related dimensions, design rules, and TSV capitance.

Dimensions TSV-5| TSV-1| TSV-05 | TSV-0.1
Width (um) 5 1 0.5 0.1
Height (um) 25 5 8 5
Aspect ratio 5 5 16 50
Liner thicknessim) 100 30 20 10
Barrier thicknessr(m) 50 15 10 5
Landing pad widthgm) 6 16 1 0.18
TSV-to-TSV spacinggm) 2 0.8 0.6 0.1
TSV-to-device spacingum) 1 04 0.3 01
TSV capacitancef(F) 20 2.67 3.2 0.8

power analysis. This power analysis method produces trilketip 3D power analysis

results.

6.4 Simulation Results
6.4.1 Simulation Settings

Two benchmark circuits, BM1 and BM2, as shown in Table 37 arel.us®r the 45m
process node, the Nangatewstandard cell library [12] is used. Four sets of TSV-related
dimensions listed in Table 39 are also used. In the simulaBem and 05um TSVs are
used with the 46mtechnology, Amand 01um TSVs are used with the 22ntechnology,
and 05um and 01um TSVs are used with the héntechnology. Since the standard cell
height of the 4&mlibrary is 14um, a 5um TSV including its keep-out zone occupies five
standard cell rows while a®:m TSV including its keep-out zone occupies one standard
cell row, as shown in Table 39. Similarly, aurh TSV and a Qlum TSV occupy three
standard cell rows andZ6 standard row, respectively, when they are used with onm22
standard cell library. If Gumand 01lum TSVs are used for our t8nstandard cell library,

a 05um TSV occupies B3 standard cell rows and algm TSV occupies b standard
cell row. Figure 66 shows the fourfterent TSVs in a top-down view and a side view
and Figure 67 shows GDSII images of TSVs and standard ceflSnat, 22nm, and 16&m

technology.
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Figure 66. Size comparison of the 4 TSVs used in our study: (&gum and 0.5um width used for 45nm
technology, (b)1umand 0.1umwidth used for 22nmtechnology.

6.4.2 Impacton Silicon Area
Figure 68 shows footprint area of 2D designs and two-die 3D Biédigns at each tech-
nology node. If the TSV size is zero, the footprint area of a-tie 3D design should be
approximately half of its 2D counterpart. Since the TSV iszero, however, the footprint
area of a two-die 3D design is usually greater than half &@iscounterpart. For example,
the area of the 48m 2D design is 0mn¥, but the area of the 48n 3D design using Am
TSVs is about B5mn?, which is 85% of the 2D design. Similarly, the area of the#s
3D design using Bum TSVs is about G3mn¥, which is 63% of the 2D design. The same
trend is found in the 22mand the 16mdesigns. However, if the TSV size islam, the
footprint area of a two-die 3D design becomes almost haltso2D counterpart. Similar
trends are found in BM2 designs as shown in Figure 69.

All these trends depend on TSV size and the number of TSVsindbe designs. Of
course, using smaller TSVs helps achieve smaller footprie&, which can reduce chip

cost. However, smaller TSVs could be more expensive due tafaeturing dfficulties,
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Figure 67. Zoom-in GDSII layouts of the six types of designstsdied in this paper. Each TSV is sur-
rounded by its keep-out-zone.

so the use of smaller TSVs does not necessarily leads to loprcost. Using fewer

TSVs also helps achieve smaller footprint area. Howevegrséstudies show that using
more TSVs than the minimum number of TSVs helps reduce wiggleand achieve better
performance [32, 11, 58]. Thus, there exist tradlis-among TSV size, the number of

TSVs used in the design, and chip cost.

6.4.3 Impact on Wirelength

Figure 68 shows wirelength of BM1 designs. WhembTSVs are used with the #48n
technology, 3D designs have longer wirelength than 2D desigHowever, when.Bum
TSVs are used with 48ntechnology, the wirelength of the 3D design is about 10%tsinor
than that of the 2D design. Wheprhand 01lum TSVs are used with the 22ntechnology,
however, large wirelength reduction is not observed. Orother hand, when.Bum and

0.1um TSVs are used with the bentechnology, 15% wirelength reduction is observed.
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Figure 68. Comparison of the optimized 2D designs and two-di3D designs (BM1) iMd5nm, 22nm, and
16nmtechnology. The x-axis shows the technology combinationh first row shows TSV diameter in
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Figure 69. Comparison of the optimized 2D designs and two-di3D designs (BM2) ird5nm, 22nm, and
iGmr;Tntechnology. The x-axis shows the technology combinationhg first row shows TSV diameter in

Similar trends are found in BM2 designs too as shown in Fig@reAbove all, 45 m
3D designs have longer wirelength than 2D designs. Howexesn yimand Q1LumTSVs
are used with the 2ftn technology, 9% and 13% wirelength reduction are obsened, r
spectively. Similarly, when 6um and Q1um TSVs are used with the 1héntechnology,
12% and 15% wirelength reduction are observed, respegtivel

Wirelength reduction obtained by moving from 2D ICs to 3D ICses mainly from
smaller footprint area. However, wirelength reduction Isoadependent on the quality
of the 3D global placement algorithm, the TSV insertion (3itmg) algorithm, TSV
size, and characteristics of benchmarks circuits. Thegefois possible to obtain higher
wirelength reduction ratio or vice versa depending on tHastors. If, however, all other
factors such as the placement algorithm and the TSV insealigorithm except the TSV
size do not change, the TSV size is the main facttecing the wirelength. For instance,
in Figure 68, by shrinking the TSV size fronu to 0.5um in the 45:m 3D designs, 22%
wirelength reduction is obtained. However, when the TS\é slrinks from (bum to

0.1umin the 161m3D designs, almost no wirelength reduction is obtaineds Tdibecause
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Table 40. Additional TSV-related statistics. “c.p.” denogs critical path.

BM1
45nm 22nm 16nm
TSV diameter| 5um | 0.5um | 1um | 0.2um | 0.5um | 0.1um
#TSVsinc.p.| 1 0 3 4 2 4
BM2
45nm 22nm 16nm
TSV diameter| 5um | 0.5um | Ium | 0.2um | 0.5um | 0.1um
#TSVsinc.p.| O 0 1 2 1 2

0.5um TSVs are already shiciently small, so shrinking the TSV size does not lead to
further wirelength reduction.

One thing to note is that 3D designs at théh generation process node has longer
wirelength than 2D designs at tine+ 1-th generation process node. Therefore, shrinking
the TSV size is important to reduce the wirelength, but mg\mthe advanced process
node is also important for wirelength reduction. This alsscides with the prediction

result presented in [72].

6.4.4 Impact on Performance

Figure 68 shows the critical path delay of 2D and 3D design#hi® BM1 benchmark cir-
cuit. As seen in the figure, the critical path delay of a 3D gie$iaving longer wirelength
than (or similar wirelength to) its 2D counterpart can be kenahan that of the 2D de-
sign. For example, the wirelength of the 3D design built viithm TSVs and the 4Bm
technology is 15% longer than that of the 2D design, but tiieal path delay of the 3D
design is 12% smaller than that of the 2D design. Similardsare also found in the BM2
benchmark circuit as shown in Figure 69.

One important observation is that the critical path delagDfdesigns built with the
n-th generation process node could be smaller than thealrjieth delay of 2D designs
built with the n + 1-th generation process node. For example, the BM1 3D desidin b
with 0.1um TSVs with the 22dmtechnology has approximately 20% smaller delay than the
2D design built with the 18mtechnology. Similarly, the BM2 3D design built withlxm
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TSVs with the 2&dmtechnology has about 9% smaller delay than the 2D desighvoitin
the 16imtechnology.

For more in-depth analysis, the number of TSVs used in thie&rpaths are presented
in Table 40. If the TSV count is zero, the critical path is a 2&ifpexisting in a single
die. If the TSV count is three, the critical path alternate®é times (e.g., die0 — diel —
dieO — diel) between two dies since all the layouts are tweaddsigns. Especially, if the
TSV count is zero and the critical path delay is shorter tharctitical path delay of its 2D
counterpart design, the shorter critical path delay of thed8sign is primarily due to the
shorter wirelength achieved by the smaller footprint at®a.the other hand, if the TSV
count is non-zero, the critical path delay comes from bo¢hsimaller footprint area and

the shorter wirelength.

6.4.5 Impact on Power

Figure 68 and Figure 69 show power consumption for BM1 and BMizbmark circuits,
respectively. As seen in the figures, moving from 2D ICs to 3DdGss not necessarily
lead to power reduction even if 3D designs have shorter anggh than 2D designs. The
reason is as follows. Reduction in power consumption by mgl®D ICs comes from
smaller dynamic power consumption due to shorter wirelefhigtiowever, TSV capaci-
tance can essentially be thought of as wire capacitanceefdre, the total capacitance is
the sum of the total TSV capacitance and the total wire ctgnam@. This means that the
total TSV capacitance should be less than the reduced wp&ctance to achieve power
reduction? In other words, achievement of power reduction needs sma#®/ capaci-
tance, use of fewer TSVs, and wirelength reduction. Howetere again exist tradeffs
among the number of TSVs, the amount of wirelength reductiod power consumption.

Inserting fewer TSVs may not reduce the total wirelength ashras expected. Similarly,

4There exist many kinds of 3D integration and some of them (eage-DRAM stacking) provide a huge
amount of power saving by removing long chip-to-chip cornioes.

SNote that this is a simplified analysis. In reality, the tqtawer should be computed in a more sophisti-
cated fashion taking switching activities of nets and gat&saccount.
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the use of fewer TSVs may not reduce the dynamic power consoimplnserting more
TSVs, however, may reduce the total wirelength more than t®20% [11], but then the
total TSV capacitance also increases, so the total capaeitzould be larger than the total

capacitance of 2D designs.

6.5 Summary

In this chapter, the impact of TSVs on the quality of today autdre 3D ICs is investigated
using GDSlI-level layouts. To generate 3D IC layouts of fat3D IC layouts, 28m
and 16 m process and standard cell libraries are developed basdtediRS prediction
and downscaling trends of other standard cell librarieslated process technology. With
these realistic libraries, today and future 3D IC layouts generated and their quality is
compared. The simulation results show that 1) footprind @asestrongly dependent on the
TSV size, 2) wirelength is also dependent on the TSV sizaf the TSV size is sfliciently
small (Q5um TSVs for 16im technology), further shrinking the TSV size does not help
wirelength reduction, 3) critical path delay is stronglydadent on the TSV capacitance,
but footprint area also has a non-negligibtéeet on critical path delay, and 4) transition
from 2D ICs to 3D ICs does not necessarily lead to less powemgopson even when the

TSV capacitance is small.
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CHAPTER 7
TOPOGRAPHY VARIATION IN 3D INTEGRATED CIRCUITS

Topography variation in metal layers is becoming more serias technology advances
beyond 6Bmand 45im and as a result, semiconductor manufacturers are puightgt
metal density rules in their design rule decks. Moreovels dlso required to minimize
the range of metal densitynd the maximum metal density gradebecause topography
is determined mainly by underlying feature density [73,.74] addition, topography is
cumulative so the flatter the topography in lower metal laygrthe better the topographies
of upper metal layers are [75].

In order to improve metal density and achieve uniform dgngistribution, various
design methodologies have been proposed. The authors]gbi@jeosed fill insertion as
a post-routing process. The authors of [77] addressed tied nhensity problem in global
routing. CMP-aware placement was also proposed in [78]. Ajadiof these techniques,
fill insertion has been widely used to achieve uniform dgndistribution. During fill
insertion fills (dummy metal pieces) are inserted into whitespace in ocdeottonly satisfy
metal density constraints but also improve related demnséirics.

Meanwhile, three-dimensional integrated circuits (3D Ikaje emerged to resolve the
interconnect bottleneck and improve performance of 2D IChé&u. In 3D ICs, cells are
placed in multiple dies, the dies are stacked verticallg, tanough-silicon vias (TSVs) are
used to connect metal layers of adjacent dies as shown imd=itfu Since footprint area
of 3D ICs becomes smaller than that of 2D ICs, the total wirelelgcomes shorter than
2D ICs, so it is expected that the performance of 3D ICs is bttger 2D ICs [2, 11, 47].

Via-first-type TSVs, however, are attached to landing padsé bottommost and the

topmost metal layers as shown in Figure 70. These metaldgnghds are usually very

1Range of metal density is defined as th&atence between the maximum density and the minimum
density.
2Metal density gradient is defined as the densiffedence between two adjacent windows.
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Figure 70. 3D IC designed in two dies (left) and three dies (ght) using via-first TSVs and face-to-back
die bonding.

large (see Figure 71), so they cause significant metal gengmatch which will be shown
in the next section.

In this chapter, a 3D global placement algorithm is exteridechprove metall density
in 3D ICs. This algorithm improves the range of metal densgywvell as the maximum
density gradient significantly compared to traditionaleléngth-driven placement. In ad-

dition, the impact of the landing size on metal density nesti$ also investigated.

7.1 Motivation
7.1.1 Feature Density of 2D and 3D IC Layouts

As mentioned in the previous section, metall landing paelsrarch bigger than the min-
imum feature size. Figure 71 shows an example. The landidgwpdth in the figure
is 4.14um but the minimum width of metall wire is &b which is approximately 63
smaller. Therefore metall density of layout regions comtgi landing pads is much higher
than other layout regions devoid of landing pads.

To investigate density variations caused by landing padbdy a preliminary simu-
lation is performed on a 2D layout (13@@ x 130Qum). In this simulation, landing pads
are inserted only in one window area ((0,0) to (001L0Qum)) and metal densities before
and after fill insertion are compared. Figure 72 shows thelte®Vhen the number of

landing pads is less than 30 to 50, the maximum density windaliferent from the TSV
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Figure 71. Before and after filler insertion. Yellow squaresdenotes TSVs, pink are fillers, and light blue
are M1 wires.

window (Dyrsy) in which landing pads exist, so it is relatively easy to cohthe density
range over the entire layout by fill insertion. However, as tlumber of landing pads in
the TSV window increases, the TSV window becomes the maximensity window, and
the density range increases almost linearly as the landadgnreases. Therefore, it is
necessary to keep the number of landing pads in one windoW snspread landing pads

well.

7.1.2 The Design of 3D ICs
The authors of [11] have proposed two 3D IC design schemeselyal SV co-placement

and TSV-site. In TSV co-placement scheme, they place TSU<alts simultaneously so
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Figure 72. Variations of the maximum density and the densityrange in metall layer when only one
window contains landing pads 4.14um x 4.14um). ‘before’ (or ‘after’) denotes ‘before’ (or ‘after’) fill
insertion, Dmax (0r Dmin) denotes the maximum (or minimum) window density, andDysy denotes the
density of the window containing landing pads.

that they can minimize the total wirelength consisting ofe@ngth of cell-to-cell connec-
tions, wirelength of cell-to-TSV connections, and wirgjénof TSV-to-TSV connections.
In TSV-site scheme, on the other hand, they place TSVs unlfoon the entire layout
area and then place cells. In this case, they need to assigret3do TSVs to determine
which 3D net uses which TSV. Since the solution set of TSV le@gment scheme contains
that of TSV-site scheme, wirelength of TSV co-placemenh@ter than TSV-site scheme.
However, it is expected that TSV-site scheme will have battetall density.

In this chapter, simulations on these two design scheme#aealeded too because
they are two extreme placement schemes and our TSV densigrglacement algorithm

stands between them.

7.2 TSV Density-Driven 3D Global Placement

The 3D placement algorithm used in this work is based on theefdirected quadratic
placement algorithm for 3D ICs [73, 11]. In this section, #fere, the force-directed
guadratic 3D placement algorithm is reviewed and how it iemcted for TSV density-

driven 3D placement is presented.
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wirelength-drive placement TSV density-driven placement TSV-site placement

Figure 73. Screen shots of die0 of circuit C2. Dark rectangkeare standard cells, and light squares are
metall landing pads.

7.2.1 Force-Directed Quadratic 3D Global Placement

The basic principle of force-directed quadra®D global placement is to apply several
forces to cells and pins, and move cells gradually until #sié @ccupancy of each global
bin becomes less than a pre-determined number. When thesfareeapplied, objective
functions such as quadratic wirelength are minimized.

The authors of [54] suggested three forces for the foroeethd placement. The first
force isnet forcewhich pulls connected cells so that it minimizes the totakl@ngth. The
second force isnove forcewhich spreads cells out so that it removes cell overlaps. The
third force ishold forcewhich holds cells at the current location so that cells in il
density regions do not move. The sum of the forces is set tpeminimize wirelength

while removing cell overlaps. This is mathematically exgsed as follows:
f = fnet+ fmove fhold =0 (80)

wheref®, fmove andfh°ld are net force, move force, and hold force respectively.

The authors of [11] extended this algorithm so that they danepcells in 3D. They
first use multi-way partitioning to split cells into multgpartitions (dies in 3D ICs). After
partitioning, they place cells and TSVs with the same objedtinction as 2D placement.
However, they compute all the forces for each die separaagguse cells in ffierent dies

do not overlap.
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7.2.2 TSV Density-Driven 3D Global Placement

Since closely-placed TSVs can cause serious density nibnatmetall layer, another
density force focusing on TSVs only, namely TSV density éiis applied. This force is
similar as the move forcd(°"¢) which is actually computed by cell density. TSV density
force is computed as explained below. First, placementigecsnsidering TSV density

only in each bin is computed as follows:
D(b)|_,=D"™'(b)| - D"™(b)| (81)

WhereDTSV(b)|Z=O| is the TSV density in the bib of d-th die, andDCh‘p(b)|Z=d is the total
capacity of binb of d-th die. Then, the placement potent@&ls" is computed by Poisson
equation:

A@TSV(b)L:d - —D(b)L:d (82)

Then, the x-location of i-th TSV in the next iteration is comgd by the following equation:

oy 9 _1sv
X =X - = (b>\<b,>,z:d (83)

wherex; is the target x-locationy' is the current x-location, anid is the current bin in
which i-th TSV exists. y-location of i-th TSV is computed imet similar way.

If the TSV density force is computed as above, the final forp@aéon becomes as
follows:

f = fnet+ fmove+ fhold + .I:TSV =0 (84)

wheref ™V is the TSV density force.

Since TSVs are treated as cells during 3D placement to findpkienal locations of
TSVs, fm™ve andf!d include TSV density, which is also includedfif?V, as well as cell
density during cell density computation. Therefore, salveub-options such as 1) include
TSV and cell densities ifi™®*¢ andf"°'d, and 2) include cell density only i##°V¢ but include
TSV and cell densities ifi"!d exist. In order to obtain the best results, all these options

were tried and it was found that including both TSV and cehgies in bothf™°¢ and
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Table 41. Benchmark Circuits. The number of TSVs is based onvwto-die implementation.

ckt | #gates| #nets | # TSVs| # TSVs/# nets
Cl| 29,706 | 29,979 | 1,035 0.0345
C2| 77,234 | 77,378 675 0.0087
C3| 88401 | 89,149 | 1,045 0.0117
C4 | 103711| 103946 | 424 0.0041
C51] 109181 | 109415| 1745 0.0159
C6 | 168943 | 169469 | 114 0.0007
C7 | 324490 | 327,843 | 1559 0.0048
C8 | 444 555 | 483563 | 3838 0.0079
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Figure 74. AD of die0 of WL-driven placement (left), TSV-site placement (nddle), and TSV density-
driven placement (right)

fhold generated the best results. This observation is alsoiirlyitunderstood because 1) if
only the cell density is included ifi"°¢, the cell occupancy of a bin fully occupied by cells
and TSVs cannot be reduced, so routing may fail or overlapngneells and TSVs cannot
be removed gectively, and 2f"°' should be balanced wit"°"¢ when the density of a bin
is sufficiently low, so iff™ve considers cells and TSVE°® should also consider cells and
TSVs during density computation.

For better understanding, dieO (the bottommost die in EigiB) layouts of circuit
C2 designed by wirelength-driven placement, TSV densityedr placement, and TSV-
site placement are shown in Figure 73. The left figure show3Nh-driven placement,
so the TSVs are placed non-uniformly. On the other hand, tiellmfigure shows the
TSV density-driven placement, so the TSVs are sparselyepladhe right figure shows

uniformly-placed TSVs in TSV-site placement.
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Table 42. Multi-pass metall fill insertion parameters.

Parameter

Value

Min. fill-to-object distance

0.325um

The amount of decrement in fill widt

h0.065:m

Offset for staggering

0.13Qum

Min. fill-to-fill distance 0.065um
Max. metal density 75%

Max. length (or width) of a metal fill] 3.25um
Min. metal density 25%

Min. length (or width) of a metal fill | 0.065um
Preferred metal density 35%
Window size (width) 10Qum

Window step size

50um

Table 43. Comparison of minimum and maximum metall densitie in two-die implementation with 1x
TSV. ‘before (or after)’ denotes ‘before (or after) fill insertion’.

Minimum density Maximum density
ckt Die WL-driven TSV-site TSV density-driven WL-driven TSV-site TSV density-driven
before after before after before after before after before after before after
c1 die0 32823% 34.044% 39.770% 39.770% 41.880% 41.880% 46.926% 46.926% 43.991% 43.991% 43.215% 43.215%
diel 18431% 38553% 18.498% 36.864% 18.498% 37.611% 18977% 40.118% 19.321% 39.046% 19.088% 38.633%
c2 die0 27.157% 34.978% 29.548% 38412% 29.294% 38429% 35.725% 42.803% 31304% 41.152% 31.253% 41.664%
diel 22.899% 37.763% 22.999% 37.429% 22.888% 37.837% 23503% 39.582% 23613% 39.647% 23547% 39.779%
c3 die0 | 20318% | 35092% | 22795% | 39471% | 21879% | 37.162% | 36502% | 44556% | 26.605% | 43752% | 27.203% | 44.158%
diel | 16962% | 39586% | 16967% | 39.219% | 16917% | 39407% | 19910% | 44267% | 19.943% | 42986% | 19.903% | 43935%
ca die0 | 23610% | 31291% | 25447% | 33160% | 24990% | 32171% | 36.396% | 43292% | 28689% | 39101% | 29.354% | 41114%
diel | 22605% | 32130% | 22728% | 31915% | 22535% | 31828% | 25092% | 36524% | 25189% | 37.922% | 25182% | 36.305%
cs die0 | 32884% | 34661% | 34597% | 39463% | 35956% | 37.858% | 43832% | 44224% | 39738% | 41646% | 39289% | 42580%
diel | 22503% | 33391% | 22657% | 33203% | 22738% | 33398% | 24510% | 37.418% | 24737% | 36576% | 24369% | 37.364%
die0 23276% 32209% 23438% 32279% 23265% 32566% 29103% 42.590% 26.434% 37.755% 21717% 33671%
C6
diel 21658% 33616% 21703% 32505% 21717% 33671% 25.339% 38298% 25.088% 38124% 25373% 38494%
die0 18.853% 40.446% 14.470% 40.454% 17.596% 41.140% 32.825% 47.010% 17.687% 50.431% 23007% 47.173%
c7
diel 16.226% 42.194% 13.466% 42.079% 15.367% 42.012% 18751% 47.370% 16.208% 49.616% 17.914% 48227%
cs die0 | 23708% | 39.600% | 24987% | 41176% | 24279% | 39599% | 36.249% | 46460% | 27.616% | 46641% | 28207% | 45818%
diel | 21384% | 40188% | 21408% | 39905% | 21417% | 40.052% | 22909% | 44984% | 22984% | 45032% | 22839% | 44734%
Geo. | die0 | 24869% | 35165% | 25858% | 37.884% | 26452% | 33445% | 36.823% | 44700% | 29274% | 42891% | 29.649% | 42238%
mean | diel | 20167% | 37.016% | 19.761% | 36470% | 20061% | 36.819% | 36470% | 40906% | 21904% | 40921% | 22104% | 40.752%

7.3 Simulation Results

Eight benchmark circuits obtained from IWLS 2005 benchmarites[29] and Open-

Cores [79] are used in the simulation. These circuits aredist Table 41. NCSU 4%n

technology library [80] is also used. The baseline TSV lagdpad size (X TSV) is

4.14umx 4.14um, and Table 42 shows our fill insertion parameters.
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Table 44. Comparison of wirelength
denotes metall density of a window.

and metall densities invto-die implementation with 1x TSV. D
(Numbers in parenthesese wirelength ratios.)

ckt Wirelength (nm) Die Range AD = Dmax — Dmin) Maximum density gradient
WL-driven TSV-site | TSV density-driven WL-driven TSV-site | TSV density-driven | WL-driven TSV-site | TSV density-driven
c1 0.783 0.861 0.812 die0 12.882% 4.221% 1.335% 6.986% 2.906% 0.642%
(1.000) (1.100) (1.037) diel 1.566% 2.182% 1.021% 1.040% 0.982% 0.588%
c2 1.680 1735 1718 die0 7.825% 2.739% 3.234% 5.029% 1.194% 1.808%
(1.000) (1.033) (1.023) diel 1.819% 2.219% 1.942% 1577% 1.949% 1.562%
c3 2.468 2.595 2.558 die0 9.465% 4.528% 6.995% 5.794% 2.121% 3.118%
(1.000) (1.051) (1.036) diel 4.681% 3.767% 4.528% 2.273% 1.799% 1.895%
ca 2.385 2441 2.456 die0 12.002% 5.941% 8.943% 5.778% 3.021% 4.240%
(1.000) (1.023) (1.030) diel 4.395% 6.001% 4.476% 1.844% 2.733% 2.230%
cs 2.328 2482 2413 die0 9.563% 2.184% 4.722% 4.258% 1.341% 2.274%
(1.000) (1.066) (1.037) diel 4.027% 3.373% 3.966% 2.178% 3.137% 2417%
c6 3.925 3.961 3.881 die0 10.381% 5.476% 7.930% 5.883% 2.173% 4.049%
(1.000) (1.010) (0.989) diel 4.682% 5.619% 4.824% 2.525% 2.236% 2.055%
c7 13744 15582 14.050 die0 6.564% 9.978% 6.033% 4.134% 7.627% 3.303%
(1.000) (1.134) (1.022) diel 5.176% 7.537% 6.215% 3.576% 5.317% 3.303%
15410 16,595 15599 die0 6.860% 5.465% 6.219% 4.797% 2.229% 3.636%
cs (1.000) (1.077) (1.012) diel 4.796% 5.126% 4.682% 2.436% 3.194% 2.247%
Geo. 3.326 3.529 3.403 die0 9.197% 4574% 4.982% 5.258% 2.400% 2.506%
mean (1.000) (1.061) (1.023) diel 3.587% 4.102% 3.497% 2.064% 2.405% 1.832%
Max. Gradient
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Figure 75. Maximum density gradient of die0O of WL-driven placement (left), TSV-site placement (mid-
dle), and TSV density-driven placement (right)

7.3.1 Metall Density Comparison

The first comparison is on the minimum and the maximum metalisiies before and

after fill insertion to show that the fill insertion tool sdies the lower (25%) and the up-

per (75%) limits of metal densities and achieves the pretedensity (35%). Table 43

shows the results. As all the ‘after’ columns show, the fidlartion tool satisfies the metal

density limits well for both dieO in which TSVs exist and di@lwhich TSVs do not exist.

Moreover, final metal densities are close to the preferretdidensity (35%). From this ta-

ble, it is observed that metal densities of 3D IC layouts @isfy lower and upper density

limits after fill insertion even when large landing pads exis addition, metal densities

after fill insertion even for the two extreme TSV placemergesa(WL-driven placement

and TSV-site placement) satisfy the minimum and the maxirdensity requirements.

Next, metall densities of all the benchmark circuits desigin two dies with ¥ TSV
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Table 45. Critical path delay, power, and the number of fills.

okt ] Critical p_ath delay1fs) ] ] ] Poyver w) ] ] ] ] # fiIIs_ ] ]
WL-driven TSV-site TSV density-driven | WL-driven TSV-site TSV density-driven Die WL-driven TSV-site TSV density-driven
c1 6.10 568 551 00343 0.0345 00342 g::(l) 22’254%75 , 4%50 25%99
c2 480 515 465 0.166 0.165 0.166 g::g ﬁ 4312411 ii 84512 33 éig
c3 4.48 449 4.44 0121 0135 0119 g:gg gé b gi’ = g% 55
ca 229 2.88 272 0.165 0.165 0.165 g:z(l’ j; gg; ig: g;g 3;‘: ﬁg
cs 1.90 213 178 0371 0.368 0.367 g::g ég o ég: o ég g
ce 284 385 306 0.284 0.285 0.284 Z:Z(l’ Z;; S gi e Z;i ég}‘
c7 6.41 598 527 1194 1120 1196 a9 gi; e ggg 100 2‘5‘3 o
cs 6331 6222 6346 2508 2590 2626 g:gg gg‘é ééi g;z g% gi‘;‘ 8;3

are compared. In this two-die implementatidireOcontains TSVs as well as cells liliel
contains only cells as shown in Figure 70. Table 44 showséehnsity results.

ComparingAD which is the diference between the maximum density and the minimum
density, it is observed that WL-driven placement has the iaessity range compared to
TSV density-driven placement or TSV-site placement in di@lhe geometric mean of
AD of WL-driven placement is about 7% whereas that of TSV density-driven place-
ment is 4982% and that of TSV-site placemenb44%. Similarly, the maximum gradient,
which is the maximum dierence between densities of two adjacent windows, of WL-
driven is worse than TSV density-driven or TSV-site placetnd& he geometric mean of
the maximum density gradient of WL-driven placement. &58% but that of TSV density-
driven placement is.806% and that of TSV-site placement igl@0% in dieO. Therefore,
uniformly-placed TSVs improve metall densities signifitan

However, metall density in diel showdtdrent trends because diel does not contain
landing pads in metall layer. As the table shows, the geaerme&an of density range or the
maximum density gradient of WL-driven placement is simitathtat of TSV density-driven
or TSV-site placement. Therefore, TSV density-driven gtaent (or TSV-site placement)
achieves better metall density than WL-driven placementnwaeding pads exist and
similar metall density as WL-driven placement when landiagspdo not exist.

The reason thaaD of TSV density-driven placement is similar as that of WL-énv
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placement for big circuits such as C7 and C8 is that few TSVs@easd over large layout
area, so the impact of landing pads AB becomes smaller. On the other hand, if there
are many TSVs (C1 and C5) compared to its layout area, TSV gethsiten placement
outperforms WL-driven placement with respect to metall gns$n addition, TSV-site
shows the besAD results, butAD of TSV density-driven placement is close to that of

TSV-site placement.

7.3.2 Wirelength Comparison

WL-driven placement has three basic forces (net force, haylcef and move force). How-
ever, one more force is added in TSV density-driven placeénagr TSVs are pre-placed
uniformly in TSV-site placement, thus the wirelength of T8¥nsity-driven placement
or TSV-site placement is expected to be longer than WL-drpltement. Table 44
also shows wirelength comparison. The average wirelenfjiWlodriven placement is
3.32émmwhile that of TSV density-driven placement isAB3nmwhich is 23% longer
than WL-driven placement. On the other hand, the averagdengé of TSV-site place-
mentis 3529mmwhich is 61% longer than WL-driven placement. Therefore, TSV density-
driven placement improves metall density significantlyp(agimately two times better
than WL-driven placement with respect to bat® and the maximum gradient, and very
comparable to TSV-site placement) with jus8® wirelength overhead. Moreover, wire-
length overhead of TSV density-driven placement remaihsdxen 12% and 37% but the
improvement in metal density is hugeq{®2o 9x). On the other hand, wirelength overhead
of TSV-site placement is betweer0% and 134% which is much worse than TSV density-
driven placement. As a result, TSV density-driven placeneecomparable to TSV-site
placement with respect to metall density and comparable tedien placement with

respect to wirelength.
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7.3.3 Impact of Landing Pad Size

Since the landing pad sizdéfacts metall density significantly, the impact of landing pad
size on density metrics is also investigated. Figure 74 siadfor all the circuits when the
landing pad size is.Bx (2.07x2.07un?), 1x (4.14x4.14unv), and 15x (6.21x6.21un?). In
general AD increases as the landing pad size goes up in WL-driven plageridewever,
AD decreases in some cases as the landing pad size increasesvasirs TSV density-
driven or TSV-site placement cases. Therefore, larger Te&Mihg pad size does not al-
ways lead to wors@D. This is mainly because fill insertion can somehow increbse t
minimum density to decreage if TSVs are spread out fliciently. Similarly, maximum
density gradient does not always increase as the landingigadgoes up as shown in

Figure 75.

7.3.4 Timing and Power Comparison
Timing and power analysis is conducted using Synopsys Hiime and the results are
shown in Table 45. Critical path delay of WL-driven placemensmaller than other two
placements in C4, C5, and C6. On the other hand, TSV densitgrdmacement has
smaller critical path delay than other two placements in C1,C€2 C5, and C7. Since
all the placement algorithms are not timing-driven, TSV sigAdriven placement is not
always better than WL-driven or TSV-site placement with egspo timing, but 23% wire-
length overhead of TSV density-driven placement does aotte worse critical path delay.
On the other hand, power is almost same for all the three planealgorithms. Since
gate delays are almost similar for all of them, the additiggeaver consumption comes
from interconnect power. However, wirelength overhead $¥Tdensity-driven or TSV-
site placement is approximately 1% to 13%, so the total p@e@rsumption is almost same

for all the cases.
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7.3.5 Number of Fills
The number of fills is also an important metric for fill insernibecause too many fills
inserted in a design can increase the data volume and RC tidrdicne significantly.
Therefore, the number of fills are reported in Table 45.

The fill counts for all three placement styles are almost saroept C1 as shown in
the table. In case of die0 of C1, the minimum and maximum dessiiready satisfy the

density requirements so the fill insertion tool does notrinsey fills.

7.4 Summary

In this chapter, topography variation of 3D ICs is invesigght TSV landing pads are
typically large, so TSVs inserted inside the core area coesalt in serious metal den-
sity mismatch. In order to reduce topography variation inI@B, a 3D global placement
algorithm is extended to a TSV density-driven 3D global plaent algorithm. In the algo-
rithm, a new force acting only on TSVs is added to spread T3W¥swith little wirelength
overhead. In the simulation results8&x improvement in the range of metall density
and 210x improvement in the maximum metall density gradient areesglti compared
to wirelength-driven placement. Wirelength overhead eféktended placement algorithm
is just 23%, which is almost negligible. On the other hand, wirelangterhead of the
TSV-site placement is much higher than the TSV densityedriplacement. Therefore,
TSV density-driven placement achieves short wirelengthgarable to wirelength-driven
placement and small metal density variation comparableSg-3ite placement. The im-
pact of landing pad size on metall density is also preseifiteglmetall density range and
the maximum density gradient of wirelength-driven placetrieecome worse as the land-
ing pad size increases. Those of TSV density-driven plaoéaiso increase as the landing
pad size increased, but this is observed only when few TS¥s$ iexthe layouts. In sum-
mary, the TSV density-driven placement has much better Iinelensity characteristics

than the wirelength-driven placement.
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CHAPTER 8
CONCLUSIONS

Three-dimensional integrated circuits (3D ICs) are expktddoe a breakthrough technol-
ogy for high performance computing, heterogeneous integrdow power ICs, extremely
small devices, and so on. Since previous prediction modelsiasign methodologies and
algorithms for 3D ICs have not taken signal through-silic@as\(TSVs) into account, this
work has developed more accurate prediction models for 3D 468 proposed and im-
plemented design methodologies and algorithms that takésTi8o account. This thesis

presents the following:

e A TSV-aware wirelength, delay, and power prediction modelfate-level 3D ICs.

A TSV-aware wirelength prediction model for block-level 3Cs.

Analytical models of TSV capacitive coupling in 3D ICs.

Design methodologies and algorithms for gate-level 3D ICs.

Design methodologies and algorithms for block-level 3D ICs.

A study on the impact of TSVs on the quality of 3D ICs.

Topography variation in 3D ICs.

The TSV-aware interconnect prediction model presentetigndissertation is more accu-
rate than other prediction models and relates area, wigdle SV count, and TSV size.
The analytical models of TSV capacitive coupling providg fsstimation of TSV coupling
capacitance. Since the computation time of these modelsnissa negligible, the mod-
els are suitable for use in design steps such as floorplaramdgglobal placement, both

of which require fast estimation of TSV capacitances fogfotiming optimization. The
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design methodologies and algorithms for gate- and bloe&H@D ICs show that they gen-
erate DRC-clean 3D IC layouts with a reasonable number of TS¥s.study pertaining
to the impact of TSVs on the quality of 3D ICs investigates anchjgares the quality of
3D ICs built with various device and TSV technologies. It gisovides guidelines on the
maximum TSV size and capacitance for each device technoldgy study of topography
variation presents the impact of metal landing pads on theg@phy variation of 3D ICs.
To minimize such variation, a technique applied to the fatrected quadratic placement
algorithm is also proposed.

Despite the many contributions of this research, its litrotes that call for further in-
vestigation must be addressed. For one, the interconnediction model assumes that
TSVs are placed uniformly on the layout. Since TSVs can aésplaced non-uniformly,
more accurate prediction models should to take non-unifeptaced TSVs into account.
In addition, more realistic Wter insertion methodologies such as dynamic programming-
based bffer insertion algorithms should be used to predict delay awiep more accu-
rately. Since the TSV coupling capacitance models are rgthhiaccurate, to decrease
error, the models must be improved. Although current mettoges and algorithms for
the design of gate- and block-level 3D ICs are workable, thagtrhe more sophisticated
and dfective. For instance, the block-level 3D IC design methogplestimates TSV lo-
cations regardless of the existing whitespace locationtleen assigns the estimated TSV
locations to nearby whitespace. Therefore, TSV insertigaréhms that account for exist-
ing whitespace may be moré&ective than the TSV insertion algorithms presented in this
dissertation.

Future research pertaining to 3D ICs could follow severariggting directions. Al-
though nearly all of the work in this dissertation uses vigtfT SVs, via-last TSVs can also
be used to build 3D ICs. If fabricating fiierent types of TSVs in a single die becomes
possible, it would be interesting to develop design methamies and algorithms for the

simultaneous planning of fierent types of TSVs in the design of 3D ICs. 3D placement,
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3D routing, and TSV insertion are also challenging researehas. One important research
guestion is when TSVs should be inserted because it relatgssign algorithms such as
3D placement and routing as well as design methodologieth & development of ef-
fective design methodologies and physical design algostt8D ICs should provide much

higher bandwidth, improved performance, lower power, asthaller form factor than 2D

ICs.
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