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SUMMARY

The problem of thermally induced two-phase flow instabilities has
been studied both experimentally and theoretically. In the experimental
part, i.e., the first part, of the thesis the onset of thermally induced
flow oscillations in a uniformly heated boiling channel has been presented,
This consists of a brief description of the design, construction, and
instrumentation of the boiling loop, which is followed by the procedure
used in obtaining the data on the onset of flow oscillation and the pre-
sentation of the exzperimental results,

In the second part of the thesis, a theoretical analysis including
the effect of thermal non-equilibrium has been carried out. A new general
correlation for determining the point of net vapor generatiom in a boiling
channel with inlet subcooling has been found, It has been discovered that,
for low mass flow rates (Pe « 70,000) the point of net vapor generation
is governed by the local thermal condition, whereas for high mass flow
rates (Pe > 70,000) this point is coatrolled by hydrodynamic condition.

A constitutive equation for the rate of vapor generation in the
thermal non-equilibrium region has been derived from the steady state
energy consideration, This equation, together with the new correlation
for the point of net vapor generation has been successfully used to predict
the vapor void fraction in various boiling channels.

The dynamic response of the system including the effect of thermal

non-equilibrium has been studied by introducing a small perturbation in



xvi

the inlet velocity. A characteristic equation in the form of a seventh
order polynomial with three time delays has been derived. The system
stability boundary in the subcooling number versus equilibrium phase change
number plane is then cobtained by using the D-partition method. When com-
pared with the equilibrium theory, the present non-equilibrium theory pre-
dicts a more stable system at low subcooling number and a more unstable
system at high subcooling number. Experimental data on the onset and the
frequency of oscillation reported in the first part of the thesis show
better agreement with the new non-equilibrium model (assuming no change

in the local subcooling at the bolling boundary) than with the equilibrium
model, A simplified stability criterion, which can be used for preliminary
estimation of the system stability boundary, has alsc been developed for

low subcooling number.



CHAPTER I

INTRODUCTION

I-1. Definition of the Problem

It is well known that two-phase flow instabilities can introduce
operational and safety problems to systems and components of great im-
portance, such as nuclear reactors, liquid rocket engines, heat exchangers,
steam generators, evaporators, and various chemical process units., To
avoid the occurrence of these highly undesirable events, it is essential
te be able to predict accurately the onset of flow instabilities in such
systems in terms of design parameters and operating conditions.

Of all the various types of two phase flow instabilities, an
account of which can be found in the review paper by Bourd, Bergles and
Tong [1], low frequency oscillations, i.e., density wave oscillations,
are the most common type of instabilities encountered in practical systems.
As a result, this particular type of instability has been studied extens-
ively during the last fifteen years. But, in all the previous studies,
including the latest one by Ishii [2], the effect of thermal non-
equilibrium between the phases, i.e., the temperature difference between
the liquid and the vapor phase, has been neglected. In reality, however,
there are many instances where two phases can exist simultaneously even
though their bulk, i.e., mean, temperatures are different. One of the
most common examples is the subcooled boiling region in a heated boiling

channel. Due to the thermal boundary layer near the heated surface,



significant vapor generation can occur even though the local bulk
temperature of the liquid is lower than the corresponding saturation
temperature (or, the local vapor bulk temperature), This in effect, in-
creases the length of the region occupied by the mixture; but at the
same time reduces the local rate of vapor generation because part of the
heat added is utilized to increase the bulk temperature of the liquid,
Importance of this region in relation to the vapor void fraction, pres-
sure drop, and overall performance of the system is well documented in
the literature [3,4], and shall be discussed later in connection with
the present problem.

From the theoretical as well as practical standpeint, therefore,
stability analysis of a two-phase flow mixture cannot be regarded as
complete unless the effect of thermal non-equilibrium is taken into con-
sideration, The first logical step in that direction will be to deter-
mine the rate of vapor generation in a liquid whose bulk temperature is
below saturation, Thils rate, which is different from that predicted
under the assumption of thermodynamic equilibrium, must be described
by an appropriate constitutive equation for evaporation. Furthermore,
for the case of thermodynamic non-equilibrium it becomes necessary to
determine the location (in the duct) where significant wvapor generation
starts, Several attempts, discussed later, have been made to determine
this point of net vapor generation in the case of subcooled boiling,
However, there iz sti1ll a need for a better and, at the same time, simple

criterion for the location of this point,



In general, validity of any new theory can cnly be judged by
comparing it with systematic, well-controlled experimental data. At pre-
sent, there is a scarcity of such data on the onset of low frequency os-
cillations. To overcome this deficiency, a boiling loop has been built
in the School of Mechanical Engineering at Georgia Institute of Technolegy.
Therefore, it is now possible to obtain data on the onset of flow oscilla-~

tions in a boiling channel and compare them with any theory.

I-2. Objectives of the Thesis

The present thesis has the following three objectives:

1. To generate experimental data on the onset of low frequency flow
oscillations in a heated boiling channel with inlet subcooling.

2. To obtain a general criterion for the point of net vapor gen-
eration and develop a constitutive relation for the rate of vapor genera-
tion in subcooled boiling, i.e., thermal non-equilibrium region.

3. To include the effect of thermal non-equilibrium in the stability
analysis and compare the new analysis with the latest equilibrium theory as
well as with the experimental data to be obtained during the present re-

search program.

T-3, Outline of the Thesis

The thesis is divided into two parts. In the first part, i.e.,
Chapter II, the experimental investigation has been reported. This con-
sists of a brief description of the design, construction and instrumenta~
tion of the boiling loop, the procedure for obtaining data on the onset

of flow oscillations, and a presentation of the data.



The second part is devoted to the theoretical analysis of the
problem. A brief review of the previous analytical work on low frequency
oscillations is presented in Chapter I1XI, 1In Chapter IV the effect of
thermal non-equilibrium on vapor void fraction has been discussed. A new
criterion for the point of net vapor generation has been found and a con-
stitutive equation for the rate of vapor generation in the two phase mix-
ture region has been developed. The formulation of the problem is given
in Chapter V. The developments of Chapter IV have been utilized to obtain
the characteristic equation for the system including the effects of thermal
non-equilibrium between the phases. D-partition method is then used to
determine the system stability boundary. In Chapter VI, the results of
the new analysis have been compared with those of the latest equilibrium
theory as well as with the experimental data presented in part one of the
thesis. In Chapter VII, a simplified stability criterion for low subcool-

ing number has been developed. The final chapter is devoted to conclusions.
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EXPERIMENTAL PROGRAM



CHAPTER 11

EXPERIMENTAL INVESTIGATION

II-1. Desgcription of the Boiling Loop

A schematic diagram of the boiling loop built in the School of
Mechanical Engineering, Georgia Institute of Technology is shown in Figure
1. Although the loop is not restricted to any particular fluid, Freon-113
has been chosen as the operating fluid because of its low boiling point
(117.6°F at atmospheric pressure) and low latent heat of vaporization
(63.1 Btu/lbm at atmospheric pressure)., It is, therefore, possible to
obtain high exit quality with modest power input., Furthermore, Freon-113
is non-corrosive, non-toxic, non-flammable, and chemically stable.

.As shown in Figure 1, an Ingersoll-Rand Inliner pump delivers all
the freon to the test section and the by-pass. Except for the test section
and a few secondary tubings, all the pipings are of standard hard drawn
copper tubes of 2" and 15" diameter. Most of the joints are brazed; but,
in order to retain some degree of flexibility, several flanged connections
and a fair amount of threaded unions have been used.

There is a preheater (American Standard BCF 605 Heat Exchanger),
heated by saturated steam at 40 psig, at the entrance of the test section
assembly, At the downstream of the preheater, there are two 1.5 kw Variac-
controlled electric immersion heaters to enable a finer control of the

inlet temperature,
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Schematic of the Boiling Loop




The prehéatiﬁg sYstém is Edllowed by"a " Jamesbury ball valve (VIl),
a thermal egpansibn joint, a 4" ITT Barton turbine flow meter, the inlet
Iflang_'e_: as-é'..em.l')iy, the heated I:est -sé_c_t'ion, the ekit-fl-an_lge asa"e;mb-];y, and
another %“-Jameéﬁury béll vaivé (VTZ). The_ﬁy?pass,;fitted'with a globe
valve'(GVZ)-and an orifice flow-meter; runs ﬁafallel tq'the_test seétion.
fhé exit end of'the t§st sectibp assembly:ﬁefgéS'wiLh the by-péss and the
entire freon flows to ‘the condenser. An American. Standard four pasé heat
exchanger no.l8061with 126.sq. ft of surface afea haé.been'used as the
condenser, F;edn'enters the shell side whereas thé cooling.ﬁater passes
through the tu§e side. In additiqn to the condensér; a subcooler of smaller
capacity.(American Standard BCF 605'Heat Exchaﬁger) haé been installed to
' facilifatg operation at high inlet subcooling condition at the test section.

| The s?stém pressure and the.flow can be adjusted to the desired
ﬁalueszby regulating_the-valves Gvl, GV3, and BVlt(or, BV3). The test
section flow.ﬁndyor by-ﬁass flow ratio can be-cqntrdlled.by the globe vélve
.GV2. Although the inlet and exit valves, f.e., VIL and VI2, could be used
to_édjuétlthe:test_sectibn flow, it is;not.reeémmepded.duripg_ggg set of
éxpgriment.  Ihis.is because of ghe:fact th#t a chgnge in va;ve positions
imﬁliés loss.qf.geometrical:similarity of the test se¢tion.

The heaﬁedlportion ofjthé test section is 9 ft lﬁng. It is a cire-
glar tube'ﬁadg.of_304 stainless steel with ou;si&e digmete: of 0.5" and
inside &iamefer-of 0.402". Two equivalent 304 étaipless steei flaﬁgés are
welded ét :ﬁéftwﬁ ends of the tube. These flanges are cqﬁnected to d.c.
power.supp;ied frbm;a_rectifigr where regulé? a.c._powgr is Qransfpfmed

to low'vpltage-and_then réctified to low ripple direct current. The power




supply is operated from a control panel, and is characterized by fine
regulation and fast response which enable the system to reach its steady
state condition rather quickly.

A degassing tank equipped with an immersion heater has been mounted
at the top of the loop for several reasons. First, to provide sufficient
net positive suction head (NPSH) for the pump; second, to accommodate vol-
ume expausion during heating; and third, to facilitate degassing of the
test fluid after the initial charge.

The loop is provided with sufficient ingtrumentation to record
pressure and temperature at various sections and/or locations of the loop.
This shall be described in a later section.

The most serious problem encountered during the initial operation
of the loop was the vibration transmitted from the pump-motor set. Sev-
eral reasons were cited: for example, the compactness of the leop which
corresponds to rather short distance between the test section and the
pump-motor set, high center of mass of the pump-motor set, and relatively
light construction of the supporting structure of the loop. In order to
eliminate the vibration, the pump-motor set was first isolated from the
floor by vibration isolators, and from the piping by two ''Garflex" con-
nectors. The fluid noises and the pressure fluctuations were effectively
absorbed by a 2% gallon "Greer'" accumulator with Buna-N bladder charged
to 50 psig wi;h nitrogen. In addition, several pipe anchors with absorb-
ing rubber pads were installed and the supporting structure was reinforced.

The operating range of the loop can be summarized as:



Pressure

Total flow rate

Test section flow rate
Inlet subcooling

Test section power

Input heat flux

up to 240 psia
0-100 gpm

0-5 gpm
0-250°F

0-100 kw

0-730 watts/in2

10

IT-2. Details of the Test Section Assembly

As stated earlier, the test section assembly consists of an inlet
valve (VT1), a flexible or thermal expansion joint, a turbine flow meter,
an inlet flange assembly, the heated test section, an exit flange assembly,
and an exit valve (VT2). The height of the entire assembly is 12 feet and
it is shown in Figure 2.

Inlet and exit throttlings are given by the %" Jamesbury ball valves
VTl and VT2. The thermal expansion joint with a stainless steel internal
bellow can absorb 14" of compression and %" of extension. During the
initial operation of the loop the heated test section buckled even though
the expansion joint was im line. The problem was solved by pulling the
inlet flange assembly down by two tension spriugs each loaded to 70 1bf.

The turbine flow meter measures the flow rate through the test
section. A turbine flow meter was chosen because of its gquick response
to a slight variation in flow,

Each of the inlet and exit flange assemblies has a gland for
immersion thermocouple and a pressure tap. The pressure tap can be used
either for the measurement of system pressure or for differential pressure

measurement with other taps. These flange assemblies are holding the
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heated test section in between them. The test section is a 9 feet long
circular tube made of stainless steel with 0.5" 0. D. and 0.402" L. D.

Two stainless steel flanges are welded at the two ends of the tube and
these are connected té d.c. power. The tube itself works as the electrical

resistor (0.49 x 10"2

Q/ft) and because of constant wall thickness (0.049'")
the axial heat flux distribution is essentially uniform. Maximum power
input is 100 kw (67 V and 1500 amps), which corresponds to a maximum heat
flux of 730 watts/inz.

There are eight pressure taps (PTl through PT8), each 12" apart,
on the test section. First, 2" long stainless steel tubes of %" 0. D.
and 3/32" I. D. were welded to the test section. The actual taps were
made with 1/16" diameter drill piercing through the test section wall
along the center line of %" O, D. tubes. Each of the pressure taps is
connected to a pressure transducer or a pressure gauge with %" 0, D, nylon
tubes rated to 600 psig,

Copper-Constantan thermocouples have been used for temperature mea-

surement, Locations of most of the thermoccuples are shown in Figure 2

and will be discussed in more detail in the following section,

LI-3. Loop Instrumentation

The loop is equipped with a sufficient number of measuring instru-
ments to study steady state as well as non-steady behavior of two-phase
flow system. Simple instruments have been used to measure the flow rate,
pressure, temperature, and power input to the test section. Arrangements
have been made so that the flow rate through the test section and the pres-

sure drop across the test section can be recorded simultaneously. Under
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the transient or the oscillatory flow conditions this arrangement provides
data on amplitude and frequency of oscillations as well as on the phase
angle shift between the flow rate and the pressure drop. Such data are
important for studies of dynamic behavior of two-phase flow system.

The details of the instruments used are given below.

Flow Measurement

Flow through the test section is measured with an ITT Barton %"
stainless steel turbine meter (series 7284) of 10423.9 pulses/gallon.
The output signal from the meter is fed into an ITT Barton flow rate in-
dicator {(series B8l). The indicator was calibrated first with internal
120 Hz calibration frequency. Linearity of the indicator was then checked
with a frequency generator and the full scale flows for each of the three
ranges of the indicator were established. For continuous trace of the
test section flow, the output signal is fed into a Hewlett Packard 2 chan-
nel 7100 BM strip chart recorder. The signal could also be fed into an
oscilloscope. The accuracy of the flow measurement is * 1% of the full
scale flow,

The by-pass flow is measured from the pressure drop across a 1.6"
I. D. orifice plate installed in the by-pass line. The pressure drop for
this purpose is measured in a Meriam U-tube mercury manometer.

Pressure Measurement

Standard Bourdon tube gauges of range 0-300 psig and 0-200 psig
have been used for pressure measurement at the pump discharge and pump
suction respectively. A test gauge (Acco Helicoid) of range 0-300 psig

with an accuracy of * of 1% has been installed to measure the pressure
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at the entrance of the heated test section. This pressure is considered
to be the system pressure.

Pressure drops across the inlet (between PTi and PTO) and the exit
(between PT9 and PTe) section of the test section assembly are measured
with two ITT Barton differential pressure indicators (model 227), each
having a differential pressure range of 0-25 psi. The indicator housing
is made of forged brass and can withstand a pressure of 500 psig. A 3/4"
0. D. beryllium copper bellow is used as the sensing device.

A Statham differential strain-gauge type pressure transducer (model
PM 399 TC * 50-350) has been used for pressure drop measurement across the
reference pressure tap (PTO) and any other pressure tap on the heated test
section. The transducer has a differential pressure range of * 50 psi and
a calibration factor of 0.5515 millivolt/psi. The output is fed into the
same Hewlett Packard strip chart recorder where the pressure drop across
the desired taps can be recorded simultaneously with the test section flow
rate. A schematic of the entire arrangement is shown in Figure 3,

Temperature Measurement

Two copper-constantan immersion thermocouples (T4 and T5) with
1/16" O, D. stainless steel sheaths are inserted through the glands pro-
vided at the inlet and exit flange assemblies. These thermocouples are
used to measure fluid temperature at the inlet and the exit of the heated
test section. These two thermocouples have been specially calibrated
using a constant temperature bath. The accuracy of temperature measure-
ment with the above thermocouples is % 1°F.

As shown in Figure 2, a number of copper-constantan thermocouples

have been mounted on the outside wall of the test section. A special
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binding mixture (Sauereisen Insa-Lute adhesive cement) has been used to
hold the thermocouple beads at proper positions and care has been taken

to ensure no electrical contact between a bead and the electrically heated
test section. By knowing the outside wall temperature and the heat gen-
eration in the tube wall due to resistive heating, it is possible to cal-
culate the inside wall temperature, and thence the twe phase heat transfer
coefficient,

Two thermocouples (T25 and T26) have been mounted near the exit of
the test section to check the dry-out condition. Output from these thermo-
couples are fed into two millivoltmeters, each of range 0-25 mV, mounted
on the instrument panel. Input power is lowered if any of these meters
reads more than 20 mV, i.e., if the wall temperature exceeds ?SOOF.

Several other thermocouples are used to check/measure temperature
at various locations of the loop like, at the pump discharge (T3), at the
degassing tank (T6), at cooling water inlet and outlet (T9 and T10), at
the power cable jacket outlet (T1l2), etc. All thermocouple outputs (except
for those of T25 and T26) are fed into a calibrated 24-channel Honeywell
recorder,

Power Measurement

Power input to the test section is measured with a voltmeter of
range 0-100 V, and an ammeter of range 0-1500 amps. A digital voltmeter
is also installed on the instrument panel for a better reading of the
voltage across the test section. From a number of steady-state single-
phase heat balances, the accuracy of power measurement has been found to

be 1 4% of the measured power,.
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I1-4, Procedure of the Experiment

The purpose of the present experimental program is to obtain data
on the onset of thermally induced flow oscillations., These data are ac-
quired in such a way that the experimental results can be compared directly
with the theoretical predictions of [2] and the new analysis presented in
the second part of the thesis. The procedure qf the experiment is:

1, Select a system pressure,

2. Set the inlet and exit throttling valves (VIl and VI2Z) at some
particular positions. This automatically specifies a particular system
geometry and must not be disturbed during one set of experiments. The
values of inlet and exit orifice coefficients (ki and ke) are determined
from steady state adiabatiﬁ experiments which shall be discussed later.

3. Select an inlet flow velocity through the test section, i.e.,
a flow Reynolds number. This should also be kept constant during one set
of data.

4. Establish an inlet temperature (i.e., inlet subcooling) by
adjusting the preheating system.

5. Start increasing power input to the test section in small steps.
Sufficient time should be allowed in between two successive steps s0 that
the true nature (steady state or oscillatory) of the system can be under-
stood, Power is increased until sustained oscillation is observed in the
recorder.

At the advent of two phase mixture in the test section, the inlet
flow might change due to different pressure drop characteristics, In

that case, a slight adjustment of the by-pass valve (GV2) becomes necessary
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to maintain the chosen inlet flow through the test section. Because of
high by~pass to test section flow ratic (15 to 20) this adjustment does
not affect the condition (simulation)of parallel channel instability with
constant pressure drop across the channels, The power input corresponding
to the inception (onset) of flow oscillation is determined from the trace
of the test section flow, and the procedure for this shall be discussed
shortly., Heat loss to the surroundings shall alsc be taken into account.

By repeating steps 4 and 5, one can determine the relatiouship be-
tween inlet subceooling and power required to initiate oscillation for a
particular system pressure, a particular system geometry (ki and ke) and
a particular Reynolds number. This constitutes one set of instabilicy
data. Several such sets are required to study the effect of system pres-
sure, flow Reynolds number, inlet and exit restriction on the stabilitcy
of the system,

Determination of Inlet and Exit Orifice Coefficients

In the theoretical analysis, all the equipment at the upstream of
the heated test section, i.e., the preheating system, inlet valve VTI1,
expansion join;, etc., is lumped together and considered as an inlet ori-
fice, Similarly, the equipment at the downstream, i.e., the valve VT2 and
the short pipiug merging the by-pass, is considered as an exit orifice,

Due to the presence 0of complicated components like the immersion heater,
flexible joint, turbine flow meter, etc., it is almost impossible to deter-
mine theoretically the values of inlet and exit orifice coefficients,
Therefore, these are evaluated experimentally. The valves VIl and VT2

are set at a particular position; the flow and the pressure drop exclud-

ing gravity are measured without heat addition to the test section. The
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values of ki and ke are then determined from the [ollowing relations:

p vt (2.1)

ap, = k; v

it i

2
4P, :ke [-}vf

Determination ¢f the Onset of Oscillation

A typical trace of the test section flow is shown in Figure 4, It
can be seen that as power is increased the average fluctuation of the flow
is also increased, In fact, it is almost impossible to pin-point the on-
set of flow oscillation just by looking at the flow indicator or the trace.
The problem is solved by plotting the average amplitude of the flow fluc-
tuation against the power supplied to the test section and then determine
the point of inception of the oscillation as shown in Figure 5, The fre-
quency of oscillation is also found from the flow trace.

In order to determine the net power to the fluid, it is now neces-
sary to account for the heat loss from the test section to the surroundings,

Determination of Heat Loss

As shown in Figure 2, there are several thermocouples mounted on
the outside surface of the test section. Temperatures of those points are
continually recorded on a Honeywell recorder. From this the average out-

side surface temperature of the test section, TW av’ can be determined.
]

The room temperature, T is also noted during the experiment., The

amb?

boiling loop is housed in a large room, and only mechanisms of heat loss

are natural convection and radiation. Dr, M. Ishii prepaved a graph
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showing the combined (free convection plus radiation) heat transfer
coefficient, ht’ from the test section to the surrounding air. The graph
is reproduced in Figure 6, and the heat lossg, th, corresponding to the

point of inception of flow oscillation is calculated from the following:

Q, = Ash (Tou- T

W av amb

) (2.2)

where AS is the outside surface area of the test section.

The amount of heat loss is subtracted from the measured power input
to determine the actual power input at the onset of oscillation. In the
following section the experimental data obtained during the present in-

vestigation shall be presented.

II-5. Experjmental Results

Seven sets of experiments have been conducted to see the effects of
various parameters. The results are presented in Tables 1 through 7.
Sets I through III are at three different pressures, and sets IV through
VI are at three different Reynolds numbers. Sets I and IV show the effect
of inlet restriction, whereas sets I and VII show the effect of exit re-
striction, Properties of Freon-113} are taken from [5,6,7]). Discussion
of these experimental results and comparison with theoretical predictions
shall be deferred until Chapter VI, But, a few comments and observations
seem to be appropriate in the present context.

Only one mode of oscillations could be detected from the present
inlet flow traces. The time period of oscillation was found to be in the

order of transit time through the test section. Attempts were made to
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Table 1, Results for Set No. I

Run No. Inlet Temp. Inlet Subcooling Measured Power Heat Loss Net Power  Frequency of
T, 81 b agszgilzziss of Btu/sec Qw fOzciii?tion
(°F) Btu/1lbm Btu/sec Btu/sec ¥ sec

OT 5 281 4.9 7.018 0.177 6.841 0.833

OT 4 279 5.6 6.165 0.135 6.030 0.708

OT 3 272.5 1.2 5.880 0.137 5.743 0.590

OT 2 269.5 8.2 4,268 0.135 4,133 0.440

Oor 1 261 10.3 4,505 0.137 4.368 0.415

0T 9 247 13.7 5.405 ¢.135 5.2710 0.361

0T 8 235 16.5 6.022 0,137 5.885 0.354

OT 7 228.5 18.3 6.733 0.138 6.595 0,340

0T 6 219 20.3 7.587 0.150 7.437 0.334

0T 10 2086 23.3 8.630 0,168 8.462 0.333

Note: System Pressure: 175 psia; Inlet Veloeicy: 3.21 ft/sec; Reynolds Number: 5.94 X 104;

Inlet Value 100% open: ki = 2.85; and Exit Value 100% open: ke = 2.03.




Table 2. Results for Set No. II

Run No. Inlet Temp. Inlet Subcooling Measured Power Heat Loss Net Power  Frequency of

T, Al at the onset of Btu/sec Q Oscillation
* sub Oscillation W £ cycle/sec
(OF) Btu/lbm Btu/sec y
Btu/sec

0T 55 285 7.8 4.220 0.142 4,078 0.448

0T 54 281 8.9 4 .457 0,142 4,315 0.433

0T 53 275.5 10.3 4.742 0.143 4.599 0.434

0T 52 270 11.7 5.122 0.143 4,979 ¢.405

oT 51 263 13.4 5.405 0.148 5.257 0.386

0T 59 242.5 18.6 7.113 0.157 6.956 0.339

0T 58 234 20.6 7.967 0.173 7.794 0.369

QT 57 225 22.7 8.677 0.203 8.474 0.350

0T 56 218 24.3 9.057 0.173 8.884 0.334

OT 60 203 27.7 10.052 0.222 9.830 0.324

Note: System Pressure: 200 psia; Inlet Velocity: 3.07 ft/sec; Reynolds Number:; 5.9 % 104;

Inlet Valve 1007 open: ki = 2.85; and Exrit Valve 100% open: ke = 2.03,

YA



Table 3. Results for Set No, III

Run No, Inlet Temp. Inlet Subcooling Measured Power Heat Loss Net Power  Frequency of

T, Al at the onset of Btu/sec Q Oscillation
. sub Oscillation W f cycle/sec
(°F) Btu/lbm Btu/sec y
Btu/sec

oT 73 273 3.1 7.113 0.140 6.973 ¢.912

oT 72 269 4.2 6.448 0.132 6.316 0.770

oT 71 263 5.7 5.832 0.133 5.699 0.610

OT 77 253 8.1 4,600 0,125 4,475 0.456

OT 76 245 10.1 4,837 0,127 4.710 0.418

0T 75 236 12.2 3.548 0.128 5.420 0.396

OT 74 227.5 14.3 6.212 0.128 6.084 0.381

OT 80 224 15.2 6,307 ¢,130 6.177 G.359

0T 79 215 17.2 6.828 0.133 6.695 0.352

OT 78 209 18.7 7.350 0.133 7.217 0.344

Note: System Pressure: 150 psia; Inlet Velocity: 3.34 ft/sec; Reynolds Number: 5.9 x 104;

Inlet Valve 100% open: ki = 2.85; and Exit Valve 100% open: ke = 2,03,

9¢



Table 4. Results for Set No, IV

Run No, Inlet Temp. Inlet Subcoecling Measured Power Heat Loss Net Power Frequency of
T. At at the onset of Btu/sec Q Oscillation
ok sub Oscillation W f cycle/sec
() Btu/lbm Btu/sec

Btu/sec

0T 15 278 5.9 7.967 0.187 7.780 0.788

OT 14 274.5 6.7 6.923 0.180 6.743 0.758

Ootr 13 268 8.4 6.497 0.140 6.357 0.638

OT 12 262 9.8 5.975 0.140 5.835 0.475

0T 11 260 10.5 6.448 - 0.143 6.305 0.479

0T 19 250 12.8 6.022 0.135 5.887 0.410

OoT 18 242 14.9 6.497 0.142 6.355 0.401

0T 17 233 17.0 6.970 0.142 6.828 0.378

0T 16 225 18.8 7.302 0.142 7.160 0.366

0T 20 212 22.0 8.488 0.165 8.323 0.342

Note: System Pressure: 175 psia; Inlet Velocity 3.21 ft/sec; Reynolds Number: 5.9 3¢ 104;

Inlet Valve 60% open: ki = 6.53; and Exit Valve 100% open: ke = 2,03,

Le



Table 5. Results for Set No. V

Ruﬁ No. Inlet Temp; -Inlet Subcooling  Mbasufed Power -'Heat.LOSS Net Power Fréquency of
- T, - R % & at the onset of - Btu/sec qQ " Oscillation
ol o - sub Oscillation .. = = W f cycle/sec
CF) | | Btu/1bm Bu/sec Btu/seg Sathe
oT 25 280.5 5.3 . 3,603 0,138 - 3,465 0.540
or24. - 277.5 - 62 3793 0.138 3,655 0,532
oT 23 270 . 7.9 : 3.983 0,138 3.845 . 0.492
0T 22 262 ' 10.0 4.410 0.147 4.263 0,467
or 21 254.5 ' 11.8 4.647 - 0.147 4.500 . 0.397
oT 29 253.5 | 12.2 4.742 0,143 4.599 0.383
OT 28 241 15,2 5.405 : 0.143 5.262 0,359
ot 27 230 17.8 | 5.927 ' 0.143 5,784 0.328
OT 26 221 19.7 ' 6.497 o 0.155 6.342 0.348

oT 30 209 227 7.587 0.152 7.435 0.330

the: System Pressure: 175 psia; Inlet Velocity: 2.37 ft/sec; Reynolds Number: 4,34 x'104;
Inlet Valve 607% open: ki = 6.55; and Exit Valve 1007 open: ke = 2,03, :

8¢




Table 6. Results for Set No. VI

Run No. Inlet Temp. Inlet Subcooling Measured Power Heat Loss Net Power Frequency of
Ti Aisub at the onset of Btu/sec QW Oscillation
o) Bru/ it Oscillacion ptufscc  § Cvelelec

OT 34 276.5 6.2 11.760 0.263 11,497 0.868

0T 33 272.5 7.2 | 9.483 0.228 9,255 0.720

QT 32 269 8.2 9.008 0.195 8.813 0.650

oT 31 264 9.5 10,195 0.192 10.003 0.652

OT 38 247.5 13.5 11.143 0.197 10.946 0.556

OT 37 238 15.8 11,855 0.193 11.662 0.527

OT 36 230.5 17.6 12.945 0.223 12,722 0.516

OT 35 227.5 18.3 13,182 0,222 12.960 0.447

OT 40 215 21.2 14,082 0.225 13.857 0.423

CT 39 210 22.4 14,605 0.230 14,375 0.412

Note: System Pressure: 175 psia; Inlet Velocity: 4.88 ft/sec; Reynolds Number: 8.94 x 104;

Inlet Valve 60% open: ki = 6,55; and Exit Valve 100% open; ke = 2.03.

6¢



Table 7. Results for Set No. VII

Run No, Inlet Temp. Inlet Subcooling Measured Power Heat Loss Net Power Frequency of
T, Al at the onset of Btu/sec Q Oscillation
(o;) Btu/igz Oscillation Btu?sec f cycle/sec

Btu/sec

0T 45 284.5 4,0 5.595 0,140 5.455 0,646

OT 44 280 5.4 4,457 0.135 4.322 0.534

OT 43 273 7.1 3.935 0.137 3.798 0.436

OT 42 268.5 8.3 4,125 0.135 3.990 0.418

0T 41 262.5 9.9 4,315 0.130 4.185 0.378

OT 49 245.5 14.1 5,500 0.137 5.363 0.320

OT 48 238 15.9 6.183 0.140 6.043 0.314

0T 47 228 18.3 6,970 0.145 6.825 0.292

OT 46 221 19,7 7.350 0.143 7.207 0.288

Note: System Pressure: 175 psia; Inlet Velocity: 3.21 ft/sec;

Inlet Valve 100% open: k, = 2.85; and Exit Valve 55% open:

10.66,

£/,
Reynolds Number: 5.94 x 104;

0t
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increase the input power beyond the first mode of oscillation; but vigorous
oscillations endangered the entire system and thus put a limit on the input
power. Therefore, no higher order oscillations, as reported in [8], could
be detected during the present program. However, the time period of os-
cillation clearly indicates that the instabilities are caused by the time
delays and, therefore, can be referred to as density wave oscillations,

A few gimultaneous traces of inlet flow and system (test section
assembly) pressure drop have been presented in Figures 7 through 10, It
can be seen that there is a time lag between the system pressure drop
(cause) and the inlet flow (effect). The phase shift is between 90°-~180°
in Figures 7 and 8, but between 270°-360°  in Figure 9., Inlet subcooling,
however, does not have any appreciable effect on the phase shift, as seen
from Figures 9 and 10,

During the flow oscillation the wall temperature was also observed
through the two milliveltmeters mounted on the instrument panel. WNo ap-
preciable fluctuation could be seen in any of these two meters, Therefore,
flow oscillations do not necessarily cause a wall temperature oscillation
or excursion.

The uncertainty and the repeatability of the experimental data have

been discussed in Appendix D and E respectively,
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CHAPTER III

STATE OF THE ART

111-1. Tvypes of Instabilities

Thermally induced two-phase flow instabilities can be divided into
two main categories: excursive and oscillatory.

Excursive.instability, commonly known as Ledinegg instability, is
characterized by a2 sudden non-repetitive change in the flow rate from one
steady state condition to another. This type of instability can occur if
the slope of the system pressure drop versus flow rate curve (demand curve}
is algebraically smaller than that of the pump pressure drop versus flow
rate curve (supply curve).

The oscillatory types of instabilities are rather complicated dy-
namic phenomena which can be subdivided into the following:

a) Instability due to sudden change of flow regime: Jeglic and
Grace [ 9] observed that the flow oscillations were accompanied by quick
transition from bubbly flow to annular flow regime. Moreover, the inter-
face between these two regimes had been oscillating up and down the test
section with the same frequency as the flow oscillation.

Bb) Aéoustic instability: This type of instability is chavacter-
ized by the high frequency (10-100 cycles/sec) of oscillation, The time
period of oscilla;ion is of the same order of magnitude as the time re-

quired for a pressure wave to travel through the system,
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¢) Density wave instability: This is characterized by the low
frequency {~ 1 cycle/sec) of oscillation, The time period is of the same
order of magnitude as the time required for a kinematic {(continuity) wave
to travel through the system, As mentioned before, this is the type of
instability that is encountered in practical system most frequently [1],

and is the topic for the present thesis.

1I1I-2. Previous Work on Low Frequency Oscillations

In general two approaches have been followed in the stability anal-
ysis of two-phase flow systems, The first is based on phenomenological
models which are obtained from the assumed similarity with a simple lumped
parameter mechanical system or an electric circuit having excitations.

The second approach is to formulate the problem from the conservation laws
for the mixture,

Because of its simplicity, many of the earlier studles belong to
the first group. However, since the models are not based on conservation
laws, one must supply several experimental coefficients or correlation
functions into these foyrmulations. Therefore, the applicability of their
results is severely restricted.

Two models, a homeogeneous flow model and a slip flow model, have
been considered in the studies based on comservation equations. In homo-
geneocus flow model the relative velocity between the phases is neglected,
whereas in the slip flow model this important characteristic of two phase
flow systems is taken into account.

Besides this classification into homogeneous and slip flow model,
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generally two disﬁinct methods have been used to obtain a solution of the
instability problem, In the first, the system of partial differential
equations is linearized by assuming small disturbance around a steady
state. The response of the system to various perturbations, as well as
the stability criterion, are then obtained by using standard techniques
of control theory, The second method is based on a numerical solution
whereby the set of non-linear partial differential equations is solved by
numerical technique,

Teletov and Serov [10] were apparently the first to formulate the
dynamic problem of two-phase flow system., They realized that for low fre-
quency oscillation, mixture density was a function of mixture enthalpy
only, and not of both enthalpy and pressure. Therefore, they were able
to decouple the momentum equation from the continuity and energy equation.
About ten years later, Serov, et al. [11,12] integrated the momentum equa-
tion and obtained the characteristic equation for a distributed parameter
system. They took into account the variation of inlet flow and heat trans-
fer coefficient, but neglected the displacement of boiling boundary. The
resulting characteristic equation was a fifth order pelynomial with two
time delays, This was solved for the stability boundary in a simplified
form by the D-partition method.

Wallis and Heasley [13) used a model similar to that of Serov,
Using Lagrangian co-ordinates, they integrated the continuity and energy
equation with a disturbed inlet flow. The characteristic equation, how-
ever, was obtained from the momentum balance for a lumped parameter system,

and the Nyquist criterion wae used to discuss the stability of the system,
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Finally, Bouré [14,15] integrated the continuity, energy and the
momentum equation to obtaln a characteristic equation for a distributed
parameter system, The coefficients of the polynomial differ from those
of Serov, et al. {11,127 because the analysis of Bourd took into account
the variation of inlet flow and the displacement of the boiling boundary
(which was neglected by Serov), but omitted the wall heat capacity (which
was considered by Serov), The important point, however, is that all the
analyses discussed above are limited to homogenecus flow with thermodynamic
equilibrium between the phases.

Unfortunately, in most of the two-phase flow systems the effect of
relative velocity between the phases and the effect of thermodynamic non-
equilibrium cannot be neglected a priori. 1In slip flow models the effect
of relative velocity is taken into consideration, But as pointed out in
[16], the traditiomal slip flow models are not formulated with respect to
the center of mass of the mixture, and, therefore, those cannot be used
to analyze and predict correctly dynamic phenomena in a system where the
relative velocity between the phases is important. Also, the authors
[17,18] who used the traditional slip model, had to use three different
expressions for the mixture density as well as two different expressions
for the enthalpy of the mixture. Apart from this basic shortcoming of
traditional slip model formulation, almost all slip models have been
solved directly by computers. This approach, besides being expensive for
parametric studies, does not provide an insight into the physical aspects
of the problem,

Zuber [16] was the first to formulate the problem in terms of the

center of mass, taking into consideration the effects of relative velocity
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between the two phases and the effects of thermodynamic non-equilibrium
condition. The formulation consists of four field equations (the contin-
uity, momentum and energy equation for the mixture and the continuity
equation for the vapor phase expressed in terms of kinematic wave) and
seven constitutive equations, By using small perturbation on the variables,

the set of equations for a system in thermal equilibrium and with constant

heat flux has been integrated analytically resulting in a characterigtic
equation for a distributed system,

Following the formulation of Zuber [16], Ishii [2,19] obtained the
important similarity groups, namely subcooling number, phase change number,
drift nomber, etc., which govern the kinematics and dynamics of the system,
The formulation of Ishii was general enough te incorporate the effects of
non-uniform heat flux and thermal non-equilibrium condition; but, the
characteristic equation obtained was limited to the case of uniform heat
flux and thermal equilibrium condition between the phases. The major con-
tribution of the study was, however, to obtain the system stability bound-
ary in the subcooling number versus phase change aumber plane, Ishii also
obtained a simple stability criterion for high subcooling number [2]. The
impertance of relative velocity between the phases and various two-phase
friétion factor models has also been studied, ﬁut, as mentioned earlier,
no attempt has been made to include the effect of thermal non-equilibrium

between the phases in the stability analysis.
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CHAPTER IV

EFFECT OF THERMAL NON-EQUILIBRIUM ON VAPOR VOID FRACTION

Iv-1, Description 0f a Boiling Channel

For the formulation of the present preblem, it is important to
understand the physical aspects of thermodynamic non-equilibrium in a
two phase flow system.

A typical boiling channel subjected to an uniform heat flux distri-
bution is shown in Figure 11. Liquid enters the channel at a temperature
below the corresponding saturation temperature. As a result of heat addi-
tion, the bulk temperature of the liquid as well as the temperature of the
wall increases along the direction of the flow. It is well known that even
for heterogeneous nucleation of bubbles, a certain amount of liquid super-
heating is needed around the bubble, Therefore, as soon as the inside wall
temperature exceeds the corresponding saturation temperature by the re-
quired amourit, bubbles start to nucleate at the wall even though the liquid
bulk temperature can be well below the saturation temperature. This cor-
responds to the point A in Figure 11, The wall temperature beyond that
point remains almost constant.

Because of uniform heat flux distribution the liquid bulk tempera-
ture starts to increase linearly. This would increase linearly up to the
saturation value.if all the heat added to the system would go to raise
the temperature of the liquid only. After that, the liquid bulk tempera-

ture would remain constant at the saturation value, and all the heat added
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would go to genérate vapor. This is the thermal equilibrium model and is
shown by the dotted lines in Figure 11, It should be noticed that accord-
ing to the equilibrium model vapor generation starts from point C.

In reality, however, bubble generation starts upstream, i.e.,, at
point A. At this point the liquid bulk temperature is very much below
the saturation temperature, i.e., the subcooling is rather high. However,
the wall temperature is above saturation so that a thin superheated liquid
film exists next to the wall. It is in this thin layer that the bubbles
nucleate, grow, and eventuwally collapse after they penetrate into the sub-
cooled liquid region. Therefore, the vapor void fraction cannot increase
significantly. However, as the subcooling decreases along the direction
of the flow, the bubbles grow, leave the surface and move to the core of
the flow. This phenomenon gives rise to an increase in vapor void frac-
tion. From Figure 11 it can be seen that the void fraction profile in-~
creases rapidly from a peint B, which is somewhere in between the points
A and C. The liquid bulk temperature, however, is lower than what is pre-
dicted by the equilibrium model because a part of the heat added to the
system generates vapor right from the point A. Eventually, at a consider-
able distance from point €, the liquid bulk temperature as well as the
void fraction profile approach the equilibrium model. It should be noticed
that at point C, where the equilibrium model predicts a zero value for void
fraction, the actual veoid fraction, due to the effect of thermal non-
equilibrium, can be as high as 30 to 40 percent. Therefore, the actual
mixture density at point C can be 30 to 40 percent lower than the value
predicted by the equilibrium model. Moreover, the length of the two-phase

mixture region is, in fact, longer than that predicted by the equilibrium
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model.

For a correct analysis of the problem of flow instability including
the effect of thermal non-equilibrium, it is important that correct mix-
ture density is ugsed. Several experimental investigations [20,21,22] have
confirmed the existence of two regions as shown in Figure 11. In region 1,
i.e.,.the region between points A and B, the void fraction is on the order
of one to two percent. Therefore, the mixture density in this region is
almost same as the liquid density, which is the value predicted by the
equilibrium model. But, beyond point B, i.e., in region 2, the void frac-
tion increases rapidly, and the liquid density can no longer be accepted
as the mixture density. Therefore, for all intents and purposes the point
B can be considered as the boundary between the liquid phase region and
the two-phase mixture region. This point is called the "Point of Net
Vapor Generation", Now, the task is to locate this peint of net vapor
generation in terms of system parameters and then predict the true void

fraction profile.

IV-2. Previous Work on Point of Net Vapor Generation

Several attempts have been made in the past to predict the location
of paint B, i.e., the point of net vapor generation. Those shall be dis-
cussed briefly in the following subsections.

Bowring's Model [21]

Bowring was first to suggest that the initiation of significant
vapor formation corresponds to the point of initial bubble detachment from
the wall, He developed an empirical relation, based on the then existing

steam-water void fraction data, which was expressed in the form:



46

_ GRS
ATA = Tsu: - T.x = o (4-1)
1A

where, the local subcoeling at the point of net vapor generation, ﬂTk

. ] * N .
in C, the heat flux, qs, was in watts/cmz, system pressure, P, was in

, was

atmosphere, and liquid inlet velocity,\sfi, was in cm/sec.

Since this correlation is not dimensionless and is based on a few
experimental data, it is of limited usefulness. However, the idea of
bubble detachment formed the basis of two later models, namely those of
Levy (23] and Staub [24]. 1In these models it is postulated that no bubble
is detached from the surface in the region 1, shown in Figure 11, and the
initial point of bubble detachment 1is the point of net vapor generation,

Levy's Model [23]

Levy assumed a bubble of arbitrary shape attached to the heated
surface. The point of bubble detachment was established from two consid-
erations. First, a balance of all the forces acting on the bubble, i.e.,
surface tension force, buoyant force, and drag force, was used to deter-

mine the distance, Y_,, of the top of the bubble from the wall. Then,

B’
Martinelli's universal temperature profile was assumed as the temperature
distribution from the wall to the top of the bubble. The liquid tempera-
ture at the top of the bubble was taken to be equal to the saturation
temperature and the expression for single phase turbulent heat transfer
coefficient was used to calculate the difference between the wall tempera-

ture and the liquid bulk temperature. The local subcooling at the point

of net vapor generation was finally given by
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AT, = (T-T,) = (T~ Teat) (4.2)
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and, the channel relative roughness parameter, e/Dh, was taken to be that
of drawn tubing, i.e., equal to 10-4. The constant 0.015 in equation {4.4)

was determined from the then existing steam-water data.
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This model, besides being very complicated to use, raises several
basic questions, First, there is no justification for using the expression
for the single-phase heat-transfer coefficient in a region where the value
of heat-transfer coefficient is much higher due to bubble agitation., This
is why this model predicts unrealistically high values for wall tempera-
ture, especially at low mass-flow rates [25]. Secondly, the use of Mar-
tinelli's temperature profile near the wall, i.e., in the bubble boundary
layer, is highly questionable, The model has met with reasomable success
for high mass~flux data mainly because the constant in Equation (4.4) was
determined from such data.

Staub's Model [24]

Staub assumed an essentially hemispherical departure geometry for
the bubble that still allowed for a variable contact angle at the heated
surface. A force balance, similar to that of Levy, was used to determine
the mean diameter of the departing bubbles. The liquid temperature at
the top of the bubble was taken to be equal to the saturation temperature,
and Martinelli's universal temperature profile was used as the temperature
distribution from the top of the departing bubble to the center line of

the channel. The local subcooling at the point of bubble detachment was

given by:
4u “
4T, = —F————= A (5-Y ) =5 in(1+5P — (4.8
’ ‘Pf%"fi\f&%{"f( W) (5 P) “e

lﬂt(\€1/BQ)

2.5[ - } FosY, &5
+ l-3o7yc"*' 4

5T = Yn { (1+5Pr.)
A S o7k Sl o -y

{continued)
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§

The bubble diameter, Dd’ is determined from:

% 6 Vi O, . D (6-6)
3290 §(8) 20 f(8)

(4.10)

The friction factor, ff, is determined by taking (DdIZDh) as the relative
roughness parameter, which calls for an iterative procedure., Besides, the
value of bubble contact angle function, £(B), is not available yet. Staub
suggested a value of 0.02-0.03 for £(B), based on steam~water data; but,
nothing can be said for other fluids. This model is more complicated than
that of Levy and its use in dynamic studies is impractical.

Ahmad's Model [25,26]

Ahmad postulated that, because of the growth and collapse cycle of
nucleating bubbles, the liquid-phase heat-transfer coefficient increases
significantly in region 1 (see Figure 11). He assumed that this heat-
transfer coefficient attains a maximum value of h1 at the point of bubble
detachment and tﬁen remains comstant. As the amount of net vapor forma-
tion at the point of bubble detachment is negligible, all the heat added
is s5till being utilized in raising the liquid bulk temperature., Therefore,

the subcooling at the point of net vapor generation was given by:
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L

?
AT, = h" (4.11)
1

where, hl was determined from the best fit of Costa's [27] and Maurer's

[28] experimental data, and was expressed in the form:

hy

Ve Al
2.44 (R (_P7) ( ) ——ﬂ (4.12)
f bes ‘15
The results predicted by this model, although good for high mass-
flow rates, are not satisfactory for low mass-flux data of Dix [22] and
Rouhani [29].

Dix's Model [22]

Dix correlated his own low flow rate data {only two different flow
rates) by the expression:

i

4 V2.
AT, = 0.00136 —i- (Re; ) (4.13)

where, hf is the single-phase heat-transfer coefficient.

This correlation and a few others, namely those of Costa [27] and
Rouhani [30,31] are restricted to the data from which they were derived.
Therefore, these are of limited usefulness and will not be discussed

further.

Iv-3. Present Model for the Point of Net Vapor Generation

From the previous section it is clear that at present there is no
general model or correlation which can predict accurately the point of net

vapor generation for all mass flow rates. Moreover, the experimental
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observations of Dix [22] indicate that the bubble detachment criterion
alone is not sufficient to represent the point of net vapor generation.
This is because he observed a flowing bubble layer near the wall in the
highly subcooled region, i.e.,, region 1 in Figure l1. The purpose of the
present section is, therefore, to re-examine this problem and come up with
a simple, easy-to-use general correlation.

It is apparent that the point of net vapor generation must satisfy

both the thermal as well as the hydrodynamic restraints. If the situation

is such that the bubbles are detached from the surface, but the local sub-
cooling is so high that the bubbles are immediately condensed as they
moved to the liquid core, then the void fraction profile cannot grow. In
that case, to initiate a rapid increase in void fraction the bubbles have
to flow further along the wall until the liquid subcooling is reduced sig-
nificantly so that the effect of vapor condensation 1s compensated by the
rate of evaporation close to the wall. This is in agreement with the ob-
servation of Dix [227. On the other haud, if the bubbles do not detach
from the surface even when the local subcooling is low, the void fraction
cannot increase significantly. However, as soon as the hydrodynamic con-
ditions will permit it, bubbles will start detaching from the wall. New
bubbles will be formed at the wall and the process will manifest itself
by the rapid increase in void fraction. This is the situation assumed
in the bubble detachment models,

From experimental data [32,33], it has been observed that for high
and moderate inlet subcooling, the initial point of net vapor generation
is almost independent of the inlet subcooling. Dix [22] also observed

that the bubble layer thickness at the point of initial bubble ejection
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was independent of ligquid inlet temperature. Therefore, it can be argued
that the point of net vapor generation is dependent only on the local
thermal and hydrodynamic conditions which determine the rates of vapor
condensation and evaporaticon at the wall. 1In order to make an estimate
of these twe rates we can assume that the rate of evaporation at the wall
will be proportional to heat flux whereas the rate of condensation will

be proportional to the local subcooling. Furthermore, at low mass-flow
rates the condensation will be governed by a diffusion process. Conse~
quently, for the thermally controlled region, i.e., at low mass-flow rates

we can expect that the local Nusselt number,

Y Dy

—_——e (4.14)
k—{- (Tsd— "'T\)

Nu =
will be the similarity parameter,

On the other hand, at high mass-flux rates, where the bubble de-
tachment models have met with reasonable success, the phenomenon may be
hydrodynamically.controlled. If we regard that attached bubbles may af-
fect the flow as surface roughness, then detaching bubbles should corres-
pond to a particular scale of roughness. Furthermore, if we assume that
Reynolds' analogy holds, then at high mass flow rates we could expect that

the local Stanton number,

“H
St = W
G ey (et = T,)

(4-~15)

will be the appropriate scaling group.

It can be noticed that according to the above expression, at
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high mass-flow rates the rate of condensation is governed by convection.
This is in contrast with the case of low mass-flow rates where the con-

densation is likely to be governed by diffusion as described by Equation
(4.14).

In order to determine whether or not (4.14) and (4.15) are the
appropriate scaling groups, it is desirable to eliminate the dependent
variable, i.e., the local subcooling,from one of these relations. This
can be achieved by introducing the Peclet number which is, by definition,
the ratio of the Nusselt number and the Stanton number. It is also the
ratio of the flow velocity to the diffusion velocity of heat normal to the
heated surface. This allows proper scaling of flow rate for various fluids
with different thermal diffusivities,

Therefore, it was decided to plot various existing data for the
point of net vapor generation on a St-Pe co-ordinate system, Data used
for this purpose are shown in Table 8. It should be noted that three dif-
ferent fluids (water, Freon-22, and Freon-1ll4) with wide range of system
pressure, mass flow rate, heat flux, and various channel geometries have
been considered. The result of the plot is shown in Figure 12.

Two distinct regions can be identified in Figure 12. Up to Peclet
number equal to 70,000 data fall on a straight line having the slope of
minus one which implies a constant value for the local Nusselt number.
Beyond the Peclet number of 70,000 data fall on a constant Stanton number.
The entire correlation for the point of net vapor generation can be ex-

pressed as:

Nu = ———= = 455 of Peg 70,000 (4.16)



Table 8. Data Used for the Present Correlation

Author Fluid Channel Geometry Pressure Mass Velocity Heat Flux Symbol in
[Ref] psia ¢ x 10-6 ﬁ; » 10-6 Figure 12
1bm/hr-fr? Bru/hr-£t
Dix [22] Freon=114 0.374"1.D. 45.8 and 0.075-0.153 ¢.002-0,017 ®
0,734"0.D. 123
Annular
Maurer [28]  Water 1" x 0.0876" 1200 and 0.299-0.904 0.097-0.606 x
Rectangular 1600
Rouhani [29] Water 0.473"1.D. 142-566 0.077-1.061 0.092-0,282 o
0.984"0,D.
Annular
Egen, et al. Water 1" % 0.103" 2000 0.640-0,850 0.150-0.400 B
[33] Rectangular
Martin [34) Water 1.97" % 0.11" 1153 and 0.553-1.624 0.127-0.539 A
Rectangular 2005
Staub, et al. Water 2.50" % 0.25" 17 and 0.253=-2.078 0.098~0.251 o
35) Rectangular 44,7
Staub, et al. Water 0.4"1.D. 600 and 0,572-2.039 0.251-0.376 Q
[35] Circular 1000
Staub, et al. Freon-22 0.4"1.D. 188~493 0.133-1.026 0.006-0.020 v
£35] Circular
Bartolemei,  Water 0.606"1.D, and 218-653 0.644 0.121-0,254 ®
et al. [36)] 0.945"1.D.
Circular
Evangelisti, Water 0.276"1.D., 14.7 0.450-1,045 0.139-0,281 v
et al, [37] 0.512"0.D.
Annular
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and,

%ll
W
G‘ﬁ& aT,

st = = 0, 0065 i Pe270,000 (4.17)
In the stability analysis, which is presented in the next chapter,

the above criteria shall be used to determine the boiling boundary between

the single-phase liquid region and the two-phase mixture region. For con-

venience of the analysis, Equations (4.16) and (4.17) are re-written as:

o 1

. N . : %N Dthf- .
= — = 4.1
al, PPN 0.0022 k{; of Re£70,000 (4.18)
and,
- L] . %a »
AL, = Leg-t, = 154 ———- i FPe2 70000 (4.19)

A Pf Vi

Recognizing that the equilibrium vapor quality at the point of net

vapor generation,xl, is given by

ﬁi_'f& (4.20)
i
r

one can also express the above correlation as;

X-A-"'-""

. "
oy %

and,
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-

E%

- L t§ Fe > 70,000 (4.22)

X, = —159
g e olrg Vhi

Interpretation of the Correlation

It can be recognized that for Peclet number less than 70,000 the
local subcooling, ATA’ at the point of net vapor generation is independent
of flow velocity. Therefore, this is the thermally controlled region. On
the other hand, for Peclet number greater than 70,000 the local Stanton
number is found to be a constant. From the analogy between heat and mo-
mentum transfer, this implies that the friction factor at the point of
net vapor generation is a constant. This behavior is very similar to that
of turbulent flow in sand=-roughened pipes [38]. Therefore, it appears
that the bubbles, attached to the wall act like roughness heights. The
attached bubbles will grow until a characteristic value of roughness pa-
rameter, kS/D, is reached at which point they detach from the surface.

For Prandtl number equal to one, this characteristic value of roughness
parameter, kS/D, is about 0.02 which corresponds to a Stanton number of
0.0065,

From the above criterion, the bubble will be detached from the
surface as soon as the local Stanton number becowes 0.0065. At low mass-
flow rates, i.e., Pe < 70,000, local Nusselt number still femains below
455, This means that the local subcooling is still high and the detached
bubbles are forced to stay near the heated wall. The bubbles flow down-
stream while remaining close to the wall, until the local Nusselt number
becomes 455. At this point the local subcooling is low enough to initiate

a rapid increase in void fraction. This was precisely what Dix observed
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in his experiments [22]. We denote this region (Pe < 70,000) as the

thermally controlled region. On the other hand, for high mass-flow rates,

i.e., Pe > 70,000, Stanton number reaches the value of 0.0065 at a point
where Nusselt anumber is already higher than 455. Therefore, as soon as

the bubbles are detached from the wall they can move to the liquid core
without being rapidly condensed. This results in a rapid increase in vapor
vold fraction at the point of bubble detachment. This also explains why
the previous bubble detachment models were reasonably successful at high
mass-flow rates. We denote this region (Pe > 70,000) as the hydrodynam-

ically controlled region,

IV-4. Prediction of True Vapor Void Fraction

The time-smoothed and area-averaged conservation equation for mass
of the vapor phase in a two~phase mixture in thermodynamic non-equilibrium
is given by [2,16,19]:

2 6> + 2 &Gu> = LI > (4.23)

(-]

where, < Pg > is the mass rate of vapor generation per unit volume of the
mixture. This is the source term similar to the rate of reaction term in
a chemically reacting binary gas mixture.

For steady state and coastant vapor phase density, the above equa~

tion takes the form:
x> =-—J e dz (4.24)
A d

where, A is the initial point of net vapor geuneration.
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Introducing the definition of vapor drift velocity, i.e.,

=\~ (4.25)

we obtain,

F
. <IL>
Xy > + <o<\/ﬁ>= J; ._.%_. de (4.26)

By introducing the definition of distribution parameter, C0 {39,401,

: (4.27)
LD
and, weighted mean vapor drift velocity, ng, i.e.,
- etV
V,: = 4 (4.28)

[ PV

we obtain the expression for true area averaged vapor void fraction:

KO = ——— (4.29)

The volumetric flux density, <j>, can be expressed in terms of the

total mass flux, G, and the vapor mass flux, Gg’ as follows:
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where,
G = {’{_Vﬁ = G‘d+ 4{- (4.31)
and,
=
Gﬁr- <o(f’3v?> =£\<f§> dz (4.32)

Therefore, Equation {(4.29) can be written as:

{otd) = 3 (4.33)
o["""’% .£<C§>d} - &a A

J‘ <G> dz (4.34)

Therefore, the true vapor void fraction, << @ >, can also be expressed in

terms of the true vapor quality, x, as:
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(4.35)

It is evident from Equations (4.33) and (4.34) that the ability to
predict the vapor void fraction, < « ~, and the true vapor quality, x,
depends on the ability to determine: a)} the rate of vapor generation per
unit volume, < Fg >, and b) the point of net vapor generation, A. In the
previous section a model has been developed for determining ); in the sec-

tion that follows we shall consider the problem of predicting < Tg =,

IV-5. Constitutive Relation for the Rate of Vapor Generation

The constitutive equations for chemical reactions are given in terms
of reaction rates., For a two-phase mixture the problem is more complicated,
because the constitutive equation will depend not only on the mode of heat
transfer, but also on the topology of the interface, i.e., the flow regime,.

The formal approach to determine the rate of vapor generation per
unit volume, <Ll"g >, in the bubbly flow regime hag been described in
140,41,42]. At a position z downstream of A, i.e., the point of net vapor
generation, there will be bubbles of varying sizes depending on the dis=-
tance from the point at which they nucleated. Let J(z') be the rate of
bubble nucleation per unit area at z', a location in between ) and z. Let
m(z, z') be the bubble growth law, i.e,, the mass of a bubble at z that
nucleated at z'. Therefore, for a duct of constant cross section, the

mass flow rate of vapor passing through the point z can be given by [40]:

| &
63(2) = -f: ‘(\'m(z,z') J(=2) dz’ (4.36)
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By differentiating the above expression one can obtain the mass rate of
vapor formation per unit volume, Pg (henceforth, the notation < > ig de-
leted for the sake of simplicity):

2
d 2 :
HORE L A e300 de (%-37)

Since both the bubble nucleation rate, J(z'), and the bubble growth
law, m(z, 2'), depend on liquid temperature, which varies with distance,
it is necessary to solve the energy equation simultaneously with Equation
(4.37) in order to be able to evaluate Fg' Neglecting the effects of
kinetic and potential energy, and assuming the steady state condition with
constant vapor phase enthalpy (equal to the corresponding saturation value),

the mixture energy equation can be written as [40,42];:

di L o
(G.-—Gﬂ) —a-;— + I (La- ) = Yui En (4.38)

It is now clear that because Fg and if are interdependent, one needs to
know one of the two to determine the other.

Te evaluate Pg from Equation (4,37) one must know: (a) the loca-
tion A, (b) the rate of heterogeneous nucleation, J(z'), and (c) the bub-
ble growth law, m(z, z'). A new general correlation for the location i
has been presented in section IV-3 of the present thesgis, but, as of today,
there is no accurate medel to determine theoretically any of the other two
terms, i.e., J(z') and m{z, z'). Although several assumptions could be

made in order to evaluate the integral in Equation (4.37), experimental
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data are not available which could be used to support these assumptions

[40].

Another approach would be to make a realistic assumption about the

liquid bulk enthalpy, if

, and then determine Fg from Equation (4.38). For

a constant property liquid, the following boundary conditions can be de-

duced from Figure 11:

at EZ= ) ) L_} - t,)\
and, dcf' - l’ﬁ — ‘:'o\ -
at 7 —» 09 , Lf»-——p ;fs

na 4
and, E_-—-FO

2|p.

—— (4.39)

—  (4.40)

One of the liquid enthalpy distributions that satisfies the above set of

boundary conditions is:

L@ ~( -
AT = —exp{-To
bgs — W\

where, the characteristic length, Af, is given by:

(4.41)
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AL = )\ - A= ._G_AC- Cffsﬂ- ‘:A)
t 4w T4

(4.42)

This distribution was first suggested by Zuber, et al. [40,42] and was
also obtained by Ahmad [26), neglecting the effect of bubble condensation.

The Equation (4.38) can be re-written as:

%Nsl\ G( ) ‘v (3)
l;' @) = —= (4.43)
At.ﬁ +(th— c,_;(z))

The following approximations can simplify the above expression to
a great extent:

1. (- )dt{(!) = d_é;;(_i) (4.44)

dif(z)
dz

is much less than one; subsequently, as x increases,

is large, the value of x
dif(z)

dz

fore, the error caused by the above simplification will not be significant.

At the beginning of void formation, where

- 0, There-

2. Algy + (L= (@) = Algy (4.45)

Since, &il is usvally much smaller than Ai the above approximation is

fg
also in order. These simplifications, however, have already been intro-
duced by Ahmad [26].

From Equations (4.41) and (4.42),

dig® _ W, exp{- 222
4L

dz - G Ac. (4.46)
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Utilizing (4.44), (4.45), and (4.46), one can write the final expression

for ' as:

N

@(&s) = %‘:—i*-s;% [I— exp{_ zd':‘ ;] (4 .47)

The above relation for the rate of vapor generation can be used in
Equation (4.33) to calculate the true vapor void fraction. However, it
is more convenient if a relation between the true vapor quality, x, and
the equilibrium vapor quality, xeq’ can be found, because most of the ex-
perimental data on void fraction is plotted against xeq' In that case,
Equation (4.35) can be used to predict the vapor void fraction,

Using the definition of true vapor quality, i.e,, Equation (4.34),

and the expression (4.47), one obtains:

x = Z':;jh:é; [(*;:)_{{-exr (- 2"—:—‘—)}] (4.48)

The equilibrium quality, i.e., the vapor gquality based on thermodynamic

equilibrium model, is given by:

(4.49)

7 at -
% A gh 2= “’l:]

%~ GA g |

Furthermore, the equilibrium quality at the point of net vapor generation

is given by:
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L] L] "
z, = - i SR Y 1 (4.50)
at - :
4 GA, d"fﬂ

Using Equation (4.49) and (4.50), one can write the expression for true

vapor quality as:
= —_— Xeg 4.51
x Zei Z: 'CXP{ N I} (4.51)

where, ¥, can be determined from Equation {(4.21) or (4.22).
The expression (4.51) was assumed by Levy [23]} in his prediction
of wvapor void fraction, 1In the present case, however, this has been

derived from a logical cheice of liquid bulk enthalpy.

IV-6. Comparison of Predicted Vapor Veid Fraction with Experimental Data

The vapor void fraction, < o >, can now be predicted theoretically
from Equations (4.35), (4.51), and {4.21) or (4.22). The value for the
distriburion parameter, Co, is taken to be equal to 1.13 [23,42]. The
weighted mean vapor drift velocity, Géj’ for upward bubbly churn flow is

calculated from [42]:

- aTq af 14
\’33 = I'4|[—j-€;r_] (4.52)

The predicted results are compared with various experimental data
in Figures 13 through 15, It can be seen that the agreement between the

theoretical prediction and the experimental data is quite satisfactory,
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CHAPTER V

STABILITY ANALYSIS

V-1. Formulation of the Problem

The mathematical representation of a heated boiling channel with a
large by-pass is shown in Figure 16, The components at the upstream of
the inlet of the heated channel are lumped together and considered as an
inlet restriction with orifice coefficient ki. Similarly, the components
at the downstream of the exit of the heated channel are considered as an
exlt restriction with orifice coefficient ke. The length of the boiling
channel is £. Liquid enters the channel with a velocity Ves and at a
temperature lower than the corresponding saturation temperature, Due to
heat addition, liquid bulk temperature increases, and significant vapor
generation starts at a distance ) from the inlet, The location of this
point, which is the boiling boundary between the single-phase liquid re-
gion and the two-phase mixture region, can be determined from the corre-
lation presented in section IV-3., The distance of this point from the
inlet, however, can be a function of time because of the inlet flow fluc-
tuation, The large unheated by-pass imposes a constant pressure drop
boundary condition across the boiling channel at the onset of flow in-

stabilities., This is the same as having a flat pump characteristic, i.e,,

a APQX

31%5

=0 (5.1)
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Single-FPhase Liquid Region

The liquid is considered to be incompressible with constant thermo-
dynamic and transport properties. Therefore, the conservation equations’
are:

1. Continuity:

Q-?f- = Q (5.2)
dz

2. Momentum:

oF 01 29 $ z
. B - 2
32 F_}r { >t T Y% 32 } +2th;% +g9f (5.3)
3. Energy:
ot ot ‘.L“
22 P{ A,

As the liquid density, F} , is a constant, the variables Ves if, and P
can be determined from the above conservation equations, if the heat flux,
&;, and the single-phase liquid friction factor, ff, are specified.

Two-Phase Mixture Region

In general, a two-phase mixture can be formulated by using any of
the two following models:

1. Two Fluid Model

2, Mixture or Diffusion or Drift Model

In the two fluid model [44], each phase is treated as a continuum

with an interface in between, Three conservation equations, namely
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continuity, momentum, and energy, are writtem for each phase, 1In
addition, three "jump' conditions at the interface as well as several
constitutive equations are needed to complete the formulation, The
model is suitable for studies of interfacial phenomena, but is not recom-
mended for studies of system dynamics.

In the mixture model, the entire mixture is transformed to a con-
tinuum, Two continuity equations are still required; but, only one mix-
ture momentum equation and one mixture energy equation along with appro-
priate constitutive relations are sufficient to formulate the problem,
The model is capable of taking into account the effects of relative
velocity and thermal non-equilibrium between the phases, This is similar
to the binary reacting gas mixture model, and is suitable for studies of
system dynamics, This model is, therefore, chosen here to formulate the
flow in the two-phase mixture region,

The time-smcoothed and area-averaged conservation equations as
derived by Zuber [16] and Ishii [2,19] shall be used., These are:

1. Conservation of mass of the mixture:

0@,
-3_1:2 + % mewm] = 0 (5.5)

2, Conservation of mass of the vapor phase:

9 2 =
"E[“P?] + 5;[«:(?3133-] =T (5.6)

3, Conservation of momentum of the mixture (neglecting the effect of

surface tension):
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209 0Vm _ _ 2F 5,
P'“[ AR rall B z 2D, b ¥ .7
p
- 47 m 1%
A az[P-—P P.mvﬁ-\]

4, Conservation of energy of the mixture (neglecting the effect of

kinetic and potential enerxrgy):

Vi At 1, € OF
— otn - h _—
P 5t Um = ] A + 3% (5.8)

> [%-fn &5 .
- ﬁ{ P 4P Vﬂj(‘%”‘f)]

The mixture density, ﬂh , thé mixture pressure, Pﬁ, the mixture

velocity, Vo and the mixture enthalpy, im’ are defined as:

b = o(Pﬂ + (=) £ (5.9)
P = o(Pﬁ + (l-w()l?_ (5.10)
Yy = f"@%" g * (‘l:%:f Vs (5.11)
b = "?P—' i“a * (l_‘_?:@‘ § (5.12)

It should be noticed that the mixture density and the mixture pres-
sure are obtained by weighing the corresponding phase properties with

corresponding volumetric concentrations, The mixture velocity and the
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mixture enthalpy, however, are obtained by weighing the phase velocities
and the phase enthalpies with corresponding mass concentrations, There-
fore, v and im represent the velocity and the enthalpy of the center of
mass of the mixture, respectively., This implies that the mixture momen-
tum equation (5.7) and the mixture energy equation (5,8) are indeed writ-
ten in terms of the center of mass of the mixture and, therefore, suitable
for dynamic studies,

The relative velocity between the phases has been taken into con-
gideration by introducing the wvapor drift velocity, ng, which can be

expressed as:

Vgy = 133—3 = (l—-o()(va—vf) (5.13)

where j, the volumetric flux density or the velocity of the center of

volume of the mixture is given by:

I = xyy + (- (5.14)
Before trying to solve the problem in general form, several sim-

plifying assumptions will be introduced. These are:

1. At any particular time and location, there is no pressure difference

between the phases, i.e.,

or Pﬁ = P{_ = P (5.15)
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Therefore,

Pm = AP+ (i~QP =F (5.16)

2. The pressure drop across the channel is small compared to the system
pressure, i.,e., the inlet pressure., Therefore, the saturation tem-
perature can be considered to be a constant throughout the length of
the channel,

3. The enthalpy of the vapor phase is a constant and is equal to the
corresponding saturation value,

4, Because of constant vapor phase enthalpy and small system pressure
drop, the vapor phase density is assumed to be a constant. The
liquid phase density has already been taken as a constant, This im-
plies that the mixture density, Ein » i a function of vapor void

fraction only, i,e.,
o = P ) (5.17)

It can be seen from equations (5.5) through (5.8) that the two
continuity equations are written in Fulerian form, whereas the momentum
and energy equations are in Lagrangian form, For convenienée of solution,
it is preferable to transform the continuity equations to the Lagrangian

form. The mixture continuity equation (5.5) can be written as:

2%, 26, Y,
N L T
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2Ly,

The term 3> can be evaluated from the vapor phase continuity equation
2
(5,6) as shown below.
Due to the assumption of constant phase densities, equation (5.6)

can be written as:

30( 2 ré
— £ 1o\ = e—
3t + 3= [ g] | Pg (5.19)

Introducing the vapor drift velocity, ng, from equation (5.13), and the

definition of void fraction, ® , from equation (5.,9), i.e,,

-0
- & |
A ap (5.20)

one can express equation (5,19) as:

of 3 3 f o AP
eral G+ ] - b2 (V) = - .3_(33_ (5.21)

Using the identify [2],
7
. _ £
) = lSm + (Pm- I) V3J (5.22)

and the wmixture continuity, i.e., equation (5.5), one can transform equa~

tion (5.21) to:

P_I-,l“. = I; AP -+ % — ..‘.b__[f‘f- Va-] (5.23)
%2 XA 2 oz L £
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Substituting the above expression for ?129 in mixture continuity,

02

i.e., equation (5.18), and using the identity (5.22), one obtains:

(i + % FYS "‘(Pm"%)‘g;g
3 40
= ?ﬂ\ %:P
¥

(5.24)

Assume that Véj can at best be a function of o only. In that case,

_ v ovg o
- A€ 2 0z

(5.25)

Substituting equation (5.25) into equation (5.24), one can finally trans-

form the mixture continuity equation to the Lagrangian form and it is

given in terms of kinematic wave velocity, C :

k
6 0P [5 ap
ot Ci OB &“ P e
¥
where
?3\%1

Equation (5.26) is called the Density Propagation Equation,

For bubbly churn and slug flow, ng

is independent of o

(5.26)

(5.27)

[39] L]
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Therefore,

C,= ) + Vﬁj (5.28)

For other flow regimes, like the annular or the mist flow, we

assume .

o(% &)+ (5.29)

Therefore, the density propagation equation can be written as:

060 . N 9% [} 4¢ 5 30
e T OT) S s ot O

v/
The expression for E%é? ., L.e., equation (5.23), has been derived
from the vapor phase continuity equation (5.6). However, in the present

form, it is not counvenient for obtaining a solution. From the identity

(5.22}):
e o 2 2% 2 [_i :
'az 22 + -az_ 32 e, V&l] (5.31)
Comparing equations (5.23) and (5.31), one obtains:
2] n ap
—-3-,—- = 3 (5.32)

Z Pfﬁa

This is the equation for volumetric flux density, j, which according to

the above equation, increases along the direction of the flow solely due
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to therhasé changé..:This equaiidﬁ replaceé-the continuity equation qu.
the vapor phase in the present anal&sist |

'Ié has been mentioﬁed béfore that, iﬁ the present.analysis; the
mixture dgnSi;y;x'ﬂ“', is a.fﬁn§t1oﬁ_of vo;dlfﬁagtidnfoﬁly. Since the
phase &ensities'afe;Coqstant; it can bé-segﬁ fram eqﬁations (4.33)_and
'(4.4?5_that the-?oid:fraction does not explicitly erend=on préssure.
Thérafore, 1ﬁ the present case, the mixtufe dens;ty.isant a fun@tion of
“pfeséurei Iﬁis allows us to decouple the_mOmentum_equagion from the
cdntinuity énd énergy equatiqhs._ In otheriwords; the kinematics of the
flow can be solqéd.firstfwitﬁoﬁt considefiﬁg tﬁe dyﬁamiés; This, how-
ever,_cou1d not bé'doqe for-Fhe-aﬁalysis_of acoustic inétabilities,
because.ihithanéase,;he;effectfdf_pressurg wave propagation on the
- miktu:e density_coﬁld hst be neglected, -
' iq_sqﬁmafy;.wemnqw.have'the”fbllowiﬁg:

Equaﬁidp:fqr volgmetfic_flux~density,:

'_-33 =  M o o ] (5.32)
?)z a _%:ea_. i . a .

Density propagation equation,

26 ' 2fm G ae

 and the identity,

G
3
[1}]
e
|
N’
=
w
N
B .
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Therefore, if the vapor drift veloeity, ng, and the mass rate of vapor
generation per unit volume, r% » can be specified, we can solve the
above set of equatlons to determine j, Pm , and v We can then find the
pressure drop by integrating the momentum equation (5.7). This essen-
tially completes the formulation of the problem,

The difficulties of determining the mass rate of vapor generation
per unit area, f% , in a formal way, have been enumerated in section IV-35,
In the same section, & constitutive relation for the rate of vapor gen-
eration, equation (4.47), has been derived from an assumed liquid bulk
enthalpy distribution, Recognizing that the boiling boundary, A , is a
function of time during flow oscillations, we can modify the constitutive

equation of section IV-5 as:
<y
- %wg Z*A@)
- et 29 e
c

where the characteristic length Al still corresponds to the steady state
characterigtic length (X‘i-X)'

The above formulation is similar to that of Ishii [2], However,
there are two prime differences between the present analysis and that of
Ishii, because Ishii assumed the thermodynamic equilibrium model. Ac-
cording to the equilibrium model, vapor generation starts at a distance
)\% from the inlet of the heated chamnel and the mass rate of vapor
generation per unit volume is:

r. = b h
3.2 Ac AL{ 4

(5.34)



81

In the present model, i,e,, thermodynamic non-equilibrium model, vapor
generation starts at a distance A from the inlet and the mass rate of

vapor generation per unit volume, in view of equation (5.34), becomes:

[“a = r%,e% [l— exp {-— 2;’; }] (5.35)

For better understanding, the contrast between the two models is depicted

in Figure 17.

V-2, Method of Solution

As mentioned earlier, there are two approaches that can be followed
to obtain a solution of the instability problem. In the first approach,
the system of nonlinear governing equations is linearized by assuming a
small disturbance around a steady state situation., The system response
to various perturbations, as well as the stability criterion, is then ob-
tained by using standard techniques of control theory. In the second
case, the set of nonlinear partial differential equations is solved by
numerical technique,

The objective of the present analysis is to predict the system
stability boundary; not the ultimate system behavior in the unstable re-
gion. According to the Liapunov theorem [45], the stability of the
linearized system corresponds to the stability of the nonlinear system
operating under quasi-equilibrium conditions. On the basis of this
theorem and several other instability analyses [2,13,16,46], the lineari-

zation technique is chosen in this analysis. The disturbance shall be
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given'-:i-.n_ the_form"of an.-inl_et've-iocity perturbat:i_._'en, and the following
boundary and initial cdnd;_l.tione' are imposed on the dene'i_ty,- pressure,

enthalpy, and velocity:

f, = ﬁ; (Ps ) atz= o tao (536)
- P=PR - Censfl‘ant Cac e 0’_'#}.;9 o '(5.37).
| L{_ = E'.i = 'Cm_sﬁw&' : et_ z =-'0,'. t ?6 | (5.38) |
5— = vy ({.) u ,,_5,, (t at z=0, t20 (5..39)".

The_sﬁeady state inlet velocity is denoted by ;fifend'the perturba-
- tion on the velocity is given by '513;;_@:) . As the frequency response
‘method shall be used in the current analyeis, the inlet velocity pertur-
bation 1s_taken in the. form:
duy (k) = ee (5.0

vhere . §= a.,-I-JCO _.'3 3".\‘"
(This _'| shou].d not be confused with the volumetric flux densicty. )

In.equation CR 40),&8-18 a complex-number. the real part gives
the amplification coefficient of the particular oscillatmn mode, whereas

~ the imaginary part represents the angular frequency @, It is assumed

. that %/‘l’ is much smaller than unlty, i e., € is inflnltesimal compared to
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finite ;fi' In the foilowing analysis, therefore, only the first order
terms in € shall be retained; the second and higher order terms shall
be neglected.

As mentioned before, in the present case, the kinematics of the
flow, i.e., the density and velocity fields can be solved first. Then
the momentum equation can be integrated to obtain the system character-

istic equation.

V-3, Kinematics of the Flow

Single-Phase Liquid Region

The continuity equation with constant phase density is:

v
—-: =0 (5.2)

Integrating the above equation and using the boundary condition (5.39),

one obtains:
-— st
v o= (0 = vﬁ(’c) =V + €€ (5.41)

That is, the fluid velocity in the single-phase region is a function of
time only,

As mentioned earlier, the model developed in section IV-3 shall be
used to determine the starting point of the two-phase mixture region,
i.e., the boiling boundary between the single-phase liquid region and
the two-phase mixture region, The energy equation in the single-phase

region is:
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-
-]

o Y 3
it i Tf _ Wih (5.4)
3 + v 5o Y

Using the method of characteristics, one can express the above equation
as:

Along the particle path, i,e,,

e v N 5.42)
dt ¥ (
.
d.i.j_ = E’PE..;.’! dt (5.43)
§F T¢

Let a fluid particle enter the heated liquid region at time T . There-

fore, in view of (5,38), the boundary condition is:

|
™~
&

t=7, and 220 (5.44)

r.
“w

Integrating equations (5.43) and (5.42), assuming a uniform heat flux

distribution, qﬁu , and using the above boundary condition, one obtains:

(-1y) = q;;:: (t-7,) (5.45)
and
| = ~5G-T)
2 = ¥ (t-1) + cest L e's 1 (5.46)

As discussed in section IV-3, the boiling boundary is the point where the
liquid bulk enthalpy attains a value of LA , which can be determined

from equation (4.18) or (4.19) depending on the flow Peclet number. The
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distance of this point from the inlet is A ., Let the fluid particle that
entered the heated liquid region at time ‘Tl, reach the boiling boundary

at time 'fz. Therefore, from equation (5.45):

-« )i
(¢, —~ Li) = _q%;_ih_ (t,-T) (5.47)
[

or the residence time of the fluid particle in the single-phase region

Tl?. , 18:
P Py . H
Tm_ = TQ-TL = -'.";;""'(LA_ Li) (5.48)

The distance of the boiling boundary from the inlet is obtained from

(5.46):

e- sn?]

(5.49)
S

— t -
M) = Uy T, 4 ceSt L

It can be noted from equations (4.18) and (4.19) that, in the case
of Pe <€ 70,000, J'.A is independent of the inlet velocity, whereas for
Pe >» 70,000, iA does depend on the inlet velocity. Therefore, from
equation (5.48), the residence time, fl?. , can be a function of inlet
velocity if the Peclet pumber is greater than 70,000, In general, the
residence time consists of a steady state part, -‘f'm , and a perturbed
part, 8‘!,2 , Ll.e.,

T = Thr + 8Ty (5.50)
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where -, . o
= b A (a-l) P A (Asus 4 (5.51)
= . - X7 .
12 %L ih Pu gh
Aik is determined from equation (4.18) or (4.19); and,
$T, =0 Lf Pe < 70,000 (5.52)
&T), = V54 A 31’;%' \f  Pe > 70,000 (5.53)
Eh i%;
6 Tie
Therefore, if the transfer function 410 is defined by .
Vgl
A, =0 (% Fe < 70,000 (5.54)
JLO = {54 ..’:‘.9. '-—li if Pe > 70,000 (5.55)
h Y

Substituting (5.50) into equation (5.49), and resolving into the steady
state and perturbed parts, neglecting the second and higher order terms

in &€ , one obtains:

A= -\',3&.‘. Tie (5.56)

and

Sa@ = e [%ﬁ A, +J§{1—é's?'%] (5.57)

Defining the transfer function .A.l(s)such that,

SA®)
dun @)

A = (5.58)
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one gets:
A6y = By A, + L[] (5.59)

Therefore, in general, the boiling boundary can fluctuate due to
two reasons: (a) fluctuation in the inlet velocity only, i.e., the
second term in (5,59), and (b) fluctuation in the local subcooling at the
boiling boundary due to an inlet flow fluctuation, i.e,, the first term
in (5.59). 1In the analysis, assuming thermodynamic equilibrium between
the phases [2,16], only one term, similar to the second term in (5.59),
appears.

All the above developments for the residence time and the boiling
boundary make sense only if the inlet subcooling,'disub , is greater than
‘AtA . DOn the other hand, if the inlet subcooling,.éls“b , is lower
t:han,‘Ai..A s, Lt is assumed that boiling starts right from the inlet of the

heated channel, 1In that case, one has:

TI‘Z =0 5 A (‘t) =0 Lf Ai’Sub < Ai)\ (5.60)
Consequently,
Tp =0 , A =0 (5.61)
and
A, =0 , A, E®=0 (5.62)
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As developed in section V-1, the governing equations for the kine-

matics of the flow in the two-phase region are:

Equation for volumetric flux density:

2; f3 ae

CE )

3

Density propagation equation:

2 >f, I3 ap

—_ C, =M = _ g

ot Tk g fm "8,
where

and the constitutive equation for phase change:

ré &) = I';,e‘b [I -~ exp {-- Z—A?(t) }]

(5.32)

(5.30)

(5.63)

(5.35)

4
Notice that =% has a dimension of frequency, and it is called

gff%

the Characteristic Frequency of Phase Change, . . This is similar to the

characteristic reaction frequency in a chemically reacting gas mixture

system, Let Jle$ be the characteristic frequency of phase change under

the thermodynamic equilibrium assumption. In view of equation (5.35):
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[N
o

|

alz) = LEH Tg,e1 é‘%ﬁ [‘ ~ exp {*2-::—&2}] (5.64)

20y [1- o - 252)

Resolving the above equation into the steady state part and the perturbed

yo

part, one obtains:

= Z ~A
Q) = Qg D-—exp{— i }] (5.65)
and
-3 L
= - at (5.66)
sSa(z4 -Qecb e m

It should be noticed that, in the equilibrium model, the characteristic
frequency of phase change is a constant, However, in the present model,
the charactetistic frequency consists of a non-uniform steady part, i,e.,
equation (5.65), as well as a perturbed part, i.e., equation (3.66).

At the boiling boundary, the void fraction, of , is zero. There-
fore, from the definition of volumetric flux demsity, i.e., equation

(5.14):

)= Ve = Y () ab z = AW® (5.67)

Integrating equation (5.32) and utilizing the above boundary conditionm,
one can write the steady state and the perturbed part, neglecting second

and higher order terms, of the volumetric flux density, in general, as:
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i@ = %y +—J a@) dz (5.68)
and
0j (2,4) = éwfi © — 2@ s -l—fé_o.(z,g dz (5.69)
A
_ As mentioned earlier, ng is considered to be z constant along the
length of the channel, and is assigned an average value of V.. Therefore,

gj
in view of equations (5.63), (5.68), and (5.69), the steady state and the

perturbed part of the kinematic wave velocity become:

Ck(}) = ‘&i + V +-j -51(-2) d?’ (3.70)

and

=
SCk (2.0 = Bwﬁ &) — _5_(;) A +jx3_q_(z,t) dz (5.71)

Now that the expression for kinematic wave velocity is known, the
mixture density can be determined from the density propagation equation

(5.30), For convenience of sclution, a new variable,‘$ s 18 introduced

such that:
$(ELH = [ fm 2 (5.72)
Resolving § into the steady state and perturbed parts, one obtains:
¢ (z) + 8¢ @t) = Im [P’"@] S &Y (5.73)
TR
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In view of equation (5.72), the density propagation equation (5.30) be-

comes :

299 0¢ (@t) _
>t T C, @o "vaslhdi N CEY

The steady state part of equation (5,74):

= cia;G%) —
¢, @ -z = - o®

Recognizing from equation (5.70) that,

dC, @®

o = oa®

and, substituting (5.76) into (5.,75), one obtains:

The boundary condition is:

d@) =0 o =21

(5.74)

(5.75)

(5.76)

(5.77)

(5.78)

Integrating equation (5.77) and using the above boundary condition, one

obtains the steady state solution for the mixture demnsity as:

NN
2.

3)(2) = £NL[:

(5.79)
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or : C—

e _am @e; vs;’ L
- - o (5.80)

The pefturbed'part of equation (5.74), neglectingTSEcbndforder

’ tefms, aﬁd'usiﬁé EQuation {5.75), is:

.@. [5¢ (a,t)_] +C Ca) [&P Cz;t)] = _§ _Q(e,e).,. Ck 5c (3,9 (5.81)

Using the mefhod of characteristics, one can write équa:ion (5.81) as:

.. _Alon:g._-_ .. o % = T S e
&( 9 = an_(a,gf CkC) 5ck(z,9 G
or . '

- d4(8¢) = [.-..,5_"‘.7-_@:9 .,. 2@ tsck(E,-Q] dz (5.84)
TP e T e
Now,’rh is the time when the fluid particle enters the two-phase mixture

region. Therefore, integrating (5.82), one gets’

. o T S
t-T, =) — . S (5.89)

Defining a néw-fﬂﬁctiqn,_E(Z), such_thatc' E

(5.86)

E (z) j Ck@
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-one -can write'equa;iqe_(5.85)_33:

XN (T)
ck(“s)

t-v, = E(z) - E(:i) - (5.87)

The above equation can be used to determine the residence time of the
‘kinematic wave in the mlxture'region.

Now, defiﬁing_the'transfer functions,}[éand ngsuch that:

. 52y 00 o
Aa(m,s) = ——= o - (5.88)
2 bvﬁ@

‘and .

A, (e,'s_-‘)_-.= .é_c_'&) T (5489)
. _ . blﬁg(i) ' ' . c

"and neglecting second and higher order terms in &, one can write equa-

tion (5 84) as

_ A(Ecp)— - 2 s[s(a)-s(&ﬂ{ L3 Ay@9) dckf*)}d 5.50) |
- | ’-'-k(*) [ck(a)]’ dz

Defining, .

H ): = s[E(z?_E(x)]{ 2(2,5) ./].3(2 s) dck('cDE .
(2,5) .J-e' _ Ck(“) +[E‘ (83]2 T (dz G

-and ueingutﬁeibOHndaryicondition,

_¢'_(I\_(ra')) 1-2-) = 0. | o f- o (5.,9_2;'
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one gets the solution to equation (5.90) as:

5 s
54(3,1:,,) = ¢S _ng_'.z";)l_g)-i- {H(z,s)-— H(ﬁ,@}] (5.93)

In terms of the independent variables z and t, equation (5.93) becomes:

5e(at) = e’ & -slE@-e@) [‘“(9;‘)‘“) HED-HE s)}] (5.94)
k

From (5.73) and the steady state mixture demnsity, i.e., equation (5.80),

the perturbed part of the mixture density is given by:

4 86GEY
& ou®

Ja®] -sle@~E®@] [a® A y
= [TC':EE-)-] e [—Ek(g)—)-%{H(z,s)-H(-\,s_)}]

N (2.9 (5.95)

Solution for the mixture velocity, Ve can now be obtained from

the identity:
v, = J - -i--l> (5.22)

Recalling the definition of Ck, i.e,, equation (5.63), and neglecting

second and higher order terms, one gets:

e G - [ & V..
U (39 = [Ck - % Vﬂ)'] + [8C (20 + ?..,Ii?) % éfm(z,t)] (5.96)
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Using (5.80), (5.89), and (5.95), one can now write the steady state
and the perturbed parts of the mixture velocity as:

Vw () - Ek (3) P-f-

- - . (5.97)

Ve e, g®

and

8V (2,6 C®

2
-'"_—*vié(f) = -A-S (2,,5) = .11.3(5-‘;5‘) +{Ek(3\)§ Vﬁj J\_4(Z,s) (5.98)

This completes the solution for the kinematics, i.e.,, the density and
velocity fields, of the flow. One can now proceed to solve the dynamics,

i.,e,, the pressure drop, of the system.

V=4, Dynamics of the Flow

In this section the procedure of Ishii {[2] shall be followed,

Single-Phase Liquid Region
The inlet pressure drop is assumed to be solely due to the inlet

restriction shown in Figure 16, and is given by:

AP = k; e

Z
5.99
jv{_{ (5.99)

Resolving into the steady state and perturbed part, and neglecting second

order terms, one obtains:

AP =2 (5.100)
’%a -
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and

baP = 2k € Uy 5uy (v (5.101)

The pressure drop in the heated liquid region, APIZ’ is obtained

by integrating the momentum equation (5,3):

R+0X
al’ ! av{,‘ 5 i
j [P{_ + Yy e } +-2—§-hf’fv£‘-_ -i-al"f_]alz- (5.102)

Resolving into the steady state and the perturbed parts, and neglecting

the second order terms, one has:

at'sl"2 = f:_ ]:Q'Dh 3] +3:] A (5.103)

and

S i_..
561"2: l°5 [s)\ +_§'_‘uf;)\ + Ve AL (S) (5.104)

+9 A, (5)] S (D)

Two-~Phase Mixture Region

The pressure drop in the heated two-phase mixture region, AEMI s

is obtained by integrating the mixture momentum equation (5.7):

AP‘M = St { P, [va m + 96, (5.105)

-p e
'*'?'“71{%“’:‘"'2‘ G-fu %G 2 Edz
h
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The terms in the right hand side of the above equation can be identified
as the local acceleration term, convective acceleration term, gravita-
tional term, frictional term, and the drift term, respectively. For
convenience, each term shall be considered separately, and shall be re-
solved into the steady state part and the perturbed part.

1. Local Acceleration Term

¢
2V,
- ——— 5.106)
4P 4 ta Jx»(a,\ﬁ" el (

Using equation (5.98), and retaining only the first order terms in & ,
one obtains:

the steady state part:

APuu, = 0 (5.107)
and the perturbed part:
A =
5 P24¢a 'Svff B A ® (5.108)

where

'! - -
Ag( = s 5; [%%]AS(E,SJ dz (5.109)

2. Convective Acceleration Term

¥ §

P = J fon Vm L g, (5.110)
24ca S+ 8 2
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or 2

- (a)).

Using the mixture continuity, i.e., equation (5.3), one obtains:

g ._ (P Vo) dz (5.111)
3+ 5,\ A+5

£
2 aP
BFsca = (8 "’M)l ¢ om dz (3.112)
A+8A R+8A

Now, using the solutions for the mixture density and the mixture velocity,
as obtained in section V-3, one has:

the steady state part:

AP 2 [ @ 5,113)
APrca = G %i [Z‘k(i) " '] e

and the perturbed part:

5 AP = eSvﬁ ® _/L9 G) (5.114)

24ca

where

Ay (s) = f’f"@; {-/L (L )[C:E:)] _%_ [_/L (1,5 - |] (5.115)
[ck@) ] A E9 olz}

3. Gravitational Term

!
= j 4f, d2 (5.116)

A4+ A
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The steady state part:

AT - Ck(x)
AP243 3% ] ‘C o ] dz (5.117)

and the perturbed part:

SAP%} = 5"‘?91 (%) [_/\_w (s)-?t_}_al(s)] (5.118)
where
¢
) = 96 j_ A, (25) d2 (5.119)
A

4, Frictional Term

t
APy, = I .;_"_". e vt de (5.120)
T+ 2P

=j_ - 6, dz - -ft-f’v SA(Y)
A

In general, the two-phase friction factor, fm’ may congist of a steady

state part and a perturbed part, Therefore,
Sm = Tu@® + 85, &9 = £+ A, fu, @)  G.20)

The steady state part of the frictional pressure drop:
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A fm( ) Z [ ¢ (!)
A - -
Puf X ZDh AN A ] dz (5.122)

and the perturbed part:

5. 2
84?245: = 61?;("7) [_-/L" (S_)"‘- ;%h% vf':' .JLI(S)] (5.123)

where

{ = 2
4w =) A {565 [ 28] 469 s

+ 25, BT, Ag (9 + T, [EK(B]A.,.(;,Q} dz

5, Drift Term

|

2 {&-ﬂ.\ AL z}

AP, = 2 v b dz (5.125)
244 Jx,,&'az e P‘& g, '

At the boiling boundary, i.e,,

at Z=A+ 6\ P = f} (5.126)
Therefore,
b =P (2
AP £ w ( ) P{- ?? V;j (l,i') (5.127)

244 ~ pm(g,t)-.pg )



For the case, X771,

V;‘! (t ,'l‘) -~ D-gjz
b (L)~ )

&

Therefore, the steady state part:

_— _ (@ ][ Tp(O 2
“Foaa = [ a®W il @ '] & Va3 ©

and the perturbed part:

s APz.qd = 3"5_; ®) A, G
where
_ [ G C (O ~ 2
Ap® = ['E,T(Ej' ][i -2 E_(;) :IJ\"* (1,9 l’a Ve G

As in the inlet, the exit pressure drop 1s also assumed to be

solely due to the exit restriction shown in Figure 16. Therefore,
- y
APy = ke €, (L,8) v, (L,t) €

The steady state part:

AP = =2 [ &(9
o = ke €0 [ ) G

102

.128)

.130)

.131)

.132)

133
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and the perturbed part:

84F, = 3V, (D Ay, 6) (5.134)

where

A © = T’; { [c:((g ] A (s +2 2 _A_ s (L3) } (5.135)

Therefore, the steady state channel pressure drop is obtained by

adding (5.100), (5.103), (5.107), (5.113), (5.117), (5.122), (5.129), and
(5.133):

A_f’s = —F";' + I’,2 + A + AP (5.136)

Similarly, the perturbed part of the channel, i.e., system, pressure drop
is obtained by adding equations (5.101), (5.104), (5.108), (5.114), (5.118),

(5.123), (5.130), and (5.134):

baP, = Q) sus (®) (5.137)

where
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aE® = 2k ¢

- f - -
ﬁﬁ + (’5, LsA + "f;‘-’fi ,\] (5.138)
+ A+ Ay (& + AW (®

+ JL“ (5) + "A"IQ, (9 + -/L|3 (5)

Equation (5.137), along with equation (5.138), gives the response of the

system pressure drop to the inlet flow fluctuation,

V-5, General Characteristic Equation

In the previous section, an expression for the perturbation of
system pressure drop has been obtained by assuming a small fluctuation
in the inlet velocity. In reality, however, it is the fluctuation in
system pressure drop that causes a variation in the inlet flow. There-

fore, equation (5.137) can be rewritten as:

|
6vﬁ = [5:(-;)] SAFS (5.139)

where Q(s) is given by equation (5.138).

In terms of control theory, 34% is the generalized input force,

61%; is the output displacement, and 1/Q(s) is the system transfer func-

tion. Asymptotic stability of this system can be determined by the nature

of the roots of the characteristic equation:

Q(s) = 0 (5.140)
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Therefore, at this point, the problem reduces to examining the
nature of the roots in the complex s-plane for the above characteristic
equation, If the characteristic equation has all its roots in the left
half of the s-plane, every component of disturbance tends to zero as
time approaches infinity, This is the necessary condition for the

asymptotic stability, because if the characteristic equation has a root

with positive real part, the disturbance grows with time, and eventually
the system becomes unstable,
In view of the assumption of flat pump characteristic, i.e.,

equation (5.1), the condition for the excursive stability becomes:

le ——izir. >0 (5.141)
S0 g2

or, in other words:

Lives Q(s) >0 (5.142)

$=0

V-6, Determination of Transfer Functions

It can be seen from equation (5.138) that, to solve the instability
problem, it is now necessary to be able to obtain analytical expressions
for various transfer functions, namely'-JLsfq) through adqs(q) + During
the present investigation, sincere efforts had been made to use the expo-
nential form of the rate of vapor generation per unit volume, i.e., equa-
tion (5,35), to evaluate these transfer functions. Unfortunately, none

of those efforts was fruitful, In fact, even the transfer function for
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the perturbation of mixture density, i.e,, 'A“l (2,5), could not be deter-
mined due to the severe complexity involved in the integration defined
in equation (5.9l). Therefore, the two-phase mixture region has been
divided into two regions as shown in Figure 18, In the first region,
i.,e,, region C, ré, increases linearly up to a value of G,D « In the
second region, i.e., region D, ré remains constant at @JD . The physi-
cal basis of this partitioning is described below:

In region C, i.e., A< B & A+ ‘“c )

N
f:a,c (z.1) = I';,eq/ [ zd‘ ] (5.143)

Note that the slope of the above distribution at the boiling boundary
is the same as that of the exponential distribution,

In region D, i.e,, AN+ 4&t, £ 2 £ i,

at,
= —— 5.144
P o (5.144)

The boundary between the two regions, i.e,, the distance A{C
from the boiling boundary, is determined such that the steady state exit
vapor quality under the present approximate model remains the same under

the original exponential model, That is:

£ A+al A

L r:& (‘Z) dz rﬂ")C (5-9 dﬂ- 4 J: I'%)D dz (5.145)
A+ ale

#

)
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or A+al,

S[l— ]dz=L

From the above equation, the physically realistic solution for Al is:

5 (-5‘& dz  (5.146)
x+al,

(t-3) - ﬁi-})"’— 2AL[(1—3)-4L{1—€%§H (5.147)

Analysis in Region C

In view of equation (5.143), the steady state and the perturbed
part of the characteristic frequency of phase change in region C can

be given by:

(5.148)

R.® =
and

‘A"l (S) 61’ . (+)

Al (5.149)

bo () = (5) b1 (+) = e?/

Therefore, in view of equations (5.70) and (5,71), the steady state and

the perturbed part of the kinematic wave velocity become:

2

Ek(z-) = Ek(X) + .!?:_Q.% al [z (5.150)

al
where

ck(x) = Vg + Vg (5.151)
and

0C, (24) = -A-s,c @9 bu () = [‘ - .Eic(z)_/l_l(s)] du ) (5.152)
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The solution for the steady state mixture density, therefore, becomes:

@ = G™ —— (5.153)
% G () + L og af22]

The perturbed part of the mixture density is evaluated following
the solution procedure developed in section V-3, However, to keep the

integration tractable, the condition that —— -

dt is smaller than unity has

been invoked, The final expression for the transfer ft.u'lt:t:ic:)rx,..a"l..4 C?
7

which describes the perturbation of the mixture density in region C, is

given by:
$C. (2, H
A,y @9 —'p; 5o (5.154)
Ck(x) Leg, 14,6 | Reg al 23 2}
Q(e) H C(5) ( ac) L-ste]s {aer : ()

In view of equations (5.97) and (5.98), the steady state part and

the perturbed part of the mixture velocity can be given by:

(5.155)

T’m (2') = :5*{
and Ei(;)

_ (Y (5.156)
JLS‘,C (2»5) - 3\%{ (t)

= 1= Qg (Z2) 1,0 Jric"‘*))}v3J &9
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Analysis in Region D

In this region, the characteristic frequency of phase change is a

constant, i.e,,

= '
Ay = 2y = Qg GF = ey Lo (5.157)
and
b0, = Agp 0¥ =0 (5.158)

Due to the '"rigidness" of the modifiedl% profile, the boundary
between the region C and the region D fluctuates in the same was as the

boiling boundary, i.e,,
dAL,® = @) = A W (5.159)

Therefore, the steady state and the perturbed part of the kinematic wave

velocity can be written as:
@ =G (3,) + 2, (2-3,) (5.160)

where

- - g 2

< (5,) =C.(3) + L g, at (&) (5.161)
and

¢, (D = -ﬂ-a,b@ v, () = [;-— .Q_DJL|(S):| Svﬁ ® (5.162)

The steady state mixture density is, therefore:
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f’f.)_ - S (%) (5.163)
P;‘i- Zrk(xco) + ‘Q.D (z"':ico)

The perturbed part of the mixture density is finally expressed as:

2 éem(z}f) - [ Ek (;S) { [Ek(z)

__%D-l
_{1_4}]) (E,S) = ] K(s_) (5.164)

P.f 31’}, ) Ck & c’) ‘q_(xcp)
-5
) { MO, }‘2_ { C(2) g 2%
+ -A-a,b (s S-25 T Cep) Ek()ico) . Gend ]
where .
K (S) = .Q.e% JL'(S) tc

) + [l-—s_/\.,(s)] 5 {E (fs)} (( ) (5.165)

For thermodynamic equilibrium model,

-
*

]

.

Al = 0 (5.166)

Substituting (5,166) into (5.165) and (5.164), one can get exactly what

Ishii obtained assuming equilibrium model (equation VIIL.6 in reference 2),
The steady state and the perturbed part of the mixture velocity are

given by:

G ®
Zk (

(5.167)

N/

and
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L2y

Vat
Ag p(29) = 2@ Ny, ® [H- B (5.168)

5 () L) 3-8,

— -i
Ck(xw) C.® ] -QD'H -

2y
— — Vas {K(‘)--/L ® —_— i
Ck(x) ¢, (Rep) Y %P S-Ry, Ck(xco)

Transfer Functions JLB(S) through J'L‘-_., )

Now that the perturbation of mixture density and mixture velocity
has been determined in both regions C and D, the transfer functions JlaGa
through J&BGO can be evaluated from the integrals presented in section
V-4, For the two-phase friction factor, fm, a lumped parameter model
shall be taken.

In region C:

= (5.169
'Em)c C"“;C‘ :EF ( )
and in region D:
5. = ( £ (5.170)
m,D mDb T
where C and C are two constants, not necessarily of the same value,

m,C m,D

Note that there is no perturbed part of the friction factor, i.e.,
A, G9)=0.

The final expressions for the required transfer functions are:
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w1 g () -
__zm) o e
'A“ ® Cu("r‘) An (5, cb)]

'+t_}v3j [—5—%—"{;{3(&) +fl s.fl()}6 q()} (z*)]

o .
o5 co:)Jt3 D()[Hq@ s-ﬂD]‘m("k DE)

+ Pg Q - ;Q;D _ ['_ -C:)D.E-?._s?aq}
Get g o
C:; DE = % - | (5.173)
'A' (s) = Pf 3 [Ck o {Ck DE ..sraq KCS) o -.(5-7i75.)
-_’-. -JLs DO 'Q'D ck(ico) (l %, DE -STM)}
_%_.{-_A”(s) [_. * ag_) sﬂ; +.C o DE‘ & 5%, 7,
B R (_c-gi;tinued)
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sA, (SJﬁ:dl 2
(“-(‘) A, n() 5- .9.,, ck(xq,)) } 2C,(® «)

+[s s? A rs ()1 2 &L_)_ @:)3 4’-3,1)(5) *‘M(C;oe)

ey
+ "—""'" [K(S)C (o) — -A-an S—2p :H-.‘ "'s"fgq-]i]

(5.176)

Ay® = 96 [ 4,6 &n (o)

+[|—SJL,(5)] {E:z;') XS J—l__ toen (1 Voogs 2Ek(x) ) }

-/1-3 D e | | g

+ - - -
S— 4, Ck,cb Ck’cE

22 {0 = 25,0 5 gy S0

Cm,e $ 2 [ 24L ! * 5.177)
JL n (S) = ;Dh £ Pf F' ["—""‘ = . {I‘-‘ -'?:- ﬂe&-ﬁ.l(s)ic} (
24 j}
(I 'U:FE ) 1

- 2V
+C11>,,ﬁc € O [2 FLACEEY +(‘+%:L) Ia]
where

ﬂ___ A (s )(Lb) + ....-Q_q‘_@i_). _/L' (s) (,(:)4 (5.178)

RO ¥ P

(continued)
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+ [I SA (s)] 3 %%(5?2 @*) o+ [l sA ()] 20 ﬁ§i3( )

and
2y, (-3
D cp
1, = ¢ . Ay py® —
2 k, b , D s-L, Ck(,\w)

(5.179)

»* ROAN € (Red) .
+ Ck)CD [K(S)" 'A"B,D (S) 5-12p -Ck(xco)‘-] (S'Q'QD)

[1 (<, DE) & 5% ]

X 2
Ay () = (Ck cE) (' 2€, ce) [Ekézi)] (33 Vﬂj (5.180)

d.st- Lp L
{(ck DE) a (K(s) " JL3'° © S-42p Ek(ico))

C
+ —/'-3 ,D (S) G - ‘QD ak (XCD) ( K iDE) }

where
* * *® (5.181)
Crce = Ck,cD Ci, e
-S't .182)
_A_ (S) - l( P{ﬁ,{‘ [<|+ )ck b 34 (5.1
. < 2 !
(Ck,co KE — Ay, ® STny Ek@))
L2%N 2 (s)]
-l-JLaD()SﬂD Ck(")(' ...)-i-%ﬁ 3,D
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V-7, Non-Dimensional Characteristic Equation

The characteristic equation (5.140) is non-dimensionalized using
the length of the heated channel, £ , and the equilibrium reaction time,
1/_{:_%, as the scaling parameters for length and time, respectively.
Based on the above fundamental scales, the following dimensionless param-
eters are defined to non~dimensjionalize the characteristic equation:

The geometrical parameters:

»

z : B e——
2 = — » Ph = T | (5.183)

—

The boiling length, A

B € A O (4Lsub" Ai‘.\)
= < = - (5.184)

-
The equilibrium boiling length, Aet:

- )} £ AV, al
SRR 1Y, T
Y Sh 2
*
The characteristic length, 4L :
Reg-h B AT a
A[* = Axt = eif =L_f_3i_._'§ (5.186)

. *
The inlet velocity, Ufi. :



where Ila$ is given by:

and

where

and

Therefore,

B o
*L —QQ%L
Af éUL %h  af
_Qe = P "
v teq %Pf A, dl.ﬁ_ (’af'f
Vi = Vo _ Vg
\’5_‘: ..Q%L u{i
*n
K
C, (@
L3
Ck (2—) = k £
Leq,

C:(X) = \_3;: (l+v;:i)

*
Ck,cb

®
Ck, DE
A‘!‘

—

Aep

= |

Ny
—

" Ai- (I:)?.

- ¢, (1- -X:b)
Ceen k@

ag®

2 Cp(})

- %

A

* *
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(5.187)

(5.188)

(5.189)

(5.190)

(5.191)

(5.192)

(5.193)

(5.194)

(5.195)



The

residence time in the'single-phase region:

* " A"
T = T ‘zeq,' = -¥;

residence time in region D:

*

_ .
independent variable, s :
s* = 2 o

deﬂsity-ratio; |

Y
6 =%

.f
_aﬁceleratioh_dué.to gravity: {
/]
_pressure dtdp:
n AP
AP P

transfer function for the boiliné-boundary:

T = ;EM “Q'.e‘.b = :’F b (C::DE)

-9—-+3L°- = g“*_\j'w*
T
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(5:196)
(5.197)

(5.198)

(5.199)

(5.200)

(5.201)




119

2 = ‘Q%:’L{C‘D 2-%:‘3;: -’Lo*‘ﬁ' _['—'e*"ﬁ{]' 5.202)

l
.|.
%=

f:.\

l

",
éi

\.../

* :
o where_,./‘.o repreésents the fluctuation of the local _subcoolin_g at the
boiling boundary due to an inlet flow fluctuation.
Using the above set of dimensionless parameters, one can write

“the non-dimensionalized characteristic equation as:

—, = . (5.203)
Reowt O e

«{(Ds +D s + o’ e Ds +DS*+Ds+Ds+!§)

#4 '3 2 'c
_-l-(Ds -+I>,° +D5_'+DS"+DS +D5+D)es

*

+ (D.; 5*-9 + -D,i, s*-;-'-!— -'D'-,'-g +1> 4 Dy g* ‘e D 8" +D,. )

- S*'t'34

AT .
s D. +.D s* D s D s® - )
+ (D, + "4 Sy 27 Ds
. Notice that the'chafacteristic equation is eipresse& in the form of a’
seventh order polynomial with three time delays. The coefficients D, are’
composed of an"o-t:l'_ier set of coefficients Cl Both sets of coe'ffir.:_ients as’
well as several idéntities are presented in Appendix A. It should be’

noted, however, that if the transfer function.A., is zero, the character-

I




120

istic equafion'takee:the.form of a sixth order,pdlynomial'with.;hreg.time.

deiays.

V#B.'fbetermination of Stability.ﬂoundery
: Follewinglﬁhe analysis of Ishii ({21, the shifted cheraeteristic

equation for the 'pr_eseht case is:
Z (S = (L) (s uc)Q(s) 0 (5.206)

The stabil1ty boundary is determined by using the D- partltion method
 & dlscussion of which can be found in references [2 45 and 4?]. The.

shifted charac:ter:.stlc functlonz can be expressed as.

A L P A R o T R - (5.205)
where K, to o(m.represente' the parameters which ced be --ehahged indepen-
dently. Eor hermbeic’oscillatione,

=jw | i (5.208)
Substituting (SQQGG)Iinto (5.205), and resolving into the real and imagi-

_nary parts, one obtains:

ZRe . w*’ d_':, dﬁ., PO ,dﬂ\ )= o o . (5.20-’.)
and _ ' : S
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._Equations (5. 207) and (5 208) give the harmonic freq_ency surfaces in’ m-

dimensional space i.e., o(' , °‘1.’ S .,o( -as co-ordinates, with of as

' an auxiliary parameter. Since the complen roots:are always con;ugate-for'
the-functions with real coefficients, the domain of interest-for Gr-bee~.

comes:

o< L Lo L (5.209)

Due to.the”practical difficulties of ﬁorking‘in-an'medimensional
~ space, the two-dimensional stability plane introduced by Ishii [2 19] and

AP A‘sub
3. ‘-f%

_scales the 1n1et subcooling -and: it is the dimensionless residence. time in L

shown in Figure 19 shall be used here., The Subcooling number,

. the.singlegphase_rgg;on_under_the.equilibrium assumption. . The eqoilibriom _
'_".phas'e--change ni:mber,n%&. , scales- the change 'of.--pha-se due to heat
baddition and this corresgznds to Damkoeler s group I in- chemical kinetics.
'One ‘of the advantages of us;ng these groups as the co-ordinates is that

: the stability boundary predicted by the present analysis can be compared
"easily with the reSults predicted by. the equ111br1um rheory as well as
.-with the experimental data. -The other-parameters,.i e‘, ki,*k ' Ref s etc.,b:
are kept constant for one. stability map. Therefore _equations (5 20?) and

© (5.208) reduce to:
Zpe ( W, Ny ,—_'NPG**,%')= ° © (5.210)

20 () N, Npag ) =0 e

and
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Figure 19. The Stability Plane

240




123

Equatioﬁs' (5'.2'10)'ar_1d (5.211) gi\fe the neutral stabﬂ'\ity'bbﬁndaries.'which

divide the stability-plane in severai regions. Stability o.f.each ‘cf these

regions is then detgrmined'by using the Mikhailov Ctiterion ¢r the En-

circlement T'héorgm [2,45,47]. Acc’_ording to this theorem; the number of

roots with positive real parts is given by:
N L -2 . | 5.212]
| k. =3 {‘Tl - 2 [42+77 }_ . (5.212)

where n is the highest order of the polynomial in Z ., and [42] is the
change of argument of Z(Jw") in the counterclockwise d1rect10n whe.n (,o* :
travels, from zero_ to oo . |

.1; Eaﬁ_be_éeen;frpm (5,204) that ;hree:pogifive'rqqts_have already
Ibeet_j; iqtroducgd_a_rti'.fic.f.ially'iﬁ the shifted chgract_erj.sti._c function. Z*.._
'_ihgrefofe., _.fql:".'.. ._the stability of a region, the value pf k should not be
_mofe:thah]ﬁhree. | |

In Viéw'_pf (5.204) ‘the condition for. excuﬁ.sive‘istabilm; i.e.,

(5.142),'noﬁ becoﬁes:
Lm 2°(s") <0 = o
s'l._’a E - . . ) | -
- Puttiﬁg.s% equal to ja;' in equation (5.203),,andlrgsolving into

the real and imaginary parts, one can write the parametric equations

(5.210) and (5.2}1)“fo;;the neutral stability boundaries as:
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S - N P .6 o
leg = "'-‘:-J;-,_ {(-— D,w +D4'w '—D 24 +I>) | <5_-214) |
+ (-Dg G+ Dy = o "."-Dn's_) Cos (w_ -.._'c‘,2

'_%(b,oufgf.b @4, @) Sin CW"‘"‘S- |
+(_1> & e .--D b, )Cos(w 34) :
e, w*_a,_,_% oy o)

. +(1>24w - —-_D. w. +.1>- ) cas[w (i + Taq)]
f(Dzs =3, s 27“’ )s'"[w'(r"”“)—-]}

'and_ ' ZIm

- fCne e m,>
+ (b ooy, w*'3'+"1>l%-.'¢o* ) s ( u*_,q;) |

B +(D w” _--.D,, Q4+D W D,.;)Sm(w* ,,)
| .:“'" (31'7 Q‘ '.-'.-'-.D' w*+ D, m*') | Cos (w*"c;;; ) |

( —'D OJ4+D w* --D )Sm(d“r’“)

(continued)
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(D’ —p & B, ") Gs [ (2 )]
+ (—- L Wi+ p%m._--%) Sin [w“_ (if,; + T, )]} =0

By taking the limit- W0 in equations (5 214) -and (5 215) and

‘using the identities given in Appendix A, one obtams
(o) (D +D, * D, +D, )~ 1> +1> )'r.z  <5.2'1§5
| | = (Dy+ D;y) 'l';;
Z;m (o) ..-. o o _' (5.2'173

and

Therefore, the condition for-excursive stebiiity redutesfto:‘
. o) : : (5.218)
Re . E | | (5.218)

For numerical eveluation of the system stab111ty boundary,. wo
computer programs, namely, INSTAB and TEST, have been wrltten. The pro;
'gram-INSTAB -generates the functional relationship between the subcooling
number and the equ:.librium phase change number Which d1v1des the stabll:l.ty
plane in several regions. The program TEST is then used to determine the

_ Istabillty of each of these regions. The structure of these programs is

o given below' :
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Program INSTAB

In this program the stability plane is divided by the constant sub-
cooling and constant equilibrium quality lines, each of which is equally
intervaled, so that the plane is covered with the meshes. At each inter-
section of the above lines, the coefficients Ci and Di can be calculated.
Then the c¢rossover frequencies, CO: {where Z;m changes asign), are found
by increasing W stepwise and using the interpolation technique. These
0{§' are gsubstituted into the expression (5.212) to calculate iiiia. The
point where both Z; 00:) and Z;m(w';) are zero represents a point on the
neutral stability boundary. By changing the point systematically over the
stability plane, the neutral stability boundaries can be mapped. The flow

diagram and the listing of the program are provided in Appendix B.

Program TEST

This program is very straightforward. A point with known subcool-
ing number and equilibrium phase change number is chosen in a region whose
stability is to be determined. The values of 2;3(:»*) and ZL(‘“') are then
calculated from;ﬁf'equal to zero to a fairly high value, The program is
used to calculanaﬁazr]:°for equation (5.212), and to check the condition

(5.218) for excursive stability.
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CHAPTER VI

RESULTS AND DISCUSSIONS

VI-1. Results of the Theoretical Anmalysis

The analysis presented in the previous chapter is used to predict
theoretically the system stability boundary. The required input data are
the system pressure, liquid, and wvapor properties corresponding to the
system saturation temperature, flow Reynolds number, and the chamnel

geometry including the values for the inlet and exit orifice coefficients.

—

Following the analysis of Ishii [2], the values for Eﬁ . 28 well as C_

in equations (5.169) and (5.170) are taken to be equal to two.T The ex-

pression (4.52) is used for the vapor drift velocity, ng

As pointed out earlier, for Pe > 70,000 the local subcooling at

the point of net vapor generation is inversely proportional to the inlet
velocity., This was discovered from the steady state void fraction data
which were used in the St-Pe plot shown in Figure 12, It is the charac-
teristic Strouhal number which dictates whether the same conclusion can
be extended to the tramsient problem. It is, therefore, decided that two
different cases shall be examined for Pe > 70,000:

Case I. Assume that the local subcooling at the beiling boundary,

in the transient analysis, does not change with inlet

velocity, i.e., JL:: g .

TThe single-phase friction factor is calculated from:

0.184

£ 0.2
Refs

£ (6.1)
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Case II. Assume that the local subcocling at the boiling bound-

ary changes according to equation (4.19), i.e.,

¥*

Ac Qe
Ay =156 = =%
g 1’.“:1

In Figure 20, the stability map for case I, i.e.,d€;= 0, is shown
for the input data corresponding to the set number I. The neutral sta-
bility boundaries are obtained from the program INSTAB and the number of
roots having positive real part, k, in various regions is obtained from
program TEST and equation (5.212). As found in [2], in the present analy-
sis also, the first neutral stability boundary is found to be the system
stability boundary, The value of k in equation (5.212) is found to be
equal to three on the left hand side of the first neutral stability bound-
ary. This value of k increases by two every time one crosses a neutral
stability boundary and goes to the right hand side. The condition for
excursive stability, i.e.,ZEe (o) < O , has also been checked in each
region. For clarity of presentation, only the first neutral stability
boundary, i.é., the system stability boundary, shall be shown hereafter.

In Figure 21, the stability boundaries for both cases I and 1I,
corresponding to the set number I, have been shown. It can be seen that
case II predicts a more unstable system than case I. This is due to the
fact that, in case II, the non-zero positive value of 4{; adds to the
fluctuation of the boiling boundary which has a destabilizing effect on
the system. Another interesting feature observed in case II is that, at a
higher subcdoling number, the second neutral stability boundary overtakes
the first neutral stability boundary and becomes the system stability

boundary.
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In Figure 22, the results of the non-equilibrium theory (both
cagses I and II) are compared with the latest equilibrium theory of Ishii
[2,19). The simplified criterion of Ishii [2], which is valid only for a
high subcocling number, is alsce shown. For the case of zero inlet sub-
cooling, where the system is under thermal equilibrium, the prediction of
the non-equilibrium theory coincides with that of the equilibrium theory
as expected. As the subcooling number increases, the non-equilibrium
model starts to predict a more stable system because for AE'SuL'( ALA s
vapor generation still starts at the inlet of the heated channel which
implies that there is no time delay in the single-phase region (in fact,
there is no single-phase regiom at all). As the subcooling number in-
creases beyond a certain value, the non-equilibrium model predicts a more
unstable system because the region occupied by the two-phase mixture is
longer than that under the equilibrium model. It can be noticed, however,
that, like the equilibrium model, the non~-equilibrium stability boundary
is also almost parallel to the constant equilibrium exit quality line at a

high subcooling number.

VI-2. Comparison with Experimental Data

In Figure 23, the experimental data on the onset of flow 6scilla-
tion corresponding to set number I are compared with the present non-
equilibrium theories (both case I and case II) as well as with the equi-
librium theory of Ishii [2,19]. 1In Figure 24, the non-dimensional fre-
quency of oscillation obtained from experimental investigation is compared
with the predictions of the non-equilibrium as well as the equilibrium
and (& for sets I through VII are

theories. The values of N N

gub’ “pch,eq’
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 tabulated _in A_ﬁpendix ¢, It can be seen_ from Figure 23 -that_,'.ullg-
whole, the non-equilibrium the‘o.ry with A=o0, 1. e., case I, @fedit'té -
results which are. conservative but in closer agreement with the system
_'stabilityjboundary formedzby=the experimantal data. The equilibrium
' theory.of'Ishii is more conservatiue at-low subcooling numbers snd is

"-unsafe at moderate-subCOolinéfnumbers. On the other hand the non-
' ' 'Ac.aq,
i
- servative at every subcooling number, From Figure 24 also, it can be

equilibrium th‘-eo’ry withJIL"-l'._i“' , tee., case II is very con- |
seen that the non- equilibrium theory withrdmf'o predicts the frequency
of: oscillation best.

To check the above findings further, snother set of edcperimental
data (set number V) is. compared with the non- equilibrium as well .as the
equilibrium theories_in Eigures 25 and,gﬁ, HFrom.these figures, it:can -

: .be Seen that- the-'nor'i-equilibrium theory with Jlf’-’o -is again _the hest'
choice for. predicting the system stability boundary. This dmplies that
it is more appropriate to assume that, in the trsnSLent case, the local |
subcooling at the boiling boundary does not. change due to a small per-

H.turbation' in’ 1n1et velocity. ' It _should aISO- be kep-l: .in mind- that, for
density wave oscillations, where the frequency of oscillation, £, is on
the order of dt/t the characteristic Strouhal number (wad&)/\S, s

._is not negligible compared to unity. Therefore,'one cannot a priori ex-

B h.tend the conclusions derived from steady state data to the non-steady

situation.; _ L |

.; The effect.of system pressure is shown. in Figure 27.. hlthough the
: experimental data show slight variation in the stability boundary, the

theory does not predict any change in the chosen stability plane. _It_
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should be noticed, however, that the higher the pressure the higher is
the value of exit quality at the onset of oscillation,

The effects of the inlet and exit restrictions are shown in Fig-
ures 28 and 29, Like the equilibrium model, the non-equilibrium theory
as well as the experimental data indicate a more stable system when the
inlet throttling is increased, as shown in Figure 28, Om the other hand,
the models predict a more unstable system as the exit throttling is in-
creased {see Figure 29). The experimental data corresponding to set
number VII, however, indicate a more unstable system only at lower sub-
cooling number and almost no change at higher subcooling number,

The effect of flow Reynolds number is showm in Figure 30. Although
there is very little difference in the theoretical prediction, experimental
data show significant change with respect to the Reynolds number,

One common feature can be observed from the experimental data pre-
sented in this section, As the subcooling number is increased beyond a
critical value, the stability boundary formed by the experimental data
always bends towards the right hand side from a constant equilibrium exit
quality line, This trend has alsoc been observed in other experimental
investigatiops (for example, see Solberg's data as presented in Figure 25
of Reference 2), The theoretical prediction, however, remains almost
parallel to a constant equilibrium exit quality line, i.e,, the onset of
flow oscillation according to the theory takes place at a characteristic
equilibrium exit quality.

Two possible aspects can be examined for this discrepancy. First,
the two-phase friction factor is actually a function of vapor void frac-

tion which increases along the length of the channel, In the theoretical
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enelyeis; the. friCticn factcr'is:taken tc be a.constaﬁt. However, accord;
ing to the analy31s of Ishi1 [2], the frlction factor has very 11ttle in-
: fluence on the system stabllity boundary at hlgh subcooling number.
'Secondly, from the flow regime diagram on page 15 of Reference 5, 1t.is.
.found that, at the onset of flow oscillation,_the flcw pattern at. the

S exit is annular for all cases reported here. In the analys;s, however,

] weighted mean vapor drlft velocity correspondiné'tb the bubbly chnrn
flow has been;used. Due to higher reletine velocity between the phases,
the vapor'drift Velccity in the annular-flow'regime can_be-much higher
than the value taken in the present analysis. Ishii'[2}'showed'that the
.vapor drift velocity has a stabillzing effect on the system._'inerefore,
it-is_epparent:that_the hlgher valnes;ofrtheuvapor erft'yelqcity_in_the'
_ectual_systen'canee.the data toﬂben§ tcwerds:tﬁe right}haanside.fron:a

cqnstant equ;librium exit'quality line,
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CHAPTER VII

SIMPLIFIED STABILITY CRITERION

In addition to the rigorous computer solution presented in the
previous chapter, it is desirsble to have a simplified stability cri-
terion that can be used for preliminary estimation of the stability
boundary, The simplified criterion of Ishii [2] used in the previous

chapter for comparison with experimental data is expressed by:

C ff
SN - 2[""":&'{"'"&] 7.1)
x‘e,e% £ T peh,e sub " ’
% v L [Cumd
t+ 2 25 *2keJ
h

The above criterion predicts that the onset of flow oscillation
occurs at a constant equilibrium exit quality condition, However, this
criterion was derived for high subcooling number (Nsuﬂ>'ﬂ') and, there-
fore, cannot be expected to show good agreement with the experimental
data at low subcooling number, This is why the above criterion predicts a
very conservative estimate of the stability boundary at low subcooling
number, as shown in the previous chapter, Therefore, an additional simple
criterion, particularly for the low subcooling number, should be of great
help for preliminary estimation of the system stability boundary. Such a
criterion shall be developed in what follows,

As mentioned in section VI-1, there is a bagic difference between
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the equilibrium and the non-equilibrium models at low subcooling number,
In the equilibrium model there is a single-phase liquid region, i.e., a
time lag Tﬁz , 48 soon as the subcooling number becomes greater than
zero; whereas in the non-equilibrium model there is no single-phase
liquid region, i.e., no time lag Tj; , until the subcooling number is
greater than _A_?__ %f}

> . This is the reason why the non-equilibrium
model as well as the experimental data show 2 more stable system at low

3

subcooling number compered to the equilibrium model.
From the criteria for the point of net vapor generation, i.e.,
equations (4,18) and (4.19), the corresponding critical subcooling num-

ber, (N

heated channel, i.e,, » is equal to zero, can be given by:

sub)cr’ below which vapor generation starts from the inlet of the

[
(Ngw)oy = 0.0022 FPe (-E-:-[) NpCh,e_q, (7.2)

for Pe < 70,000

and

_ Ac
(Ns“b)c.'r = |54 (-E—}"I') NPCh,etg, (7.3)
for Pe 2 70,000

The above criterion for the critical subcooling number is showm
in Figure 31 along with the experimental data for set number I, simpli-
fied criterion of Ishii and the prediction of the non-equilibrium model,
It can be seen that, once the equilibrium phase change number correspond-

ing to the zero subcooling number, i,e,., (NPchJeﬂb)a , 1s determined, say
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sub

»
- = = =~ Non-Equilibrium Theory (A= 0)

Set No., I

=== Simplified Criterion of Ishii
-

L 4

sub’cr Equation (7.3)
1 .
0 2 4 6 8 10 12 14 15 18 N .
nehi,eq
(NPCh»eQ)

o

Figure 31. Critical Subcooling Number and Construction of the Simplified Stability Critericn

971
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by running the computer program INSTAB for Nsub equal to zero, the

following algorithm can be used to generate a simplified stability

boundary:
1. Determine (Nsub)cr corresponding to (Npch,eq)o using equation
(7.2) or (7.3).
2. Np.::h,eq = (Npch,eq)o for Nsul:u < (Nsub)cr 7.4
Co &
2[k- + —— "'ke
30 Ny o = N, + —=——2Dn J— 7.1
pch,eq, Sub i +I ‘mff .2k
2 L2pr T e

The construction of the simplified stability boundary is shown in
Figures 31 and 32, It consists of three parts:

for

1. A constant equilibrium phase change number (NP )

ch,eq’o?

<N .) , i.e., the part AB,

N=.=xu1:> sub’cr

2, A constant subcooling number, (Nsub

)

op? i.e., the part BC, and

3. A constant equilibrium exit quality line, equation (7.1) for

2N ) , i,e., the part CD.

N sub’cr

sub

An alternative, at the same more conservative, stability boundary for

Nsub < (Nsub)cr could be the straight line AC, as shown in Figure 32.
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sub

ABCD - Simplified Stability Criteriocn
Set No. IV

} ACD - Alternative Stability Criterion

UNSTABLE

peh,eq

pch,eq)o

Figure 32, Construction of the Simplified Stability Criterion

8%l
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CHAPTER VIII
CONCLUS IONS

The following conclusions can be drawn in the context of the
present investigation:

1. The point of net vapor generation in a boiling channel with
inlet subcooling depends on local conditions--thermal and hydrodymamic,
For low mass-flow rate (Pe < 70,000) the point of net vapor generation is
governed by thermal conditions, whereas for high mass-flow rate (Pe >
70,000) the point is governed by hydrodynamic conditions. A new corre-
lation has been found which can be used to determine this point accu-
rately for all mass-flow rates,

2. A constitutive equation for the mass rate of vapor formation
per unit volume has been derived for the thermodynamic (thermal) non-
equilibrium region, i.e,, the subcooled boiling region. This equation,
together with the new correlation for the point of nét vapor generation,
can be used to predict the true vapor quality and the true vapor void
fraction in a boiling channel.

3. The effect of thermal non-equilibrium has been incorporated in
the transfent analysis of a heated boiling channel with inlet subcooling,
Using the small perturbation technique, a system characteristic equation
in the form of a seventh order polynomial with three time delays has been
derived,

4, The system stability boundary including the effect of thermal
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non~equilibrium predicts a more stable system at low subcooling number,

and a more unstable system at high subcooling number when compared with

the latest equilibrium theory of Ishii.

5. Experimental data on the onset of flow oscillation have been
obtained from the boiling loop described in Chapter II, Comparison of
these data with various theories indicates that the non-equilibrium
theory (assuming no change in local subcooling at the boiling boundary)
predicts the system stability boundary better than the equilibrium theory.

6. A simplified stability criterion for low subcooling number
has been developed which can be used for preliminary estimation of the
system stability boundary along with the simplified criterion of Ishii

for high subcooling number,
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APPENDIX A

COEFFICIENTS OF THE NON-DIMENSIONAL CHARACTERISTIC

EQUATION (5.203)

<
il

—ALCy ¥ S+

b=
1

;2 E 2 »*
X SJ.C C, — 44, Cz+6‘3-3£cC‘+C7+C8
3 2 % 2
D, = -2£7C; +5L C, —44 ¢, +G + 28, ¢,

- 34 c7 - ZL:CE +Cy + G +Cy

3 2 x 2 2
Do = — 20 C, + BT Cy — 4L ¢ +Cs 2L <, + L,
LS o
3 2 »Z n
D, = —247C, +5 ¢ =4k G5 + 200G L Gy
£c, -36¢C, —24 C,~t"¢_+C, +C
— 2L, Cyy — 3L Cpy c T4 c 15 /3 17
3 2 2 2 »
D, = -2 ¢ + 5 G+ 20T C L Gq= L€, =34

7



3 2
D = —24 ¢ + 24 Cpy

8

where ¢ o — A" (1+ g (A*) o3

C, =T *—*F o (4R ) = £,04%) 2 o
AL ("“”“)ff“ DINCTS

ﬂJf al” * ~ % [ax
o C‘(X) {Lc \/;\;'m (‘{f—\ﬁ\—)}

*1 l3 had L d
et o) (o)L {30007 207

¢, = 2(k *%%: *ke) = 2 A, (14ke) = (+Ygi) In G

2

_' « » 42
+ (V) AT & D’“Ck,cb -w et ]

1, ™
CmQCD* [Al t;(2-4A3) + Uy (H—’Z 5 ) AL

- ein 1*4}]4_ ™D -f 2 (1-242) (1-3,)
€= ~2(+k)lc + =% {xmc,‘w-i-l ./L*}

+t;’32'£—;i—[—41* ¢ B (!+2v* {A e LA 1’4}]
h

(continued)
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__.m.ﬁt_u (1-3%)

2py
. gL
CS - -*
.fl.
* * »Z %
¢ = —A, (:+V%3)A* G Cucp

¢ =(1+vg ) (1= & LX) InChpe * (1+%) £ A, e

G f o A A et Y
G = 25; n (v ) A AL (G
* x ¥
Cy = "(""V;j)": L"'C:,DE + (1+55) 4 Ch e
{ | } (|+ke)(!+2\/§)1:(| -(4,)
AR + >
+ L ) Ck ch :CE (|+V3))

Ch\,.b -'F-[- (l+2_m) * " [ -
+ 2 (o) L (-1 JL,)( es)

6 v,j (1- zc,w) 2 O-A)
(1 +va‘j*)

+

4 » »* * * S
- I g () € A ()
h

Cy = =) € (1= A

<
€, = (1+vg) L&
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¢ = _(|+ke_)(l+2Vﬂ?) (:2 - j:i{._'.__ - .._'._.._}

» »*
I3 (+ ) Bg C,o0 Sk, ce
= -
g (=47 A7) Cmp % (1+2) 1:2('“7\;1.)

— — >
,\ef:“ c:jcp Q:Dh (l+V;:°l)

< lmp B o
4 ?.b: f

o
1

2
(l -+ 2\/;5) L: (CIJCD)

E + - ” x a* *
Co = - CEade 5 (o0 £ (- €4 G

P p— i 2%
Cp = 2D) Sy (1r2vg) L C g,

* fpa\E
.. 9" &)

w— P %
7 Vi Ci,cp

g
®
W

CI8
*
D = —4L Cg +Cy +C,,

2 = *
= 50, Cig — Al Cg +Cppm 34 Cpp + Cpy €y

o
|

kS 2 * 2

*

""31:‘323 = 2f Cpy+Cpo+C +C

24 % 37
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2 P
i F L C
D. = - 2123«1'9 FEL oy = 44 Gy + 28 Gy ¥ A Caq
3

- — * + C + C
—2; Cpe — 3L €y — 24, 627 28 29

2 -2 *zc
D = —ZLZBCZO + E‘CC Czl + Q'LC- CZG + lc' 27
4
- L: C?»B -— 3”’6- 67—9
- 2
-3 *
D = =241, C, -+ 2£c C,29
s

where *) 2 A*z 1*3
Clg = (I-I-V%J 3 ¢

* R Y —-—--——--‘d*Atﬁ t:—J“Hl(‘:JE)}
Cy = (#5)n Coge = ()N &+ sty

ya 3 .5
NI (+2g {2 A 3+ 2R
h .
* ;2
g A* L
CZQ — ‘2(|+ke) “'C. %}: ( E,C.D) v$i
-— * ‘.2 - » * - *2_ "2 *4}
Cme fi— at L — Come & ‘E{_‘ (i+ ZV?j){A L +'!2.'A A
<+ " Q_D:
2Dy
4 S oo (1-37,)
2D;
C'll = - C5

2 &
C,, = O *'Va;) VY Cy,en
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Cypp = (+V5) & tnC . — O+%53 ) 42 S o

Cop Fp = P R T
Cog =~y VA (+2) A 127 (Cen)
h
Cos = —Cpp
(+ke)(1r2Vg)) o2, TAS {J _ ! }
- — » -*
26 (1+vg7 ) ¢ Vi (Cker Sk

+

=

- 2 2
Cas 5y (12 g2 (-3, ) o D 2E

2, (Vg (+v})
Cop = -Cu
Cas = — Cic
Cop = = Ciy
Dle = Cao M C3q
Dl? = 4L G+ Cyy T 34 C34 *Cas T Cu

2 . » _
Dlg =5 C,— 487 Cyy + C3p 2L, Cyy — 3L G5

« .
—2L G + C37 + (g + 3
3 e »* ¢ + ZI’QC
D'9 = "2/{: CSO + sltc CBI - 4“@ C32- + 33 (= 35

{(continued)



*
*

2 * * -
+ 0 Cyy — 247 Cuy — 3o €y — 2he Cyp Lo Cy3

+ Chg + Cys

2 3
.3 2 - .
b, = -l Gy 5L Gy 24 Cy + 4 Car
»
3 +2°0 ¢
D, = —2L (3 c ‘a5
where

3 »*

s L2 (1-2Cp ¢ )C* A AT AL
— . k,cg e
T ()

2
» : 3 * A’- 't“
- (+ke)(1+2Vg;) LA C:cs + g_/l_:* -
Gy (+vg) ¢ ’ Vs

gt ('“QCECE) NP sy
L e CiCE o
+ 6 Vi (1+vg;) “
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* » '2- L] o »
(i 2V3J) ﬂ*f-'-/\- + € Ve Chee (1=2%ed e

Ci = ~Cs
® * £ 'I-Q' C*
C34 = (|+V3])JL° A '{c k,CE
* »* » C*
c35 = —(""Vﬂj ) ’{c s k,cE

' 2
c36 = -—CS (C:,DE)

O+2%
Cow = — (1+Va YL Cp .. — (1+ke (=) G e
37 ( ‘3.)) ¢ VR, CE )(I Vej
2 {1-2¢
P3 ;) (I kICE) k bE c (l ‘t -A-o)
(1+ \/‘.3J
L 3
Cig = — Cpo (C")DE)
Ciyp = = Cu Cine
-
C4o = -—.ClQ. Ck,DE
L I - *
14+ 2V * % ‘Cc O""’(c"A-o>
c. = (+ ke).(_..._ﬂ_x Cepe ¥ 57 o=
4 (i + VSJ ) $i K,eD

%, w2 (]—25:,.;5) 1*2- C*
+ (3 Vs ¢ Tk,DbE
3 G+ V™)
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D,

23
by

25

o,

'Dzs-.

= I_ Gy (C DE)
=T Cis (Ck »s)

== Crc".' (C:,ms) o

.-_C,y,

Coc ™ Cag

= -4 ¢, +'c4'7- 30 Cyg +Cysp +Coy .
=51 Cy =M Gy + g + 280Gy — 3 ¢

50

— 2l C5p + Cgy + Cgg + Coq

a L. L . .
.-"_"""'_2‘: ._645 + -51: qu'-""‘“c c43 +_2[:_ Csd"'i: CSI_

— 24, C5p — 3L, Csa - 2 Coq +Cg t Cg

= — | c47 +54 g + 24, Cysy +_ £: Ceq

el + 2 O
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t-2¢C
- (.+ke)<'* 40D (0 e 6 U RN LG

(i+ 3.) (|+ Va‘])
» b 4
(.w.vm)l o g"Ax L
== (k) 70 b Chee T
(I Va") i
* ‘9- (I-ZC,:cE) C: . £**
N 1+ )
= C5'
2
= ""(H'Vw)A L Ci,cs
= (1+Vg ) Lo Cxce
2
= = Cy (C:)DE)
= - C4D

» 2 (1=2Ckce
(H-Z.V )’e C P » 5
= — (I+k k,DE 8N (1+vl
( e)——j"‘(,%j) Gevgl) ©
= —Cq
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The useful identities are:

by + D, = 0
D:s""DaaEO
D, + D =0

and

because

O
)
+
éﬁ
+
uf\
W
_f.
Arﬁ
oo
it
=)



APPENDIX B

THE PROGRAM "INSTAB"

B-1, The Flow Diagram

START

P
s

Read the input data, i.e.,

s ki’ ke, Refs, maximum Ais

geometrical parameters,
liquid and vapor properties

ub?

Calculate Veir f_, Pe, ng

f’

Set N and AN
su

sub,max b

Nsub =0

Set N

Select 4N
pch,eq
AQ
Npch,eq,max Nsub + 93

= A
pch, eq Nbch,eq’ if N

Npch,eq = N51.1b’ if Nsub >0

I
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-

it
Calculate n'eq and q;

< Is Pe less than 70,000?>—-—

Yes No

Calculate ZiA from eq. {4.18)
and, ..Af°= o

Calculate E—i:)‘ from eq. (4.19)
and, -AY, = 0 for Case I

v
A,;f _% for Case II

A= 154
Q L1 NS

o

< Is Ai_, smaller than AL, ? No_
{
Yes
< BT A (liger &
A=0, AL=0 et *-"f"(&’“ 4a)
q’hl Eh
- * . - —
aL =f;_____“i:& <o at= ‘}-———-—“‘ Loy

_]

k.
]

Calculate Af.c from eq, (5.147)

*
and thence, .ﬁc

Calculate all the non-dimensional
parameters and coefficients Ciand Dy
listed in Appendix A

Calculate Z* (c:) by increasing 00*

stepwise at‘}rd etermine the crossover

frequencies w,, where lz*im(ui") |< 0,001,
using Subroutine ROOT

e



Yes

3 &

results

* %
Calculate ZRe(ﬂc) and print out

- A
Npch, eq Npch, eq *

Npch, eq

Yes

7
—.-< Is Ny o 1ess than Ny oo ? >

No

sub sub

N = N + AN

sub

d
AN

Is N less than N
sub

?
sub,max ::>

No

STOP
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B-2, The Listing of the Program

C T+0 PHASE FLOW INSTARILITY “§TH THERMAL NON -EOUIL IBRI1M
DIMFMSTINY FIVAGLSY M) ) : D
COMMON B8 1) o Z THANLE 1067 ) s 300 TIMAG S ROZR L
TTTTTTTTTTTREAL KL GRELLT W LH LAY
READ(95+101) PS,RESKT 4KE 1A
101 FORMATIAF1AL2)
READIS 3142 LFarP s AC NGy ANGY
T102 FORMATIGF15.To2F 1o ate}
READ(S41%) DFNFDENG PR CONDFWISFSTGMA,LH N
TIUA FORMATIEF 12037 +F8asl o
VFI=RE*VISF 7 (DFENF*DI) e
T TTTRF= 0418/ {RE*E0,2) CT C
... XOsOHLE . e
h CMC=2.0
CMD=2.0
FFOTEC/CHFF/T2%XDY .~
FFGDECHDRFF /(2 %xXN) o o o
T UPR=VI SF #CPF /COKOF o T T e e
PE:RE*QQ . . . e e e e = = e me e = = me e

VGJ=1.&I*IG*SIGUA*IDFNF =NENGI /{DENFA%2) 1 *¥%0,25
WRITE(69210) PSSRESPEAVFIWWGJsC ] 4KE

TTTTTZIOTFORVAT {Sx‘szavSTFw PRESSUURE TR FT0 3K 4P RIA 15X s T
125HREYNOLNS AUMSER =1 F12e19/95X%s e
T T 225HPECLET RUMBER =y F1241s755%s
FZSHINLET VELOCITY _ = F 12440303 6HFT/SEC/ 25Xy
) TG25HDRIFT VELOCITY =3 F124433X+6HFT/SFC/ 45X,
525HINLET CRIFICE COEF 23 F124497 25K
TEZEAGUTLET ORTFTCC CAFF ~ 7 =y F 12441

WRITEIG4211) LF HP 4 AT JNH L -
211 FORMAT (SXs25HLEMOGTH OF TEST SFCTICN  =+4F12.1+3X32HFT/ 25X,
125HHEATFD PERIMWETER Sy F12eb633X 0 2HFT 7 9B%s
TT TTUTUZ2SHAREA OF CROSS SECTINN sF1247+3X44HSOFT £95% o
325H1YD. DTAMETER iFlZnﬁv"anZHFT!.ﬁXl_
T T T TR AGRAVITY TACTL COEF T T T R F 1240 e 3N THFT FSEC?)
WRITE(B+2121 PENF»2ENGsCPF«CNNDFsVISF+5IGMALLH

(LR I

22 FORMAT 15X +25HS5ATs LIODUID DFHSITY 2y F 1248 +3% s THLAFZFT3/,5%,
_125HSATs VAPDR DFNSTTY =yF124h 3Ny THLEM/FTI/45K,
TTTTTTTTR225HLIAUID SPECIFIC HEAT =sF12e633% s FHRTI/LOM~F/ ¢5¥ 4
F2SHLIQUIN THERVAL €OMD. 2y F1246s3X2I2HATIH/SFC=FT=€/ 5%,
T T RZSHSAT S LINUINTVISTOS ITY T TS, F 12462 3X s 10HLAM/SECFT 7, 5%
S25HSURFACF TFMSINN o F12.A 33X BHLAMISECZ/45%,
"""" TTE2SHLATENT MEAT ’ 2 F1Z2a0adX s THRET VI JLEN 727 s

T4X +3HSUR s TX » IHPCH 6X 4 SEOMEGA , X bHXLAYDA L 6X 3 3HULC s 7Y 4 2HAC 1 6%,
BSHSTARN 6 X s THRESULTS 4 AX v EHZRTALC 46X o BHZ IMAGC 7 £
XVGJI=VOJ/VF T
_____ T BUBUL R (NENF-RFNGYRSUBMAIDENG#LITY ™~ "7 B
SUBDEL =SUBUL /2240
SUB =i ey ’
5% DISUR=SUHSDFNGF*LH/ IDFRF=DFNG)
T T DELPCH=(NELF=NENGYI/ T A s D*DFMGY oo Ty
PCHMa 5L+ | NEMF=DEYS] JPENG
-2 o L 31 1 e — - o
[F(PCHeLE«'a) PCH=PCH+NELPCH
ST TR OMEGA=PCHEVE T ALE T T e e
OIOvFGﬁ*ﬂC'LH'“E"F*ﬁFMb}!HP*{DENF DEMG))
T T T IR{PE=TOLNC G EY B6ehieb1 T T T T
60 DELIL3D.0NZ22%0#DH*IPF fCONDF
SSUENREE hu ig ORofpRe i F hs
GO TN 62
TTBY DELTIL=IS4%G/IENFRYET) -
NaU.0  Far Casel Nz i54 5 AC n omea.q/(upu w-‘z) Fov Ca.sell
T T e TR EOTSUR=DFLTILITAS T, TL
70 LAvOAED,




T CREDEUE AR (XLCEERD

THUL YLCD=AUNGCRERY T
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N=( W) .
DELL=DENESVE [ RACRD{SUP 7 N*HP )
_ 6o 10 72 . . ol
TL LAMDA=DTNERYF LACH{N] QIR -NEL L 2 {D*HP)
_ DELL=DEFEYF [ #ACHOTLTL /(L %P) )
T2 IFLASSINELLY= e i0ul) RUSBLST73
T3 DuMl=LE-LAavnL

Luw2=ng
DELLC=M M -snRT 002 )

VIR OHNELL ¥ IO T -DELL* 1 - EKPt—DU"IIDFLLl]I

XLC= WFLLCIiFLL
G0 TN Al
XLC=1.n
CTIFEXLCLT . 74
ITFIXLC+nTaled
XLC2=XLC %22

LANEE IR L S
XLC4=XLC %4

TOXLCOS=XLC RRR
 XDENG=DTNO /P ENF
XLAYDASLANDAZLF
XDELL=DFLL /LE

XvEl1z1/PCh
L XCKL=XVFI#{14XVGJ)
ALCO=XLA DA+ XL CoXDELL
CRASXDFLL /{2, C#XCEL)
XAZ=XA*R)D
XA3=XAwn3

CRDE=1+XLOH{=XLCD) /L CKCD*XCKL)

TCKCERCKCHHCKIF
T12aXLADA/XVF]

T34=ALOG(CKNL ) /XLE
TSP=T12+T34

XG=G/( (DMFGAaxpyeLry
_BUM1=SQRTIXA) -

IF(HUMILLF.Na) GO TN 990

BUM=ATANIRUML#XLC /BN ]

" go To 9
900 BUM=XLC

YLCE=ALOGICKCE Y
YLDE=ALCOICKDE)
 Cl==H¥{1+XVG I #{ 2. /34 1%%72%XLCT
T CZET124XOCLLARUM RYF L -8R 14XV G RVLEDHNR L] FXVG
TI-XLC* N a YL DE /L C=XG# ey R L L¥ ¥ LC-a Ny F{XVF[*
BRI VIR R A WA A T IR F A I LSS L P TR EN
CA=2# [ +FFRXLAYDA/ (24XD+XF Y =2 XLORNR [T+ ) =
LAY ARNLC 2+ CEN# (YL CDwx ARXLC2 )/ XVFI+FFCORIXNFLL
AXVE IR 1+20 X VG etn (XA ¥XLL2+0.BRX A2 LCL I +FFG
I1=-XLCD)
Casm2h (T4 P IRl CHXO* (YLONFXLO*NY) SYVFTHPFCO% { ~ )

T2 XS R XA S SR APRXLCL ) ) ~FFON*2, 18X
CS5aXO*XLCsYvFL
Cohz==MEl{ | +XVOI)AXARYLC2HCRCD
CT= 1Ny R 1 =XLCH IRy LI+ 14Xy G I I e CHMRCKCD
T CBE-FFGOEXYE TR 147X YN ) S8 XARXLCR2A{CKCHE*2)
CO={14XVHIIRXLCHICKOI=YLNE X 0#{ =X LCHN1 %1 1/CK
RS Y ETLRE TR RS2 3 IVINEE S TN AR RS I LRV R E A N IR bl
S 201=XLCH ) S XL SRRV AI I AYNENGR (XY GIE R (1=
FEL=XLCEM) /L) 40YGL)
CIO=FFGORXVYF 1% 1428 XyO )WL CRN%(CKCHNED)
Clla={ L +XVC IO 1Y) (8N
Cl2=lY+Xyiid)#xL (2

JVEXARYLC24(T+XVGI1*
XCKLI~FFOCXyYFI*
T+XVGLIIEYLOE+ 1 +XV5J
®XLOR(P~XLCHN)+

AR08 1=XLEMN ) *

NELL*X1 C2+XYFI#
C¥{1=-XLED)

CR-1/CECEI/XVET+

[ EFA RTINS IR
-2HCKCF XL



Cl3m—(L+KF #1424 XVGII¥RLC2/ (1 +XVEI =XGRXLCH [ 1/CKOD=1 /CKEF ) 7 XVYF ]
T1eXGEXLCEL L XLCHN Y S OXVE [ XKD =FFOAN®[ |+ 2% XVGI I RXLC2# (1=XLED b/ 1 1+
ZAVGIT=ANENGHEXVEIRE2 ) [ 1=2%CCCEIV*YLC2 /1) +XVG))
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TTCIUEFFGUAR VR IR 1+ 2RI R LCH(CRCR#2)
ClS==FErDaxyF #1424 X O #XLT* ] 1 =XLCEN) #CRED
CLO=FFON#XVE [ #{ 1+2#XYE X | C2RCKCD
ClP=XO®XL 27 IXVFIRCKCM)

Di1r=Cl

Dr2i==4%x| (*C1+C2+CH

DT E RN LC 2R A X O 240 =X CHC S+ LT HC D

- TTIEMNLCHC T -2 R XL CHC L A=XLCRC IS5 +C164C 1 7

RS E=C 2 T

DI4)=2=2%%) CARCL+O¥XLOPRC2 44X LO* A +CH+2 %Y LC2 ¥ CH=ARNLCHCT=2R XL CH R+

T1094C1u+C 1Y

DIS)=—2¥X L CAXC245%XLCZRCI-4 ¥ LEHCA+C5+2 ¥ XL CZRCTHX(CP2 0B~ 8 XL C# 5

TIZ2AXLCHCTIO-28XLEX¥C11+C124C134C14+015

D06)==22XLCAKCI+HAALCRACU-LWXLCHCS4AXLCINCTHALCINCIN=2AXLCRCLZS
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APPENDIX C

REDUCED EXPERIMENTAL DATA FOR COMPARISON

WITH THEORETICAL PREDICTION

By definition:

.~

AP Sigy,

N ——
sub e 1
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"ze%-c - ‘5';: % AP g

a.,, 4°f
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NPCh: eq

=A$.4i. P

. A, e .
Vs Acdy BE T AT, % 56
# 2n
Table 9, Reduced Data for Set No, 1
Run No. Nsub Noch, eq R eq w*
{per sec)
0T 5 1.477 9,540 3.403 1.540
OT 4 1.688 8,410 3,000 1.483
QT 3 2,171 8§.010 2,857 1.298
0T 2 2,472 5.770 2,058 1.343
oT 1 3.105 6,090 2,172 1.200
0T 9 4,131 7.350 2,622 0.866
OT 8 4,975 8.210 2,928 0,759
oT 7 5.517 9,200 3.281 0,652
OT 6 6.120 10,370 3.700 0.568
0T 10 7.025 11.800 4,209 0.497
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Table 10. Reduced Data for Set No, II
Run No, chv zwn#. eq 0 eq 81
(per sec)
oT 55 2,080 5.459 1.862 1,513
0T 54 2,380 5.776 1.970 1,381
OT 53 2,750 6,155 2,100 1.298
OT 52 3.130 6.664 2,273 1,119
0T 51 3,580 7.037 2,400 1,010
0T 59 4.970 9.312 3.176 0.671
0T 58 5.510 10,432 3.558 0.652
oT 57 6.070 11.342 3.869 0.569
OT 56 6.500 11.891 4,056 0.518
OT 60 7.400 13,158 4.488 0.454
Table 11, Reduced Data for Set No, III
Run No. N sub zvnd. eq S eq w"
{per sec)

OT 73 1.079 10,650 3,952 1.450
OT 72 1.462 %,650 3.581 1,352
oT 71 1,985 8.700 3,229 1,188
oT 77 2,820 6.830 2,535 1,130
OT 76 3.520 7.190 2,670 0.984
0T 75 4.250 8.276 3.070 0.810
OT 74 4,980 9,2%0 3.450 0.694
OT 80 5.290 9.430 3.500 0,645
0T 79 5,990 10.220 3.793 0.583
oT 78 6.510 11.020 4,090 0.528




Table 12, Reduced Data for Set No, IV
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Run No, N sub Npch ,eq s eq W
(per sec)
0T 15 1.780 10,850 3.870 1.280
OoT 14 2,020 9,410 3.356 1,418
0T 13 2,533 8.870 3.164 L.267
0T 12 2.955 8,140 2,903 1.027
0T 11 3,166 8.796 3.137 0.959
0T 19 3.860 8,210 2.928 0.880
0T 18 4,492 8.860 3,160 0.797
0T 17 5.125 9.520 3.395 0.700
0T 16 5.670 9.990 3.563 0.646
OT 20 6,633 11,610 4,141 0.520
Table 13, Reduced Data for Set No. V
Run No. Rsub Npch,eq Jl‘eq w”
{per sec)
OT 25 1.600 6.548 1.724 1.970
OT 24 1.869 6.907 1.819 1.838
OT 23 2,382 7.266 1,913 1.616
0T 22 3,015 8,056 2,121 1.385
0T 21 3.560 8.500 2,238 1.115
OT 29 3,680 8,690 2,288 1.052
OT 28 4,583 9.940 2,617 0.862
oT 27 5.370 10.930 2,878 0.716
OT 26 - - 5.940 11,980 3,155 0.692
0T 30 6.844 14,050 3,700 0.561
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Table 14, Reduced Data for Set No. VI
Run No, sub Npch ,eq e X eq ' o
(per sec)
OT 34 1.870 10.560 5.726 0.952
OT 33 2,170 8.500 4,609 0.944
0T 32 2,470 8.095 4,389 0,931
0T 31 2.864 9,188 4,982 0.823
OT 38 4,070 10,054 5.452 0.639
0T 37 4,764 10.711 5.808 0.570
0T 36 5.310 11,685 6,336 0.511
OT 35 5.520 11.904 6.455 0.435
OT 40 6.390 12,727 6,901 0.384
0T 39 6.750 13.203 7.159 0.361
Table 15, Reduced Data for Set No. VII
Run No. sub Npch,eq I o S
(per sec)

0T 45 1,210 7.610 2,714 1.496
CT 44 1,630 6.029 2,150 1.558
OT 43 2,140 5,299 1,890 1.450
OT 42 2,502 5.566 1,985 1.322
OT 41 2.985 5.838 2,082 1.140
0T 49 4,250 7.482 2,670 0.753
0T 48 4,79 8.431 3.007 0.656
0T 47 5.520 9.521 3.396 0.540
0T 46 5.940 10.050 3.585 0.505
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APPENDIX D

UNCERTAINTY OF THE EXPERIMENTAL DATA

From Chapter II, the uncertainty bands for the temperature, flow,

and power measurements are:

jn)

Inlet temperature + 1°F

Inlet flow (for the flow range * 3% of the
reported in the present measured flow
dissertation)

Input power t 47 of the

measured power

The method suggested by Kline and McClintock [48] has been used
to determine the uncertainty bands for the subcooling number, equilibrium
phase change number, and the dimensionless frequency of oscillation, W .
For the data reported in the present dissertation, the uncertainty band
for the subcooling number is found to be less thap + 0.1, whereas that
for the equilibrium phase change number is found to be t 5% of the mea-
sured value. The maximum uncertainty in the non-dimensional frequency

rad
of oscillation, & , is also * 5% of the measured value.
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APPENDIX E

REPEATABILITY OF THE EXPERIMENTAL DATA

To check the repeatability of the experimental data, set number I
was re-run after six months from the date of the initial run. The second
set is designated as set number I(b), the results of which are tabulated
in Table 16. The stability boundaries for sets number I and I(b) are
compared in Figure 33. Very good agreement is obtained at low and moder-
ate subcooling numbers, For high subcooling numbers, set number I(b)
shows a slightly more stable system than set number I, but it is still
within the uncertainty band as shown in Figure 33, The frequency of os-
cillation for the two sets is compared in Figure 34, and good agreement

is found except for one data point.

Table 1l6. Reduced Data for Set No. I{(b)

Run No. Nsub Npch ,eq "n"eq w*
(per sec)

OT 104 1.84 7.50 2.68 1.121
0T 103 2.38 6,30 2.25 1.232
0oT 102 2.96 6.05 2.16 1.213
0T 101 3.35 6.70 2.39 1.006
0T 108 3.98 7.60 2.71 0.870
OT 107 4.56 8.50 3.04 0.732
OoT 106 5.07 9,50 3.39 0.662
OT 105 5.58 10.20 3.64 0.606

OT 109 6.69 12.00 4.28 0.474
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Figure 33, Compariscn of Stability Boundary between Sets No, I and I(b) ~
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