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SUMMARY

Flexible electronics is a rapidly developing research field. This dissertation
focuses on understanding the chemistry involved in doping and surface modification
processes on a variety of materials with different applications in flexible electronics.
Particular attention is given to the modification of organic semiconductors and 2D
materials, including graphene and transition metal dichalcogenides (TMDCs), through
the use of redox-active organic and metal-organic dopants.

In this dissertation, new air-stable dimeric n-dopants are synthesized and studied
in detail with respect to the kinetics of both their redox reaction in solution with and
their doping in the solid-state of various organic semiconductor acceptors. Detailed
mechanistic studies are necessary to recognize the strengths and limitations of existing
dimers to inform future dopant design. The newly synthesized n-dopants together with
other redox-active n- and p-dopants are then used to surface modify mono- and multi-
layer graphene, which shows a large decrease in the sheet resistance and tunable work
function over a range of 2 eV. A subset of these molecules is applied to MoS; and WSe»
to realize controllable n- and p-doping, respectively, to improve their electrical
properties. Other experimental techniques, especially UPS and XPS, are coupled with
the electrical measurements to give information about work function shifts, surface
coverage, charge transfer efficiency, and etc. Finally, organic diodes, solar cells, and
field-effect transistors with doped graphene electrodes were fabricated, where the work
function engineering of graphene electrodes via doping proved to be important in

reducing the carrier-injection barriers.
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CHAPTER 1 Introduction

The purpose of this chapter is to introduce the basics of doping in flexible
electronics. A brief introduction to flexible electronics will be described first. After a
discussion of the importance of doping and interface modification in these flexible
electronics, various approaches for doping and modification reported in the literature
will be discussed, together with their advantages and disadvantages. Then, a brief
literature review of the applications of dopants and modifiers in flexible electronics will
be provided. In the end, experimental techniques that can be used to characterize the

doping effects and the overview of this dissertation will be introduced.

1.1 Flexible electronics

Flexible electronics has a long history. Back to the 1960s, flexible solar cell
arrays were fabricated from a single crystal silicon wafer with a thickness down to ca.
100 pm on top of a plastic substrate.>? It has been driven more and more as a research
interest by future promise in energy conversion, environmental monitoring, displays
and human-machine interactivity, and healthcare.® The development of flexible
electronics requires breakthroughs in materials that are not only flexible but also have
the desirable electrical insulating, semiconducting, or metallic properties. Recent
advances on thin-film materials and device fabrication techniques fuel the further
development of this field.*”

The candidate materials used for flexible electronics applications include silicon

(in amorphous, nanocrystalline, or polycrystalline form), II-VI compound



semiconductors, organic semiconductors, and new emerging two-dimensional (2D)
materials such as graphene and transition metal dichalcogenides (TMDCs). Diodes and
transistors are among the most commonly used thin-film devices for digital and analog
circuits, and the mobility is an important figure of merit for these devices, which
illustrates how quickly a charge carrier (electron or hole) can move within the materials
upon electric field. Figure 1.1 compares the charge mobility of these candidate materials
and their flexibility with the data summarized from the literatures.2? Inorganic
semiconductors, such as IlI-V compound semiconductors and silicon, have high
mobility (about 100 cm? V! s but low strain limit, and the crack at low strain will be
detrimental to their electrical properties.'*'>!® Even though they can be flexible when
their thicknesses are down to several hundred microns, this will bring up other questions,
such as cost and scalability issues.'™?? For the content of this dissertation, the discussion
will be focusing on organic semiconductors, 2D materials, and carbon nanotubes

(CNTSs), all of which have much higher flexibility.
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Figure 1.1 Mobility and strain comparison of candidate materials for flexible
electronics. Data taken from literatures.®-2°

Thin films of organic semiconductors (small molecules and polymer) have been
explored for flexible electronics applications.”??° They are light-weight, can be
synthetically modified, and allow low-temperature processing. As the examples shown
in Figure 1.2 for representative n-conjugated polymers, they were initially studied as
conductive and semiconductive materials, followed by research on integrating these
materials into organic electronic devices such as field-effect transistors (OFET),
electrochromic displays, light emitting diodes (OLED), sensors, and organic
photovoltaic (OPV) devices. Single-crystal OFETs have relative higher device
performance than organic thin-film transistors, and the reported benchmark values of
carrier mobility (20-40 cm? V! s1) are one order of magnitude higher than those of
polycrystalline organic semiconductors.3>3® There are several demonstrations of

organic thin-film materials fabricated on flexible plastic substrates, for the transistor,>*
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Figure 1.2 Chemical structures of representative m-conjugated polymers: PA, PPy,
MDMO-PPV, PITN, PEDOT, and P3HT.

More recently, two-dimensional (2D) materials have been the focus of interest
for conventional semiconductor technology and flexible electronic applications. 2D
materials are atomically or few-atom thin, layered crystalline solids with intra-layer
covalent bonding and inter-layer van der Waals bonding, enabling exfoliation into two-
dimensional layers of single unit cell thickness.® They are the thinnest unsupported
crystalline solids, possess no dangling surface bonds and exhibit superior intra-layer
transport of fundamental excitations, such as charge, heat, spin and light.5434°
Graphene as the first 2D crystal received widespread attention and exhibits excellent
optoelectronic and mechanical properties;* but, it lacks a bandgap that limits its use as
a semiconductor. Even though band gaps can be engineered in graphene using various
methods, decrease of mobilities are observed in many cases.*’*° In contrast, several 2D

TMDCs possess sizable bandgaps around 1-2 eV, with promising applications in new



FET and optoelectronic devices.®* Although TMDCs have been studied for decades,
recent advances in nanoscale materials characterization and device fabrication have
opened up new opportunities for 2D materials in nanoelectronics and optoelectronics.
The expanding family of 2D materials, currently includes 2D crystal graphene,*>
TMDCs,*3%%2 diatomic hexagonal boron nitride (h-BN),?*> and new emerging
monoatomic buckled crystals termed Xenes, which include silicene,>*>® germanene,>®
and phosphorene.>”*® These atomic sheets afford unmatched combinations of both
desirable device physical properties in a variety of material categories (including
semiconductors, insulators, transparent conductors and transducers) and mechanical
properties that are commonly accessible on soft polymer substrates.

Carbon nanotubes (CNTs) are suitable candidates for flexible electronic
applications, they can be either transferred or directly solution-processed on flexible
substrates. They can be either metallic or semi-conducting, depending on the "twist" of
the tube (detailed discussion will be presented in Chapter 3). Moreover, they are light-
weight, flexible, and chemically inert under many conditions. Their tunable intrinsic
carrier mobility, conductivity, and mechanical flexibility allow them to be used as both
the channel material in FETs and as transparent electrodes.® Single-wall carbon
nanotubes (SWNTSs), for example, have enabled flexible transparent OFETs with
mobilities comparable to that of a-Si:H TFTs.5%

Except diodes and transistors, other possible market products for the flexible
electronics can be categorized into the following five groups: (1) lighting, such as LED

and OLED:; (2) photovoltaics, such as organic solar cells, organic tandem solar cells,



dye-sensitized cells, and the new emerging perovskite cells; (3) displays, such as liquid
crystal displays, OLED, and e-papers; (4) integrated smart systems, including sensors,
actuators, electronic textiles, and sport fitness/healthcare devices; and (5) electronics
and components, such as batteries, antennas, and interconnects.®! For the contents of
the dissertation, doping and surface modification studies for organic semiconductors
and 2D materials with their applications in field-effect transistors and organic solar cells
will be discussed, and their operating principle will be mentioned in the corresponding

chapters.

1.2 Doping and interface modification fundamentals

The fundamental properties of thin-film materials and the quality of device
interfaces give rise to inherent device performance limitations. The breakthrough in
classical silicon technology came when the conduction type was no longer determined
by impurities but could be controlled by doping. Doping of inorganic semiconductors
have been extensively investigated and are well understood.52% Until now, most of the
new emerging materials with possible applications in flexible electronics, such as
organic semiconductors and 2D materials, are usually prepared in the pristine form,
despite the need for tuning their electrical properties to realize certain functions. The

following section will discuss the basic concepts of doping and interface modification.
1.2.1  Electronic band structure

In isolated atoms, the electron wavefunctions (i.e. orbitals in the one-electron
approximation) lead to a series of discrete energy levels. In molecules, the atomic

orbitals combine to form molecular orbitals. In solids, the combination of atomic



orbitals can lead to the formation of electronic bands, with lower occupied (or upper
unoccupied) band reflected to the valence (or conduction) band. An energy gap, the
band gap, appears between the valence and conduction bands in the case of
semiconductors and insulators.®*

The probability of a certain energy level being filled with an electron is
governed by the Fermi-Dirac (F-D) distribution. The F-D distribution function can be
expressed by:

. 1
Equation 1.1 fo(E, T) = —=rprmpr

where kg is Boltzmann's constant; T, the absolute temperature; and E¢, the Fermi energy
or chemical potential, and often referred to as the Fermi level. The location of the Fermi
level is closely related to many electronic properties (including the optical, electrical,
and magnetic properties). Figure 1.3 shows the F-D distribution function versus energy
E at three different temperatures. At absolute zero (T = 0 K), fo(E) = 1 for E < E¢, and
fo(E) = 0 for E > Ef, which means that the probability of finding an electron on a level
with energy smaller than the Fermi energy is equal to unity, and there is zero probability
of finding an electron with energy greater than the Fermi energy. At T >0 K, fo(E) =0.5
at E = Er; some of the quantum levels below Ef become partially empty, while some of

the quantum level above Er become partially filled.®®

The valence and conduction bands are more relevant for the electronics and
optoelectronics properties.®® Whether or not there are electrons in the conduction band
is crucial to the conduction process: in insulators, the electrons in the valence band are
separated by a large gap from the conduction band; in metals (conductors), the valence

band and the conduction band overlap at the Fermi energy and there is no bandgap, as



shown in Figure 1.3(a); in semiconductors, there is a bandgap but, at finite finite
temperature, some of the valence can bridge this gap and participate in electrical

conduction upon thermal or other excitations (Figure 1.3(b)).
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Figure 1.3 Fermi-Dirac distribution function fo(E) at various temperature for (a) a metal
and (b) a semiconductor.

1.2.2  Effects of doping on charge transport of semiconductors

Doping can be used to control the Fermi-level position of the semiconductor,
which is related to the number of free charge carries created in the semiconductor. As
described earlier, the semiconductors are defined as insulators with small band gaps.
Figure 1.4 shows the band diagram of the semiconductor. Different levels, including
conduction band minimum (Ec), valence band maximum (Ec), Fermi level (Es) are also
shown. At finite temperature, some electrons are excited from the lower valence band
to the conduction band, so there are holes in the valence band and the electrons in the
conduction one, which can contribute to the charge transport. Such semiconductor is
called intrinsic. Doping is the process of introducing charge carriers with the impurity
atoms or molecules, which leads to a shift of the Fermi level. Figure 1.4(b-c) shows the

Fermi level position changes for the n-doped and p-doped semiconductors. As the extra
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charge carriers are added into the conduction band or valence band, the Fermi level
shifts based on the density of states and carrier concentrations, and it can serve as a

reference for the doping levels.
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Figure 1.4 Schematic band diagram and Fermi-Dirac distribution for (a) intrinsic, (b)
n-type, and (c) p-type semiconductors at thermal equilibrium.

Doping inorganic semiconductors by controllably introducing impurity atoms
is the basis of the functionality in today’s inorganic electronic devices. In inorganic
semiconductors, doping can dramatically increase their conductivity with low doping
ratios, typically in the range of 107°-1073. In inorganic semiconductors, the overall low
dopant concentrations are critical to retaining high charge-carrier mobilities, because
dopant atoms inevitably act as scattering centers in these inorganic semiconductors. In
the inorganic semiconductor doping process, the hydrogen model could be used to
explain most observations: the host and dopants have the same or very similar electronic

shells (e.g. phosphorus in silicon, or boron in silicon), the release of an electron bound



in a Bohr state around the charged ion core. In inorganic semiconductors, the Ohmic
losses are low, because of the high conductivity of the transport layers. However, in
organics, the low carrier mobility increases Ohmic losses, thus, higher the fields are
needed to drive the currents. The basic doping principle in organic semiconductors are
similar to the inorganic ones, but with few differences: (1) the transport in organic
semiconductors generally takes place by hopping in a distribution of more or less
localized states; (2) the effective mass in organics is much higher, thus, large Coulomb
interaction exists between charge carriers; (3) the host organics and the molecular
dopants normally have quite different structures, which will raise the questions of how
they arrange microscopically. Unlike inorganic semiconductors, the understanding of
the doping process of the organic semiconductor is still rudimentary, further
experimental and theoretical studies of the doping process are needed.

In organic semiconductors, the hopping rate is controlled by the energy
difference between the occupied states and the effective transport level. The presence
of impurities and defects in organic semiconductors lead to the formation of trap states
lying deeper in the gap than the effective transport states, which will hinder the charge
transport and leads to low charge mobility. Upon doping, these deep traps are filled and
the energy distribution of occupied states are raised, thus increasing charge carrier
density in an energetically disordered hopping system will strongly increase the
mobility.8” As shown in Figure 1.5, upon n-doping, the trap states can be passivated at
low doping concentration, and this in principle should improve the effective charge

mobility.
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Figure 1.5 General diagram to depict the trap-filling, and increase of free charge carriers
upon n-doping.

1.2.3  Effects of doping at interfaces

Device function in most electronic devices involves the flow of charges from
electrodes into the organic semiconducting layer, or vice versa. The alignment of
material energy levels of semiconductors with respect to the Fermi level of contacts is
of utmost importance for charge-carrier injection efficiency, and consequently device
efficiency.®® Work function matching of the electrode and active layers allows for better
energy-level alignment in organic optoelectronic devices, thereby decreasing the
energetic barriers for carrier injection, as explained below.%°

To realize the full potential of materials in devices, interfaces between organic
thin films and electrodes, dielectrics, or other organic films is important, as they may
limit charge injection and overall transport through the devices. The mechanisms that
determine the electronic properties of these interfaces, i.e., the relative position of
molecular levels and charge carrier transport states, is an important research topic for
developing reliable device processing conditions.®®’®" When we predict charge
injection barriers at an electrode-semiconductor interface, it is generally assumed that

the hole-injection barrier is the difference between the ionization energy (IE) of the
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organic material and the work function of the metal (®,), while electron-injection
barrier is the difference between the @, and electron affinity of organic film.”? This
prediction is based on rule of vacuum alignment, which is also known as Schottky-Mott
limit [Figure 1.6(a)]. Researchers soon realized that the vacuum levels rarely align, and
the real situation is far more complicated than this. The interface shift between the
vacuum level of two materials, or interface dipole barrier, is the reason for break-down
of the vacuum level-alignment rule [Figure 1.6(b)].%° The intrinsic interface dipole
between unmodified metal and semiconductors, is caused by the electron redistribution
between metal Fermi level and interface gap states to equalize Er in the two materials.
Upon n-doping, as shown in Figure 1.6(c), the Er of the semiconductor is shifted
towards the empty states (ELumo), which leads to a decrease of the electron-injection
barrier (AEeectron) When the electrode and semiconductor are brought in contact [Figure
1.6(d)]. Same principle can be applied to the p-doping side for the hole-injection barrier
(AEnoie). Hence, interfacial doping in semiconductors can promote more efficient charge
injection through interfaces in devices. Doping can largely reduce the charge injection
barrier, and the application of doping techniques in devices has led to improved J-V

characteristics and improved device performance.”"
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Figure 1.6 Schematic energy level diagrams for electrode and semiconductor (electron-
transport material) before (a, ¢) and after (b, d) in contact when the Fermi levels align,
and effects of n-doping on the electron injection barrier (AEeiectron)-

1.3 The state of art for dopants and modifiers

Depending on the intrinsic properties of the host material and the desired device
applications, different modification methods, such as bulk doping, surface doping (or
modification) or a combination of both have been used. For the content of this
dissertation, dopants only refer to the atoms or molecules which undergo complete
charge transfer and form corresponding charged ions. Molecules, which only induce
partial charge transfer and shift the vacuum levels to induce work-function change, will
be referred as modifiers.

Bulk doping incorporates hetero-ions or -molecules directly into bulk hosts,

which directly induces extra charge carriers into the materials and thus may tune the
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Fermi level, and increases bulk conductivity and mobility. In bulk doping, relatively
low doping level is mostly required, because the counterparts of the hetero-ions or —
molecules can also interact with the charge carries to serve as scatting centers, and they
may also disrupt the crystal structure of the host materials. For inorganic semiconductor
doping, it was found that the optimal doping concentration decreases with increasing
particle size. Surface doping (or modification), on the other hand, is depositing dopants
(or modifiers) on the surface of the hosts. Surface-doped molecules create an internal
electric field to drive charge carriers to quickly drift to the surface. For the surface
doping and modification, when the modifier and host substrate are brought into contact
with each other, the surface molecules interact, giving rise to attractive forces that may
be physical, chemical, or electrostatic, corresponding to adsorption, covalent bonding,
or van der Waals forces, respectively. For surface doping where only charge transfer
occurrs without forming a new covalent bond, the doped counter ions, and the substrates
are bonded electrostatically. The surface doping normally will not disrupt the structure
of the host materials, and it can be used to improve interfacial charge carrier transfer.
Physisorption generally occurs in a solid/fluid or a solid/gas system through interactions
such as van der Waals forces, weak coordinate bonds, or hydrogen bonds.
Chemisorption involves a chemical reaction between the surface and the adsorbate, and
new chemical bonds are formed. The typical binding energy of physisorption is much
smaller than that of chemisorption. Thus, when the attachment happens through
physisorption, the molecules may be easily removed via heat, solvents, or sonication,

while the modification formed through the chemisorption is normally irreversible.
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1.3.1 Dopants: oxidants and reductants

The general doping process can be described as in Figure 1.7, where electron
donor or acceptors are added to the materials generating additional charge carriers. n-
Dopants are materials with relative low ionization energy, so they can donate electrons
to the lowest unoccupied molecular orbitals (LUMOSs); while high electron affinity is
required for the p-dopants, so they can extract electrons from the highest occupied

molecular orbitals (HOMOs).

matrix
LUMO

—_— — I
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Figure 1.7 Scheme of doping process for molecular n- and p-doping, where the dopant
acts as a donor or acceptor.

The following sections will summarize different types of dopants and modifiers

based on their doping mechanism and binding types.
1.3.1.1 n-Dopants

Suitable molecular n-dopants are scarce, mainly because a low value of
ionization energy is required for effective electron transfer to most organic electronic
materials, which makes it challenge to design a dopant which has both strong reducing
strength and reasonable air stability.”’

An ideal n-dopant should have the following features: (1) the ability to dope a
wide variety of electron-transport materials; (2) simple electron transfer into the host
materials with no side reactions or minimizing formation of side-products; (3)
formation of stable doping product that does not migrate, and do not act as deep
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electrostatic traps for charge carriers; (5) easy processing; and (6) reasonable stability
for handling in air. Different doping strength is required at different situations: for
ETMs used in OLEDs, which have EA as low as ca. 2 eV,’® strong dopants with high
reducing power are required, but for the purpose of trap-filling, relatively weak dopants
with better air stability can fulfill the role. ETMs used in OLEDs with low EA (ca. 2
eV) are still beyond the doping ability of the dopants that have developed to date.”
Thus, the design of new n-dopants in which air-stable precursors can be converted to
more powerful molecular n-dopants during or subsequent to deposition of the active

layers of a device would be extremely useful.
1.3.1.1.1  One-electron reductants as n-dopants

Alkali and alkaline earth metals, e.g. lithium, sodium, and potassium, have been
widely used as the n-dopants for various applications. For example, the first reported
lithium metal doped OLED devices showed ~10 times higher luminance and increased
current efficacy than the undoped one;”® polymer films of poly(p-phenylene) upon
exposure with potassium exhibited more than 10 order of magnitude higher
conductivity than the un-modified film;® potassium was also used to dope graphene,
where significant work function decrease and higher conductivities were observed.®!
However, the drawbacks of electrical doping using alkali metal are also obvious; their
highly reactive nature, as well as the high diffusivity of the corresponding ions, have
limited their applications.® It has been demonstrated that lithium cation can diffuse up
to 80 nm into the organic materials, and can lead to formation of electrostatic traps for

charge carriers.®®
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Thus, larger ions are desired that may be less prone to diffusion and less likely
to interact with carriers acting as electrostatic traps, although this may also lead to more
disruption of host structure. Molecular dopants with low ionization energy were
identified and used for electronic applications. As shown in Figure 1.8, the common
feature of these molecular n-dopants is the low ionization energy. Cobalt
bis(cyclopentadienyl) (CoCp.) has an ionization potential of only 4 eV. It can shift the
Fermi level of a tris(thieno)hexaazatriphenylene derivative (EA = 3 eV) by more than
0.5 eV toward the electron transport level, and increase the conductivity of the
investigated films by about three orders of magnitude.* The reducing strength of CoCp2
can be increased by introducing methyl groups on the Cp ring to give
decamethylcobaltocene (CoCp*2), which has a lower ionization energy of 3.3 eV (Eox=
~1.94 V vs. FeCp,*'%).8586 Using metal complexes appears to be a good approach for n-
doping in general. Ru(terpy). was reported as an n-dopant with an oxidation potential
similar to CoCp*>; their donating characters were strong enough to dope materials used
in OSCs and OFETs, but was found not sufficient to dope electron transporting
materials used in OLED applications (EA can be as low as ca. 2 eV).8"8 Dopants with
lower IEs were investigated, and the dimetal complexes of tungsten with the anion of
1,3,4,6,7,8-hexahydro-2H-pyrimido[1,2-a]pyrimidine  (hpp), = W2(hpp)s,  were
synthesized with estimated ionization energy as low as 2.7 eV (Eox= — 2.37 V Vs.
FeCp2*©). Astrong shift in Fermi level toward the electron transport level was observed

with the conductivity reaching 4 S cm™ for Cgo.%°
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Figure 1.8 The chemical structures of some complexes used for direct n-doping and
their oxidation potentials. This figure was modified from the literature.*

However, one general drawback of this approach is the increasing instability of
the dopants to oxygen and water for lower IE values, making their synthesis and

handling very difficult.
1.3.1.1.2  Air-stable n-dopants

For reductants that do not have an oxidation potential lower than the reduction
potential of oxygen, the high-energy reductant may be ‘stored’ in a precursor form to
possibly provide air stability. The lower energy precursor can then, in principle, be
triggered to release the high energy intermediate upon exposure to an external
stimulus.®* Figure 1.9 shows some examples of the air-stable precursor molecular n-
dopants. Cationic organic salts, such as PyB*Cl- and DMBI-I can be deposited through
the vacuum deposition, which leads to the formation of the reducing species upon
heating.®>%* It was reported that the conductivity of doped Ceo films reaches 5 S cm?,
which is 108 times the conductivity of the undoped sample.®® However, the doping

mechanisms of these salt dopants are not well understood, and the doping effects
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attributed to the formation of hydride-reduced or neutral radicals during the deposition
of the dopants, without direct evidence.

Neutral hydride donor molecules, such as leucocrystal violet (LCV) and 2,3-
dihydro-1H-benzimidazoles (DMBI-H), have also been reported as n-dopants. They
were used to dope Cgo and its derivatives, where high conductivities were achieved.%®%
They were incorporated in order to improve the performance of various electron-
transport materials in OPVs, OFETs, thermoelectrics, perovskite solar cells, graphene
and CNTs.%192 The doping mechanism of DMBI-H derivatives in organic
semiconductors, especially fullerene derivatives, was studied, which showed a hydride

transfer was involved in the doping process.'%
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Figure 1.9 Chemical structures for the air-stable n-dopants.

Easier synthesis and handling of these air-stable precursors makes them
attractive candidates as n-dopants for various applications such as trap-filling. However,
both cases will lead to the formation of side products, which may disrupt the
conjugation of host materials and degrade device performance. Moreover, role of H
transfer means the doping strength cannot be determined only with the redox potential,

but need to know the H-accepting ability of the host material as well.
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The third class of air-stable n-dopants is dimers of high energy intermediates,
such as neutral organometallic complexes or benzimidazoline radicals, where stable
cations would be formed upon splitting and electron transfer to the acceptor, without
any side-reaction or by-products.’%1% In contrast to previously reported “air-stable
precursor” molecular n-dopants, side reaction and side products of the doping process
are likely to be minimized, and ETMs with much lower EA have been successfully
doped. There are various examples of nineteen-electron transition metal sandwich
compounds that tend to dimerize and achieve the eighteen-electron configuration, such
as rhodocenes, %1% jridocenes''® and some mixed cyclopentadienyl/ arene sandwich
compounds of iron*2 and ruthenium.*31* These dimers normally have reasonable
air-stability, but typically are not as stable as the D-H or salt species. For example, the
oxidation potentials for the rhodocene dimer is about —0.7 V versus ferrocene, and the
oxidation potential of the monomer is —1.85 V.1*° Its doping strength depends on the
dissociation energy of the dimer and the oxidation potential of monomer. These dimer
dopants have been used in organic semiconductor devices and 2D material-based
electronics, where strong doping effects were demonstrated.''®1° Chapter 2 will

describe a similar strategy involving dimers of highly reducing organic radicals.

1.3.1.2 p-Dopants

Strong oxidizing halogens, e.g., iodine or bromine, have been used as the p-
dopants for various organic semiconductors,'?°1?2 graphene'?®!?* and carbon
nanotubes®?®. However, their small size leads to a large tendency for diffusion, and they
cannot provide a thermally stable doped layer. I> doping of polymer is often reversible

because its volatile nature. Moreover, halogens might react with some semiconductors,
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where halogenation rather than electron transfer happens.

Acidic liquids, such as chlorosulfonic acid,*?® HNO3, H2S04,* or SOCI,**
have also been used to modify CNT and 2D materials, where p-doping effects were
observed. However, most of them suffer from thermal and chemical stability problems.
They will also introduce mobile ions into the network, which can easily diffuse and
disrupt the device performance. Similar problems were observed for transition metal
chlorides, such as FeCls'?® and AuCls.**°

Transition metal oxide (TMO), such as vanadium pent-oxide (V20s), tungsten
tri-oxide (WOs3), and molybdenum tri-oxide (MoO3) especially, have been used for wide
band gap organic semiconductor doping. With EA around 6.7 eV determined by IPES,
MoOx can induce a rapid shift of the Fermi level towards the HOMO states and a steep
increase in conductivity when doping 4,4'-bis(N-carbazolyl)-1,1’-biphenyl (CBP).3!
MoOx, has also been used to p-dope CNT,'*2!3 graphene,** and TMDCs.13313%
However, TMOs are only vacuum processable, and have mostly been used as hole-
transport layer in OLEDs'1% and OPVs,*® or buffer layers for semi-transparent
devices. 140141

Molecular p-dopants, as shown in Figure 1.10, on the other hand, could solve
the diffusion problem and form relatively more stable ions. Tetracyanoquinodimethane
(TCNQ) and its derivative tetrafluorotetracyanoquinodimethane (FsTCNQ) have been
the most widely used p-dopants so far. With EA at 4.2 eV and 5.1 eV*# (reduction
potential -0.25 V and 0.16 V versus Fc*/Fc'*®), TCNQ and FsTCNQ proved to be
effective dopants for various organic semiconductors,’®44147 graphene,#®149 CNTs,
and metal oxides.®®*!! The doping behaviors of TCNQ based p-dopants have been
studied extensively. The absorption of the CN-stretching mode of F4sTCNQ depends on

its charging state, thus, the efficiency of charge transfer between the dopants and the
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host materials can be determined.

Molybdenum tris-[1,2-bis(trifluoromethyl)ethane-1,2-dithiolene] [Mo(tfd)z]
and its more soluble derivative molybdenum tris-[1-(methoxycarbonyl)-2 -
(trifluoromethyl)ethane-1,2-dithiolene (Mo(tfd-CO2Me)s have higher electron affinity
at 5.6 eV and 5.0 eV, respectively, have been reportedly used as p-dopants for organic
semiconductors®>'® and graphene.!'® Even though Mo(tfd-CO,Me)s is a weaker

oxidant than Mo(tfd)s, its better solubility allows more choices of processing methods.
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Figure 1.10 The chemical structures of some complexes used for p-doping and their
reduction potentials.

Recently, the Marder group reported using the triarylaminium radical cation salt
as p-dopant for 2D materials doping studies. Tris(4-bromophenyl) ammoniumyl
hexachloroantimonate, which is collogquially known as Magic Blue because of its
intense royal blue color, is a strong one-electron oxidant used widely in organic
chemistry. Our recent work showed that it can be used as strong p-dopant for metal
oxide,*® graphene,*®® and MoS2,*>" where the work function shifts as large as ca. 1 eV

were observed.
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1.3.2  Molecular mono- and few-layer modifiers

Interface modification with molecular mono- or multi-layers, and the deposition
of ultrathin layers of atoms and compounds (sub-monolayer, monolayer and few-layer
coverage) has been extensively researched.!®8% In many applications, monolayer are
preferred, because of their closely packed and well-aligned structures. A self-assembled
layers (SAM) relies on a strong specific interaction between adsorbate and the substrate
to drive the spontaneous formation of a monolayer film.%®! In flexible electronics, they
are widely used to alter the wettability and to tune the work function of surfaces, such
as gold, ITO, and ZnO. They can be formed spontaneously on the surface by being
immersed in a dilute (ca. 1 mM) solution of the adsorbate for an interval varying from
a few minutes to several days, depending on the system. SAMs typically consist of an
anchor group, spacer, and functional end group as the tail. Each component of the SAM
layer can be synthetically modified for the desired property, making it an attractive
approach towards manipulating surfaces.

Other than the self-assembly molecules which are normally chemisorbed on the
surface, an ultrathin layer of polymer or polymer precursors has also been widely used
to modify the surface through the physisorption. Polymers containing aliphatic amine
groups, such as polyethylenimine ethoxylated (PEIE) and branched polyethylenimine
(PEI), have been used to lower the work function of various substrates, including metal
oxides, metals, conducting polymers, and graphene,'®? with WFs decrease as large as 1
eV. More efficient electron injection (or extraction) was observed with improved device
performance in FETs,'%2 OLEDs,!% OPVs,!%* and perovskite solar cells.’®® They also
exhibit good thermal stability up to 190 <C, making them compatible with the
processing of printed electronic devices on plastic substrates (typically at temperatures

below 200 <C).
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1.4 Application of dopants and modifiers in flexible electronics

1.4.1  Applications in organic electronics

Research on organic semiconductor thin films, such as organic light-emitting
diode (OLEDs) and organic solar cells (OSCs), has been accelerated due to their
potential for low cost and large area flexible devices. Key properties of these devices
are charge transport through the thin films either from the contacts to the active layer
or the reversed manner. Thus, the effective charge transport in the active layer and
efficient charge injection are important.

In OLEDs, the doped charge transport layers undergo significant development.
It has been shown that, regardless of the detailed configuration of the OLED devices,
the doped transport layers can lead to superior power efficiency. For example, Xia et al.
showed that the turn-on voltage of a simple bilayer structure can be reduced ca. 20 V
through p-doping.'%® Given that, the organic molecules used in OLEDs are typically
wide-gap materials, doping the same matrix with p- and n-doping would be challenging,
since it requires one of the dopants to possess either a very high EA (p-dopant) or low
IE (n-dopant). Thus, in many cases, heterojunctions are used where the relatively easily
doped materials for p- and n-region can be chosen separately. Harada et al. reported the
use of a homojunction p-i-n OLED with proper choice of dopants.'®” Moreover, it has
been shown that ITO can be used as both anode and cathode in OLED when n-doped
electron-injection layer is used,%® which makes it possible to replace the relatively low
work function electrode materials to solve the air-stability issues.

For solar cell applications, it has been found that low levels of p-doping applied
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to the active layer of bulk-heterojunction polymer/PCBM system can increase the
power conversion efficiency (PCE), mostly due to the increase in the short-circuit
current.’®®1% Moreover, doping at the electron-collecting electrode of OPVs can
increase the efficiency of electron collection. Schulze et al. showed that higher
efficiency heterojunction solar cells can be achieved when embedded between a p-
doped HTL on the anode side and aluminum on the cathode side, which is mainly

caused by the higher field factor and open-circuit voltage.'’%1"
1.4.2  Applications in 2D materials

Graphene, a two-dimensional, one-atom-thick layer of sp2-hybridized carbon, is
a promising candidate for flexible transparent electrodes. As mentioned earlier, ITO is
the dominant material used in transparent conductive films. However, ITO is brittle,
degrades over time (particularly in touchscreens), and thus is not ideal for the use in
flexible electronics applications. Graphene, on the hand, has remarkable conductivity.
Moreover, its high transparency (97% percent for a single sheet of graphene), flexibility,
low weight, and cheap raw material makes it very appealing to use as a transparent
electrode.!”® Stable doping of graphene is needed to further reduce its sheet resistance,
especially for larger area CVVD-grown samples. In Chapter 3, doping of mono- and
multi-layer graphene using various redox-active, solution-processible dopants is shown
to decrease its sheet resistance and adjust its work function while maintaining
transparency. Graphene is a zero-band-gap material, so doping is highly desired for
inducing a gap in graphene for transistor applications. In bilayer graphene, the band

structure is sensitive to the symmetry of the two layers. If the individual layers in bilayer

25



graphene are rendered inequivalent, then a gap opens.**1" It has been shown that the
band structure near the Dirac point of bilayer graphene can be tuned by doping, where
p-doped bilayer graphene can have a band gap as large as 0.43 eV.1’® A detailed
literature review of graphene doping studies will be given in Chapter 3.

Unlike graphene, TMDCs offer a wide range of band gaps intrinsically, which
makes these materials very attractive for a variety of device applications. Controlled
doping can provide a powerful tool for modifying their electrical and optical properties,
and for improving device performance. Alternatively, self-assembled monolayers or
sub-monolayer can be applied to effectively dope overlying or underlying TMDCs
layers. While chemical doping has been extensively used to modify graphene,!%1"
little has been done so far to apply these methods to TMDCs. In pioneering work, MoS;
and WSe; flakes were n-doped using potassium,!’8 but this method suffers from high
reactivity of the dopant and diffusivity of the resulting ions. Recent studies have shown
that the molecular air-sensitive reductant benzyl viologen'’® can also be used for surface
n-doping of MoS,. Cesium carbonate'® and polyethyleneimine (PEI),*8! which are less
obviously reductants, have also been reported to n-dope TMDCs. In Chapter 4,
solution-processed n- and p-Doping of TMDCs with redox-active metal-organic species

will be discussed.

1.5 Selected techniques commonly used for doping and surface modification

studies

Chemical doping and surface modification of semiconductors, metals, metal

oxide and 2D materials can be characterized by various techniques, such as
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photoemission spectroscopy (PES), ultraviolet/visible spectroscopy, atomic-force
microscopy (AFM), electrical transport measurement, transmission electron
microscopy (TEM), scanning electron microscopy (SEM), contact angle measurements
(CA), cyclic voltammetry measurements (CV), and so on. The binding mode between
the modifier and the substrates may be elucidated by infrared spectroscopy, along with
Raman. A brief introduction of some of these techniques is presented below, and

throughout the remainder of this thesis.
1.5.1 Photoelectron spectroscopy

Core and valence-level photoelectron spectroscopy have widely used to study
semiconductor heterojunctions and interfaces. Useful information such as the
composition and electronic state of the surface region of a sample can be provided.
Photoemission spectra measure the kinetic energies of electrons emitted from the
sample, and are displayed in the binding energy relative to the Fermi edge of the sample.
In general, the photoionization process to produce state i of the positive ion (M) can be
described by the following expression:

Equation 1.2 li = hv + K;
where | is the ionization energy.

Photoemission is commonly assumed to occur in a three-step process: 1) the
incoming photons are absorbed by the electrons; 2) the electrons ejected by photons
travel to the sample surface, during which process the majority of the generated
electrons suffer inelastic collisions, and lose some of their kinetic energy; 3) the

electrons are ejected into the vacuum, and their kinetic energies are measured by the

27



detector. In both XPS and UPS, the free electrons generated by the photoelectric effect
have certain kinetic energy, depending on the exciting photon energy, 4v, the work
function of the sample, &s, the binding energy, Es, of the excited electron, and inelastic
scattering processes in the sample. The photoemission spectra consist of two principal
components: primary electrons, referring to electrons which do not suffer inelastic
collisions; and secondary electrons, which represent those electrons that lose varying
amounts of energy. In the photoemission spectra, primary electrons result in distinct
spectral features and peaks which mirror the density of state (DOS) of the sample.
XPS with energy (hv) higher than 1000 eV (Al-Ka and Mg-Ko are commonly
used source lines, with the energy of 1253.6 eV and 1486.6 eV, respectively) can reach
core level. In XPS, the X-rays can penetrate a few microns into the sample, but only the
signal from the top layers (ca. 10 nm) can be detected. These are collected by the
spectrometer detector, which separates the electrons as a function of their Kinetic
energies. These Kkinetic energies, in turn, relate back to the orbital energies from which
they originated. The intensities of the peaks allow one to determine the relative atomic
concentrations near the interface. Given that the chemical environment changes the core
orbital energies slightly, information on the functionalities present can be also be
extracted. Detection limits as low as 0.1% atom concentrations can be achieved.'8
UPS with lower photon energy, whose ionization sources are Ne | (16.6 eV), Ne
Il (26.8 eV) and He | (21.2 eV), He Il (40.8 eV) can only ionize the valence states
typically. In general, the boundary of the binding energy between the core levels and

valence band states can be found around 10-15 eV, levels with higher BE mostly
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represent the core level states, while levels with lower BE contains information about

the valence orbitals.
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Figure 1.11 Schematic of photoemission spectroscopy process on semiconducting
sample, with energy levels aligned with the UPS spectrum.

UPS can be used to determine the work function, which can be calculated by
subtracting the width of the range for the emitted electron (W) (from the onset of the
secondary electrons up to the Fermi edge) from the energy of the incident UV light, hv,

as shown in Figure 1.11. The equation can be expressed as following:
Equation 1.3 om=hv—-W

The UPS spectra for a metal sample is straightforward, since there is DOS down
to the Fermi level, and less straightforward in the case of organic molecules, or
molecular film adsorbed on metal. There are several reasons: 1) charge transfer may
exist at the interface, especially for the system of a strong acceptor molecule with a low
work function substrate or a strong donor molecule with a high work function substrate,

thus, interface dipole will be formed; 2) polarization of the electron cloud attracted by
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the image charge formed in the metal may cause the redistribution of the electron cloud,;
3) interfacial chemical reaction may exist. For example, for the UPS measurements of
different thickness of pentacene on Hf, there is interfacial dipole at the interface

between pentacene and Hf cause the vacuum level shifts.
1.5.2  Electrical transport measurement

In many device applications, the ultimate goal of doping and surface
modification is to improve the electrical performance, such as charge-carrier mobility
and/or conductivity. Doping in principle will passivate trap states at low doping
concentration, thus improve the effective charge mobility. To determine charge carrier
mobility in semiconductors, a number of methods have been employed, including field-
effect transistors (FET), space-charge-limited-current (SCLC), time-of-flight (TOF)
and charge extraction by linearly increasing voltage (CELIV).18318 |t should be noted
that carrier densities under which these techniques are carried out can be very different.
For the content of this dissertation, FET, SCLC, and four-point probe method have been
used to characterize the modified thin films of organic semiconductor, graphene,
TMDCs, CNTs and silver nanowires. A very brief introduction is provided here, and
the detailed calculation methods will be discussed in the corresponding chapters.

FET measures the film mobility parallel to the substrate plane, while SCLC and
TOF characterize the mobility perpendicular to the substrate plane. FET uses an electric
field to control the electrical conductivity of the channel in a semiconductor material.
The applied gate voltage attracts or repels charge carriers to or from the interface

between the semiconductor and dielectric layer, and between the source and drain
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terminals. The density of these induced charge carriers can affect the conductivity of
the film.'®” TOF is widely used to estimate the mobility of dielectric layers and organic
semiconductors, in which the excess charges are generated by application of the laser
or voltage pulse.*®318 However, it normally requires several micron thick films, and it
is often difficult to replicate the morphology of such thin films in devices, which are
usually ~10 nm thick. As a consequence, the charge carrier mobility measured using
TOF method with several microns thick films could be different than the actual mobility
encountered with nanometer thick thin films used in a device. SCLC, on the other hand,
does not require thicker films and involves a relatively simple experimental setup. The
mobility in the SCLC regime is determined from the electrical characterization of a
diode produced by sandwiching an organic layer of interest between two metal
electrodes. The choice of electrodes is made in such a way that only quasi-unipolar
(only positive or negative) charge carriers are injected into the active layer. The value
of charge carrier mobility can be evaluated by the fitting of current density-voltage (J-
V) curves in the SCLC region, %1%

The Van der Pauw technique is widely used in the semiconductor industry to
determine the resistivity due to its convenience.'®:'% |t can be used to determine the
sheet carrier density and mobility of the majority carrier, by using the Hall-effect
measurement. From this the charge density and doping level can be found. Other
common methods of measuring thin film resistivity are by using either the two- or four-
point probe method, with probes aligned linearly or in a square pattern which contacts

the surface of the test material. Although the two-point probe method is capable of
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calculating the surface resistivity, the four-point probe method is superior due to the use
of two additional probes, which do not carry any current, are used to measure the

voltage potential of the material surface. 919
1.5.3 Cyclic voltammetry

Cyclic voltammetry (CV) is a commonly used technique to measure the
oxidation and the reduction potentials of organic semiconductors and dopants, and from
which the ionization energy and the electron affinity can be estimated. These potentials
can give preliminary information about the dopant strength and the electrical doping
process. n-Doping will occur if the reduction potential of the host materials is higher
than the oxidation potential of the dopant in an electrolyte solution, assuming it is a
simple one-electron redox process. Similarly, for p-doping, the oxidation potential of
the host materials will need to be lower than the reduction potential of the dopant.

As shown in Figure 1.12, the setup of CV measurements consists of three-
electrode electrochemical cell and a potentiostat. The potential across the cell is ramped
linearly with time until a redox process of a given species in solution is observed as a
change in current; then the potential ramp is reverted to observe the reversible redox
reaction. The peak potentials are always referenced to a standard, typically ferrocene,
which has a well-defined redox process. CV may also be used to analyze quality and
thickness of monolayers using the same setup, where the surface-modified electrode
serves as the working electrode. The properties of the working electrode effect the shape
of the curve, peak potential separations and the currents registered. Compared with

different monolayers and against the bare (unmodified) electrode, the charge transfer
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rates through the monolayers can be determined.

Function Generator ~ Cyclic voltammogram
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Figure 1.12 Example of an electrochemical cell. Desired potential is applied through
working electrode, counter electrode balances the charges by passing the current
required and reference electrode is used to measure and control the potential of working
electrode. Modified from Paniagua-Barrantes with the permission.!%

1.5.4  UV/vis/ NIR absorption spectroscopy

UV/vis/ NIR absorption spectroscopy can be a powerful tool to characterize the
doping process. Absorption in the visible or near-infrared region is an important
parameter for organic materials used in OPVs and OLEDs. For organic semiconductors,
the radical cations (after p-doping) or anions (n-doping), also known as polarons,
formed after doping are generally distinguishable features that may be separated from
those of neutral species. By monitoring a featured peak using vis/NIR absorption
spectroscopy, useful information such as doping ability and doping reaction rate can be
extracted. For example, 6,13-bis(triisopropylsilylethynyl) pentacene (TIPSp) will form
a featured peak at ~745 nm for the anion, and at 805 nm for the di-anion, which is well

separated from the neutral peak at 635 nm. More detailed characterization by using the
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UV/vis/ NIR absorption spectroscopy will be discussed in Chapter 2.
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Figure 1.13 Vis/NIR absorption spectra of neutral TIPSp and its radical anion generated
with n-dopant.

1.6 Thesis overview
The introduction and background information discussed previously in this
chapter served to introduce the studies presented in this thesis. The work presented in
this dissertation is focusing on design, synthesis, characterization of redox-active
dopants in the applications of organic semiconductors, and 2D material based
electronics. While all chapters are closely related to doping studies relevant to flexible

electronics, each one is focusing on different aspects.
Chapter 2 focuses on the design and synthesis of new air-stable, solution- and
vacuum-processible benzimidazolium dimers. (DMBI), with different functional
groups were synthesized. The doping studies were conducted on various organic

semiconductors, and studied by XPS, UPS, ESR, PDS, and Kkinetics measurements.
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These dimers exhibited a strong doping effect in a more diverse array of materials. It is
shown that the choice of the substituents in these dimers has a significant influence on
the kinetics of their reaction with acceptors.

Chapters 3 and 4 discuss the solution-processed n- and p-doping of large-area
2D materials with redox-active species. Chapter 3 shows that by applying molecular
reductants and oxidants as the dopants, the work function of CVD graphene can be
tuned from ca. 3to 5 eV, and the sheet resistance of monolayer graphene can be reduced
by more than 90 %. Doping studies of TMDCs, including molybdenum disulfide (MoS,)
and tungsten diselenide (WSey), are discussed in Chapter 4; these materials were
characterized by electrical measurements, UPS, XPS, and Raman spectroscopy. The
doping effects can be controlled through the choice of dopant, treatment time, and the
concentration of dopant in solution.

In Chapter 5, doped graphene is applied as the electrode in organic field-effect
transistors, diodes, and solar cells devices is presented, and the performance is
comparable to, or even better than, that of similar devices with metal or metal-oxide
electrodes. Work-function engineering of graphene electrode via doping was proven to
be important in reducing the carrier injection barriers.

Chapter 6 summarizes the findings reported throughout the dissertation, their
significance and broader impact. It concludes by putting forth a perspective on the field
of doping and surface modification of flexible electronics and some of the challenges

that need to be met.

35



1.7 References

(1) Crabb, R. L.; Treble, F. C. Nature 1967, 213, 1223.
(2) Ray, K. A. IEEE Trans. Aerosp. Electron. Syst. 1967, 1, 107.

(3) Wong, W. S.; Salleo, A. Flexible electronics: materials and applications;
Springer Science & Business Media, 2009; \Vol. 11.

(4) Rogers, J. A.; Someya, T.; Huang, Y. Science 2010, 327, 1603.
(5) Park, S.; Vosguerichian, M.; Bao, Z. Nanoscale 2013, 5, 1727.
(6) Akinwande, D.; Petrone, N.; Hone, J. Nat. Commun. 2014, 5.
(7) Etxebarria, I.; Ajuria, J.; Pacios, R. Org. Electron. 2015, 19, 34.

(8) Chang, H.-Y.; Yang, S.; Lee, J.; Tao, L.; Hwang, W.-S.; Jena, D.; Lu, N.;
Akinwande, D. ACS Nano 2013, 7, 5446.

(9) Zhou, H.; Seo, J.-H.; Paskiewicz, D. M.; Zhu, Y.; Celler, G. K.; Voyles, P. M.;
Zhou, W.; Lagally, M. G.; Ma, Z. Sci. Rep. 2013, 3, 1291.

(10)Snow, E. S.; Campbell, P. M.; Ancona, M. G.; Novak, J. P. Appl. Phys. Lett.
2005, 86, 033105.

(11) Defrance, N.; Lecourt, F.; Douvry, Y.; Lesecq, M.; Hoel, V.; Etangs-Levallois,
A. L. D, Cordier, Y.; Ebongue, A.; Jaeger, J. C. D. IEEE Trans. Electron Devices 2013,
60, 1054.

(12)Zhai, Y.; Mathew, L.; Rao, R.; Xu, D.; Banerjee, S. K. Nano Lett. 2012, 12,
56009.

(13)Kim, H.-S.; Won, S. M.; Ha, Y.-G.; Ahn, J.-H.; Facchetti, A.; Marks, T. J.;
Rogers, J. A. Appl. Phys. Lett. 2009, 95, 183504.

(14)Li, Y. V.; Ramirez, J. I.; Sun, K. G.; Jackson, T. N. IEEE Electron Device Lett.
2013, 34, 891.

(15)Wei, C. Y.; Kuo, S. H.; Hung, Y. M.; Huang, W. C.; Adriyanto, F.; Wang, Y. H.
IEEE Electron Device Lett. 2011, 32, 90.

(16) Sun, D.-m.; Timmermans, M. Y.; Tian, Y.; Nasibulin, A. G.; Kauppinen, E. |.;
Kishimoto, S.; Mizutani, T.; Ohno, Y. Nat. Nano. 2011, 6, 156.

36



(17)Bao, W.; Cai, X.; Kim, D.; Sridhara, K.; Fuhrer, M. S. Appl. Phys. Lett. 2013,
102, 042104.

(18)Yoon, C.; Cho, G.; Kim, S. IEEE Trans. Electron Devices 2011, 58, 1096.

(19)Wang, C.; Chien, J.-C.; Fang, H.; Takei, K.; Nah, J.; Plis, E.; Krishna, S.;
Niknejad, A. M.; Javey, A. Nano Lett. 2012, 12, 4140.

(20)Song, H. S.; Li, S. L.; Gao, L.; Xu, Y.; Ueno, K.; Tang, J.; Cheng, Y. B,;
Tsukagoshi, K. Nanoscale 2013, 5, 9666.

(21)Petrone, N.; Meric, 1.; Hone, J.; Shepard, K. L. Nano Lett. 2013, 13, 121.

(22)Nathan, A.; Ahnood, A.; Cole, M. T.; Lee, S.; Suzuki, Y.; Hiralal, P;
Bonaccorso, F.; Hasan, T.; Garcia-Gancedo, L.; Dyadyusha, A.; Haque, S.; Andrew, P.;
Hofmann, S.; Moultrie, J.; Chu, D.; Flewitt, A. J.; Ferrari, A. C.; Kelly, M. J.; Robertson,
J.; Amaratunga, G. A. J.; Milne, W. I. Proc. IEEE 2012, 100, 1486.

(23) Lee, J.; Ha, T.-J.; Li, H.; Parrish, K. N.; Holt, M.; Dodabalapur, A.; Ruoff, R.
S.; Akinwande, D. ACS Nano 2013, 7, 7744.

(24) Watanabe, K.; Taniguchi, T.; Kanda, H. Nat. Mater. 2004, 3, 404.

(25)Lee, G.-H.; Yu, Y.-J.; Cui, X.; Petrone, N.; Lee, C.-H.; Choi, M. S.; Lee, D.-Y.;
Lee, C.; Yoo, W. J.; Watanabe, K.; Taniguchi, T.; Nuckolls, C.; Kim, P.; Hone, J. ACS
Nano 2013, 7, 7931.

(26)Liu, J.; Zhang, H.; Dong, H.; Meng, L.; Jiang, L.; Jiang, L.; Wang, Y.; Yu, J;
Sun, Y.; Hu, W. Nat. Comm. 2015, 6.

(27)Sekitani, T.; Zschieschang, U.; Klauk, H.; Someya, T. Nat. Mater. 2010, 9,
1015.

(28)Someya, T.; Kato, Y.; Sekitani, T.; Iba, S.; Noguchi, Y.; Murase, Y.; Kawaguchi,
H.; Sakurai, T. Proc. Natl. Acad. Sci. USA 2005, 102, 12321.

(29)Gelinck, G. H.; Huitema, H. E. A.; van Veenendaal, E.; Cantatore, E.;
Schrijnemakers, L.; van der Putten, J. B.; Geuns, T. C.; Beenhakkers, M.; Giesbers, J.

B.; Huisman, B.-H. Nat. Mater. 2004, 3, 106.

(30)Menard, E.; Podzorov, V.; Hur, S. H.; Gaur, A.; Gershenson, M. E.; Rogers, J.
A. Adv. Mater. 2004, 16, 2097.

(31) Takeya, J.; Yamagishi, M.; Tominari, Y.; Hirahara, R.; Nakazawa, Y.;

37



Nishikawa, T.; Kawase, T.; Shimoda, T.; Ogawa, S. Appl. Phys. Lett. 2007, 90, 102120.

(32)Sundar, V. C.; Zaumseil, J.; Podzorov, V.; Menard, E.; Willett, R. L.; Someya,
T.; Gershenson, M. E.; Rogers, J. A. Science 2004, 303, 1644.

(33)Briseno, A. L.; Mannsfeld, S. C. B.; Ling, M. M,; Liu, S.; Tseng, R. J.; Reese,
C.; Roberts, M. E.; Yang, Y.; Wudl, F.; Bao, Z. Nature 2006, 444, 913.

(34)Park, S. K.; Kim, Y. H.; Han, J. I.; Moon, D. G.; Kim, W. K. IEEE Trans.
Electron Devices 2002, 49, 2008.

(35)Berggren, M.; Nilsson, D.; Robinson, N. D. Nat. Mater. 2007, 6, 3.

(36) Eder, F.; Klauk, H.; Halik, M.; Zschieschang, U.; Schmid, G.; Dehm, C. Appl.
Phys. Lett. 2004, 84, 2673.

(37)Mach, P.; Rodriguez, S.; Nortrup, R.; Wiltzius, P.; Rogers, J. A. Appl. Phys.
Lett. 2001, 78, 3592.

(38)Sheraw, C.; Zhou, L.; Huang, J.; Gundlach, D.; Jackson, T.; Kane, M.; Hill, I.;
Hammond, M.; Campi, J.; Greening, B. Appl. Phys. Lett. 2002, 80, 1088.

(39)Liau, W.-L.; Lee, T.-H.; Chen, J.-T.; Hsu, C.-S. J. Mater. Chem. C 2016, 4,
2284,

(40)Shibata, M.; Sakai, Y.; Yokoyama, D. J. Mater. Chem. C 2015, 3, 11178.

(41) Kawamura, Y.; Goushi, K.; Brooks, J.; Brown, J. J.; Sasabe, H.; Adachi, C.
Appl. Phys. Lett. 2005, 86, 71104.

(42)Rogers, J. A.; Bao, Z.; Baldwin, K.; Dodabalapur, A.; Crone, B.; Raju, V.;
Kuck, V.; Katz, H.; Amundson, K.; Ewing, J. Proc. Nat. Acad. Sci. USA 2001, 98, 4835.

(43)Wang, Q. H.; Kalantar-Zadeh, K.; Kis, A.; Coleman, J. N.; Strano, M. S. Nat.
Nanotechnol. 2012, 7, 699.

(44)Meric, 1.; Dean, C. R.; Petrone, N.; Lei, W.; Hone, J.; Kim, P.; Shepard, K. L.
Proc. IEEE 2013, 101, 1609.

(45)Schwierz, F. Proc. IEEE 2013, 101, 1567.
(46)Novoselov, K. S.; Geim, A. K.; Morozov, S. V.; Jiang, D.; Zhang, Y.; Dubonos,

S. V,; Grigorieva, I. V,; Firsov, A. A. Science 2004, 306, 666.

38



(47)Ming-Wei, L.; Cheng, L.; Yiyang, Z.; Hyeun Joong, Y.; Mark Ming-Cheng, C.;
Luis, A. A.; Nicholas, K.; Noppi, W.; Zhixian, Z. Nanotechnology 2011, 22, 265201.

(48)Li, X.; Wang, X.; Zhang, L.; Lee, S.; Dai, H. Science 2008, 319, 1229.
(49)Han, M. Y.; Ozyilmaz, B.; Zhang, Y.; Kim, P. Phys. Rev. Lett. 2007, 98, 206805.

(50)Das, S.; Chen, H.-Y.; Penumatcha, A. V.; Appenzeller, J. Nano Lett. 2013, 13,
100.

(51)Geim, A. K.; Novoselov, K. S. Nat. Mater. 2007, 6, 183.

(52)Fang, H.; Chuang, S.; Chang, T. C.; Takei, K.; Takahashi, T.; Javey, A. Nano
Lett. 2012, 12, 3788.

(53)Song, L.; Ci, L.; Lu, H.; Sorokin, P. B.; Jin, C.; Ni, J.; Kvashnin, A. G,;
Kvashnin, D. G.; Lou, J.; Yakobson, B. I.; Ajayan, P. M. Nano Lett. 2010, 10, 3209.

(54)Vogt, P.; De Padova, P.; Quaresima, C.; Avila, J.; Frantzeskakis, E.; Asensio,
M. C.; Resta, A.; Ealet, B.; Le Lay, G. Phys. Rev. Lett. 2012, 108, 155501.

(55) Li, X.; Mullen, J. T.; Jin, Z.; Borysenko, K. M.; Buongiorno Nardelli, M.; Kim,
K. W. Phys. Rev. B 2013, 87, 115418.

(56)Butler, S. Z.; Hollen, S. M.; Cao, L.; Cui, Y.; Gupta, J. A.; Gutiérez, H. R,;
Heinz, T. F.; Hong, S. S.; Huang, J.; Ismach, A. F.; Johnston-Halperin, E.; Kuno, M.;
Plashnitsa, V. V.; Robinson, R. D.; Ruoff, R. S.; Salahuddin, S.; Shan, J.; Shi, L.;
Spencer, M. G.; Terrones, M.; Windl, W.; Goldberger, J. E. ACS Nano 2013, 7, 2898.

(57)Li, L.; Yu, Y.; Ye, G. J.; Ge, Q.; Ou, X.; Wu, H.; Feng, D.; Chen, X. H.; Zhang,
Y. Nat. Nano. 2014, 9, 372.

(58)Wei, Q.; Peng, X. Appl. Phys. Lett. 2014, 104, 251915.

(59) Takenobu, T.; Takahashi, T.; Kanbara, T.; Tsukagoshi, K.; Aoyagi, Y.; Iwasa,
Y. Appl. Phys. Lett. 2006, 88, 033511.

(60) Artukovic, E.; Kaempgen, M.; Hecht, D.; Roth, S.; Griner, G. Nano Lett. 2005,
5, 757.

(61)Suganuma, K. Introduction to printed electronics; Springer Science &
Business Media, 2014; \Vol. 74.

(62)Waldrop, J. R.; Grant, R. W. Physical Review Letters 1979, 43, 1686.

39



(63)Horn, K. Appl. Phys. A, 51, 2809.
(64)Kittel, C. Introduction to solid state physics; Wiley, 2005.

(65)Li, S. S. Semiconductor physical electronics; Springer Science & Business
Media, 2012.

(66)Hummel, R. E. Electronic properties of materials; Springer Science &
Business Media, 2011.

(67) Arkhipov, V. I.; Heremans, P.; Emelianova, E. V.; Adriaenssens, G. J.; B&sler,
H. Appl. Phys. Lett. 2003, 82, 3245.

(68)Braun, S.; Salaneck, W. R.; Fahlman, M. Adv. Mater. 2009, 21, 1450.
(69)Cahen, D.; Kahn, A.; Umbach, E. Materials Today 2005, 32.

(70)Braun, S.; Osikowicz, W.; Wang, Y.; Salaneck, W. R. Org. Electron. 2007, 8,
14,

(71) Koch, N. Chem. Phys. Chem. 2007, 8, 1438.
(72)Hwang, J.; Wan, A.; Kahn, A. Mater. Sci. Eng., R 2009, 64, 1.
(73)Randon, J.; Blanc, P.; Paterson, R. J. Membr. Sci. 1995, 98, 1109.

(74)Paniagua, S. A.; Hotchkiss, P. J.; Jones, S. C.; Marder, S. R.; Mudalige, A.;
Marrikar, F. S.; Pemberton, J. E.; Armstrong, N. R. J. Phys. Chem. C 2008, 112, 7809.

(75)Hotchkiss, P. J.; Jones, S. C.; Paniagua, S. A.; Sharma, A.; Kippelen, B.;
Armstrong, N. R.; Marder, S. R. Acc. Chem. Res. 2011, 45, 337.

(76) Lissem, B.; Riede, M.; Leo, K. Phys. Status Solidi (a) 2013, 210, 9.
(77)Lissem, B.; Riede, M.; Leo, K. Phys Status Solidi 2013, 210.
(78)Kahn, A.; Koch, N.; Gao, W. J. Polym. Sci. 2003, B41, 2529.
(79)Kido, J.; Matsumoto, T. Appl. Phys. Lett. 1998, 73, 2866.

(80)Ivory, D.; Miller, G.; Sowa, J.; Shacklette, L.; Chance, R.; Baughman, R. J.
Chem. Phys. 1979, 71, 1506.

(81)Bianchi, M.; Rienks, E.; Lizzit, S.; Baraldi, A.; Balog, R.; Hornekeer, L.;

40



Hofmann, P. Phys. Rev. B 2010, 81, 041403.
(82)Helfrich, W.; Schneider, W. Phys Rev Lett 1965, 14.
(83) Parthasarathy, G.; Shen, C.; Kahn, A.; Forrest, S. J. Appl. Phys. 2001, 89, 4986.

(84)Chan, C. K.; Amy, F.; Zhang, Q.; Barlow, S.; Marder, S.; Kahn, A. Chem. Phys.
Lett. 2006, 431, 67.

(85)Chan, C. K.; Zhao, W.; Barlow, S.; Marder, S.; Kahn, A. Org. Electron. 2008,
9, 575.

(86)Chan, C. K.; Kahn, A. Appl. Phys. A 2009, 95, 7.

(87)Harada, K.; Riede, M.; Leo, K.; Hild, O. R.; Elliott, C. M. Phys. Rev. B 2008,
77,195212.

(88)zZhang, Y.; de Boer, B.; Blom, P. W. Phys. Rev. B 2010, 81, 085201.

(89)Menke, T.; Ray, D.; Meiss, J.; Leo, K.; Riede, M. Appl. Phys. Lett. 2012, 100,
093304.

(90)Barlow, S. In MRS Conference 2015.
(91)Chan, C. K.; Kim, E. G.; Bré&las, J. L.; Kahn, A. Adv Funct Mater 2006, 16.

(92) Fenghong, L.; Ansgar, W.; Martin, P.; Karl, L.; Xianjie, L. J. Phys. Chem. B
2004, 108.

(93)Werner, A. G.; Li, F.; Harada, K.; Pfeiffer, M.; Fritz, T.; Leo, K. Appl Phys Lett
2003, 82.

(94)Peng, W.; Joon Hak, O.; Guifang, D.; Zhenan, B. J Am Chem Soc 2010, 132.

(95)Wei, P.; Menke, T.; Naab, B. D.; Leo, K.; Riede, M.; Bao, Z. J. Am. Chem. Soc.
2012, 134, 3999.

(96) Li, F.; Werner, A.; Pfeiffer, M.; Leo, K.; Liu, X. J. Phys. Chem. B 2004, 108.
(97)Peng, W.; Joon Hak, O.; Guifang, D.; Zhenan, B. J. Am. Chem. Soc. 2010, 132.
(98)Schlitz, R. A.; Brunetti, F. G.; Glaudell, A. M.; Miller, P. L.; Brady, M. A,;

Takacs, C. J.; Hawker, C. J.; Chabinyc, M. L. Adv. Mater. 2014, 26, 2825.

41



(99)Naab, B. D.; Himmelberger, S.; Diao, Y.; Vandewal, K.; Wei, P.; Lussem, B.;
Salleo, A.; Bao, Z. Adv. Mater. 2013, 25, 4663.

(100) Oh, J. H.; Weli, P.; Bao, Z. Appl. Phys. Lett. 2010, 97, 243305.

(101)  Wei, P; Liu, N.; Lee, H. R.; Adijanto, E.; Ci, L.; Naab, B. D.; Zhong, J.
Q.; Park, J.; Chen, W.; Cui, Y. Nano lett. 2013, 13, 1890.

(102)  Lu, M.; Nicolai, H. T.; Wetzelaer, G.-J. A.; Blom, P. W. Appl. Phys. Lett.
2011, 99, 173302.

(103) Naab, B.; Guo, S.; Olthof, S.; Evans, E.; Wei, P.; Millhauser, G.; Kahn, A.;
Barlow, S.; Marder, S.; Bao, Z. J. Am. Chem. Soc. 2013, 135, 15018.

(104)  Guo, S.; Mohapatra, S.; Romanov, A.; Timofeeva, T.; Hardcastle, K,;
Yesudas, K.; Risko, C.; Bré&las, J.-L.; Marder, S.; Barlow, S. Chem Eur J 2012, 18,
14760.

(105)  Guo, S.; Kim, S.; Mohapatra, S.; Qi, Y.; Sajoto, T.; Kahn, A.; Marder, S.;
Barlow, S. Adv Mater 2012, 24, 699.

(106) Naab, B. D.; Guo, S.; Olthof, S.; Evans, E. G. B.; Wei, P.; Millhauser, G.
L.; Kahn, A.; Barlow, S.; Marder, S. R.; Bao, Z. J Am Chem Soc 2013, 135, 15018.

(107)  Fischer, E. O.; Wawersik, H. J. Org. Chem. 1966, 5, 559.

(108)  EI Murr, N.; Sheats, J. E.; Geiger Jr, W. E.; Holloway, J. D. Inorg. Chem.
1979, 18, 1443.

(109) Gusev, O. V.; Denisovich, L. I.; Peterleitner, M. G.; Rubezhov, A. Z,;
Ustynyuk, N. A.; Maitlis, P. M. J. Organomet. Chem. 1993, 452, 219.

(110)  Guseyv, O. V.; Peterleitner, M. G.; levlev, M. A.; Kal'sin, A. M.; Petrovskii,
P. V.; Denisovich, L. I.; Ustynyuk, N. A. J. Organomet. Chem. 1997, 531, 95.

(111) Nesmeyanov, A.; Vol'Kenau, N.; Petrakova, V. J. Organomet. Chem. 1977,
136, 363.

(112) Hamon, J. R.; Astruc, D.; Michaud, P. J. Am. Chem. Soc. 1981, 103, 758.
(113) Gusev, O. V,; levlev, M. A.; Peterleitner, M. G.; Peregudova, S. M;

Denisovich, L. I.; Petrovskii, P. V.; Ustynyuk, N. A. J. Organomet. Chem. 1997, 534,
57.

42



(114) Gusev, O.V,; levlev, M. A.; Tat'yana, A. P.; Peterleitner, M. G.; Petrovskii,
P. V.; Oprunenko, Y. F.; Ustynyuk, N. A. J. Organomet. Chem. 1998, 551, 93.

(115) Guo, S.; Mohapatra, S.; Romanov, A.; Timofeeva, T.; Hardcastle, K.;
Yesudas, K.; Risko, C.; Bré&las, J.-L.; Marder, S.; Barlow, S. Chem. Eur. J. 2012, 18,
14760.

(116) Qi, Y.; Mohapatra, S. K.; Bok Kim, S.; Barlow, S.; Marder, S. R.; Kahn,
A. Appl. Phys. Lett. 2012, 100, 083305.

(117)  Higgins, A.; Mohapatra, S. K.; Barlow, S.; Marder, S. R.; Kahn, A. Appl.
Phys. Lett. 2015, 106, 163301.

(118) Singh, S.; Mohapatra, S. K.; Sharma, A.; Fuentes-Hernandez, C.; Barlow,
S.; Marder, S. R.; Kippelen, B. Appl. Phys. Lett. 2013, 102, 153303.

(119) Paniagua, S. A.; Baltazar, J.; Sojoudi, H.; Mohapatra, S. K.; Zhang, S.;
Henderson, C. L.; Graham, S.; Barlow, S.; Marder, S. R. Mater. Horiz. 2014, 1, 111.

(120) Chiang, C. K.; Fincher Jr, C.; Park, Y. W.; Heeger, A. J.; Shirakawa, H.;
Louis, E. J.; Gau, S. C.; MacDiarmid, A. G. Phys. Rev. Lett. 1977, 39, 1098.

(121) Schdn, J.; Kloc, C.; Bucher, E.; Batlogg, B. Nature 2000, 403, 408.

(122) Pfeiffer, M.; Leo, K.; Zhou, X.; Huang, J.; Hofmann, M.; Werner, A.;
Blochwitz-Nimoth, J. Org. Electron. 2003, 4, 89.

(123)  Poh, H. L.; Simek, P.; Sofer, Z.; Pumera, M. Chem. Eur. J. 2013, 19, 2655.

(124) Tongay, S.; Hwang, J.; Tanner, D.; Pal, H.; Maslov, D.; Hebard, A. Phys.
Rev. B 2010, 81, 115428.

(125) Jhi, S.-H.; Louie, S. G.; Cohen, M. L. Solid State Commun. 2002, 123,
495,

(126) David, S. H.; Amy, M. H.; Roland, L.; Liangbing, H.; Bryon, M.; Chad,
C.; Steven, R. Nanotechnology 2011, 22, 075201.

(127)  Tenent, R. C.; Barnes, T. M.; Bergeson, J. D.; Ferguson, A. J.; To, B,;
Gedvilas, L. M.; Heben, M. J.; Blackburn, J. L. Adv. Mater. 2009, 21, 3210.

(128) Dettlaff-Weglikowska, U.; Sk&alova V.; Graupner, R.; Jhang, S. H.; Kim,

B. H.; Lee, H. J.; Ley, L.; Park, Y. W.; Berber, S.; Tomanek, D.; Roth, S. J. Am. Chem.
Soc. 2005, 127, 5125.

43



(129) De Blauwe, K.; Kramberger, C.; Plank, W.; Kataura, H.; Pichler, T. Phys.
Status Solidi 2009, 246, 2732.

(130) Kim, S. M.; Kim, K. K.; Jo, Y. W.; Park, M. H.; Chae, S. J.; Duong, D. L.;
Yang, C. W.,; Kong, J.; Lee, Y. H. ACS Nano 2011, 5, 1236.

(131) Krdger, M.; Hamwi, S.; Meyer, J.; Riedl, T.; Kowalsky, W.; Kahn, A. Org.
Electron. 2009, 10, 932.

(132)  Helistrom, S. L.; Vosgueritchian, M.; Stoltenberg, R. M.; Irfan, I;
Hammock, M.; Wang, Y. B.; Jia, C.; Guo, X.; Gao, Y.; Bao, Z. Nano Lett. 2012, 12,
3574.

(133)  Esconjauregui, S.; D’Arsié, L.; Guo, Y.; Yang, J.; Sugime, H.; Caneva, S.;
Cepek, C.; Robertson, J. ACS Nano 2015, 9, 10422.

(134)  Xie, L.; Wang, X.; Mao, H.; Wang, R.; Ding, M.; Wang, Y.; Ozyilmaz, B.;
Loh, K. P.; Wee, A. T.; Chen, W. Appl. Phys. Lett. 2011, 99, 012112.

(135) Choi, M. S.; Qu, D.; Lee, D.; Liu, X.; Watanabe, K.; Taniguchi, T.; Yoo,
W. J. ACS Nano 2014, 8, 9332.

(136) Jiang, W.; Jianhua, H.; Yanxiang, C.; Zhiyuan, X.; Lixiang, W. Semicond.
Sci. Technol. 2007, 22, 824.

(137)  Li, J.; Yahiro, M.; Ishida, K.; Yamada, H.; Matsushige, K. Synth. Met.
2005, 151, 141.

(138)  Xiuling, Z.; Jiaxin, S.; Xiaoming, Y.; Man, W.; Hoi-Sing, K. Jpn. J. Appl.
Phys. 2007, 46, 1033.

(139) Chen, L.-M.; Hong, Z.; Li, G.; Yang, Y. Adv. Mater. 2009, 21, 1434.

(140)  Chih-Wei, C.; Sheng-Han, L.; Chieh-Wei, C.; Shrotriya, V.; Yang, Y. Appl.
Phys. Lett. 2005, 87, 193508.

(141) Meyer, J.; Hamwi, S.; Krcger, M.; Kowalsky, W.; Riedl, T.; Kahn, A. Adv.
Mater. 2012, 24, 5408.

(142) Kanai, K.; Akaike, K.; Koyasu, K.; Sakai, K.; Nishi, T.; Kamizuru, Y.;
Nishi, T.; Ouchi, Y.; Seki, K. Appl. Phys. A 2009, 95, 309.

(143) Kivala, M.; Boudon, C.; Gisselbrecht, J.-P.; Enko, B.; Seiler, P.; MUler, I.
B.; Langer, N.; Jarowski, P. D.; Gescheidt, G.; Diederich, F. Chem. Eur. J. 2009, 15,

44



4111.

(144) Blochwitz, J.; Fritz, T.; Pfeiffer, M.; Leo, K.; Alloway, D.; Lee, P,
Armstrong, N. Org. Electron. 2001, 2, 97.

(145)  Nollau, A.; Pfeiffer, M.; Fritz, T.; Leo, K. J. Appl. Phys. 2000, 87, 4340.

(146)  Maennig, B.; Pfeiffer, M.; Nollau, A.; Zhou, X.; Leo, K.; Simon, P. Phys.
Rev. B 2001, 64, 195208.

(147) Gao, Z. Q.; Mi, B. X,; Xu, G. Z.; Wan, Y. Q.; Gong, M. L.; Cheah, K. W
Chen, C. H. Chem. Commun. 2008, 117.

(148)  Walter, A. L.; Jeon, K.-J.; Bostwick, A.; Speck, F.; Ostler, M.; Seyller, T.;
Moreschini, L.; Kim, Y. S.; Chang, Y. J.; Horn, K. Appl. Phys. Lett. 2011, 98, 184102.

(149) Loh, K. P,; Bao, Q.; Ang, P. K.; Yang, J. J. Mater. Chem. 2010, 20, 2277.

(150) Hosaka, H.; Kawashima, N.; Meguro, K. Bull. Chem. Soc. Jpn. 1972, 45,
3371.

(151) Hosaka, H.; Fujiwara, T.; Meguro, K. Bull. Chem. Soc. Jpn. 1971, 44,
2616.

(152) Qi, Y.; Sajoto, T.; Barlow, S.; Kim, E.-G.; Bré&las, J.-L.; Marder, S. R.;
Kahn, A. J. Am. Chem. Soc. 2009, 131, 12530.

(153) Qi,Y.; Sajoto, T.; Kr&ger, M.; Kandabarow, A. M.; Park, W.; Barlow, S.;
Kim, E.-G.; Wielunski, L.; Feldman, L. C.; Bartynski, R. A.; Bré&las, J.-L.; Marder, S.
R.; Kahn, A. Chem. Mater. 2010, 22, 524.

(154) Dai, A.; Zhou, Y.; Shu, A. L.; Mohapatra, S. K.; Wang, H.; Fuentes-
Hernandez, C.; Zhang, Y.; Barlow, S.; Loo, Y.-L.; Marder, S. R.; Kippelen, B.; Kahn,
A. Adv. Funct. Mater. 2014, 24, 2197.

(155) Giordano, A. J. Ph.D. Thesis, Georgia Institute of Technology 2014.

(156) Chang, Y.-C.; Liu, C.-H.; Liu, C.-H.; Zhang, S.; Marder, S. R.; Narimanov,
E. E.; Zhong, Z.; Norris, T. B. Nat. Commun. 2016, 7.

(157) Tarasov, A.; Zhang, S.; Tsai, M.-Y.; Campbell, P. M.; Graham, S.; Barlow,
S.; Marder, S. R.; Vogel, E. M. Adv. Mater. 2015, 27, 1175.

(158) Wink, T.; J. van Zuilen, S.; Bult, A.; P. van Bennekom, W. Analyst 1997,

45



122, 43R.
(159) Frank, S. J. Phys. Condens. Matter 2004, 16, R881.
(160) Jadhav, S. A. Cent. Eur. J. Chem. 2011, 9, 369.

(161)  Zisman, W. A. In Contact Angle, Wettability, and Adhesion 1964; \Vol. 43,
p 1

(162)  Zhou, Y.; Fuentes-Hernandez, C.; Shim, J.; Meyer, J.; Giordano, A. J.; Li,
H.; Winget, P.; Papadopoulos, T.; Cheun, H.; Kim, J.; Fenoll, M.; Dindar, A.; Haske,
W.; Najafabadi, E.; Khan, T. M.; Sojoudi, H.; Barlow, S.; Graham, S.; Bréas, J.-L.;
Marder, S. R.; Kahn, A.; Kippelen, B. Science 2012, 336, 327.

(163) Hdle, S.; Schienle, A.; Bruns, M.; Lemmer, U.; Colsmann, A. Adv. Mater.
2014, 26, 2750.

(164) Kyaw, A. K. K.; Wang, D. H.; Gupta, V.; Zhang, J.; Chand, S.; Bazan, G.
C.; Heeger, A. J. Adv. Mater. 2013, 25, 2397.

(165)  Zhou, H.; Chen, Q.; Li, G.; Luo, S.; Song, T.-b.; Duan, H.-S.; Hong, Z.;
You, J.; Liu, Y.; Yang, Y. Science 2014, 345, 542,

(166)  Zhou, X.; Blochwitz, J.; Pfeiffer, M.; Nollau, A.; Fritz, T.; Leo, K. Adv.
Funct. Mater. 2001, 11, 310.

(167) Harada, K.; Werner, A.; Pfeiffer, M.; Bloom, C.; Elliott, C.; Leo, K. Phys.
Rev. Lett. 2005, 94, 036601.

(168)  Pfeiffer, M.; Forrest, S. R.; Zhou, X.; Leo, K. Org. Electron. 2003, 4, 21.

(169) Yuan, Z.; Huigiong, Z.; Jason, S.; Lei, Y.; Alexander, M.; Alan, J. H.;
Guillermo, C. B.; Thuc-Quyen, N. Adv. Mater. 2013, 25.

(170)  Veysel Tunc, A.; De Sio, A.; Riedel, D.; Deschler, F.; Da Como, E.; Parisi,
J.; von Hauff, E. Org. Electron. 2012, 13, 290.

(171)  Schulze, K.; Uhrich, C.; Schippel, R.; Leo, K.; Pfeiffer, M.; Brier, E.;
Reinold, E.; Baeuerle, P. Adv. Mater. 2006, 18, 2872.

(172)  Schulze, K.; Uhrich, C.; Schippel, R.; Leo, K.; Pfeiffer, M.; Brier, E.;

Reinold, E.; Bauerle, P. In Photonics Europe; International Society for Optics and
Photonics: 2006, p 61920C.

46



(173) Jo, G.; Choe, M.; Lee, S.; Park, W.; Kahng, Y. H.; Lee, T. Nanotechnology
2012, 23, 112001.

(174) Ohta, T.; Bostwick, A.; Seyller, T.; Horn, K.; Rotenberg, E. Science 2006,
313, 951.

(175) Castro, E. V.; Novoselov, K.; Morozov, S.; Peres, N.; Dos Santos, J. L.;
Nilsson, J.; Guinea, F.; Geim, A.; Neto, A. C. Phys. Rev. Lett. 2007, 99, 216802.

(176)  Denis, P. A. Chem. Phys. Lett. 2010, 492, 251.

(A77) Maiti, U. N.; Lee, W. J.; Lee, J. M.; Oh, Y.; Kim, J. Y.; Kim, J. E.; Shim,
J.;Han, T. H.; Kim, S. O. Adv. Mater. 2014, 26, 40.

(178) Fang, H.; Tosun, M.; Seol, G.; Chang, T. C.; Takei, K.; Guo, J.; Javey, A.
Nano Lett 2013, 13, 1991.

(179) Kiriya, D.; Tosun, M.; Zhao, P.; Kang, J. S.; Javey, A. J. Am. Chem. Soc.
2014, 136, 7853.

(180) Lin,J. D.; Han, C.; Wang, F.; Wang, R.; Xiang, D.; Qin, S.; Zhang, X.-A.;
Wang, L.; Zhang, H.; Wee, A. T. S.; Chen, W. ACS Nano 2014, 8, 5323.

(181) Du, Y; Liu, H.; Neal, A. T.; Si, M.; Ye, P. D. IEEE Electron Device Lett.
2013, 34, 1328.

(182) Brune, D.; Hellborg, R.; Whitlow, H. J.; Hunderi, O. Surface
characterization: a user's sourcebook; John Wiley & Sons, 2008.

(183) Haber, K. S.; Albrecht, A. C. J. Phys. Chem. 1984, 88, 6025.

(184) Horowitz, G.; Hajlaoui, R.; Fichou, D.; ElI Kassmi, A. J. Appl. Phys. 1999,
85, 3202.

(185)  Spear, W. E. J. Non-Cryst. Solids 1969, 1, 197.

(186) Juska, G.; Genevi¢ius, K.; Sliauzys, G.; Pivrikas, A.; Scharber, M.;
Osterbacka, R. J. Appl. Phys. 2007, 101, 114505.

(187) Kepler, R. Phys. Rev. 1960, 119, 1226.
(188) Lee, B. H.; Lopez-Hilfiker, F. D.; Mohr, C.; Kurté, T.; Worsnop, D. R.;

Thornton, J. A. Environ. Sci. Technol. 2014, 48, 6309.

47



(189)
(190)
(191)
(192)

(193)

sons, 2006.

(194)

Rose, A. Phys. Rev. 1955, 97, 1538.

Murgatroyd, P. J. Phys. D: Appl. Phys. 1970, 3, 151.

Bartels, A.; Peiner, E.; Schlachetzki, A. Rev. Sci. Instrum. 1995, 66, 4271.
Sun, Y.; Shi, J.; Meng, Q. Semicond. Sci. Technol. 1996, 11, 805.

Sze, S. M.; Ng, K. K. Physics of semiconductor devices; John wiley &

Schroder, D. K. Semiconductor material and device characterization;

John Wiley & Sons, 2006.

(195)

Runyan, W. R.; Shaffner, T. J. Semiconductor measurements and

instrumentation; McGraw Hill Professional, 1998.

(196)
2013.

Paniagua-Barrantes, S. Ph.D. Thesis, Georgia Institute of Technology

48



CHAPTER 2 Synthesis and Characterization of Solution- and

Vacuum- Processable Benzimidazole-based Dimer Dopants

2.1 Air-stable n-type dopants

Dopants are divided into the n-type or p-type category based on their ability to
donate or accept an electron respectively. For an n-dopant, a low ionization energy is
usually required for effective electron transfer to a wide variety of acceptors, especially
those typically used in organic semiconductors, for which EAs range from ca. 2 eV to
4 eV (for OLED and OFET, respectively).1? Thus, it is quite challenging to design a
dopant has both strong reductant strength and reasonable air stability.® Early work on
the n-doping of organic semiconductors focused mainly on the alkali and alkaline earth
metals, but their highly reactive nature, as well as the high diffusivity of the
corresponding ions, have limited their applications.*® For reductants having oxidation
potentials lower than the reduction potential of oxygen, the high energy reductant must
be ‘stored’ in a precursor if air stability is to be maintained, where the low reactivity
precursor can be triggered to release a more highly reactive material upon exposure to
an external stimulus.®” As shown in Figure 2.1, examples of these air-stable precursor
molecular n-dopants include: 1) cationic organic salts, such as crystal violet (CV),
tetrabutylammonium salts (F, Br, I, OH’, or AcO as the counter anions) and
benzimidazolium iodide salts (DMBI-1);"° 2) neutral hydride donor molecules,
including leucocrystal violet (LCV) and 2,3-dihydro-1H-benzimidazole (DMBI-H),
with strongly donating groups neighboring, for which the stable cation could form after

losing a hydrogen atom and an electron;”° and 3) dimers of highly reducing neutral
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radicals. Dopants based on dimers of various 19-electron sandwich compounds, and
organic radicals including those obtained by reduction of imidazolium and pyridinium

species, have been reported in the patent literature, 11121314
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Figure 2.1 Strategies for air-stable n-type dopants.

However, the detailed mechanism studies showed that the first two cases will
lead to the formation of side products, which may disrupt the conjugation of host
materials and degrade the device performance. As described in Figure 2.2, cationic salt
dopants (D*X"), such as CV and DMBI-I, will release unidentified reactive
intermediates during the high-temperature thermal deposition process; in
tetrabutylammonium salts doping process, fluoride or hydroxide acts as the nucleophile
followed by electron transfer to another fullerene molecule.r® The doping reaction
between the neutral hydride dopants (D-H) and the acceptor is necessarily accompanied
by hydride or hydrogen atom transfer.®° Thus, even though n-doping using these salts
and neutral hydride donor molecules has the advantages of using inexpensive materials
that could be air-stable, the formation of side products during the doping process will
typically be undesirable, and thus leaves room for improved dopants. For example, the
reaction of D2 and A can, in principle, proceed to form only D* and A™ without side

product (Figure 2.2).12% The Marder group investigated several dimers of nineteen-
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electron sandwich complexes as n-dopants.*'61” They are moderately air-stable, and

applicable to both vacuum and solution processing.

Dopant salt
+. — Vacuum + = *
DX +A processing D+A +X
Dissociable substituent
Solution or + T ¢
D-H +A > D + A+ A-H

Vacuum processing

Dimerized dopant

D, +2A Solution or . 2[5" % 2A.—

Vacuum processing

Figure 2.2 Doping behaviors of the air-stable n-type dopants.

This chapter describes the design, synthesis and characterization of DMBI based
dimers with 2-metallocenyl substituents, which were formed from the neutral
benzimidazoline-radicals. DMBI dimer with 2-alkyl substituent was synthesized by Dr.
Ben Naab at Stanford University, and some results were also included here for
comparison. All new DMBI dimers are moderately air-stable in the solid state, and can
dope a variety of organic semiconductors, including fullerenes derivatives, perylene
diimides, and bis(triisopropylsilyl)pentacene to form the corresponding radical anions
and monomeric benzimidazolium cations. The doping behavior and mechanisms of
these dimers and analogous monomeric hydrobenzoimidazole molecules (2-Y-DMBI-
H) have been studied systematically in organic semiconductors, and will be discussed
in this chapter. They have also been used to dope 2D materials, including graphene and
MoSz, which will be discussed in Chapter 3 and 4, respectively. The (2-Y-DMBI):
dimers prove to be effective dopants for a variety of vapor- and solution-processed

materials.'®
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2.2 Synthesis and characterization of benzimidazole-based monomer and dimer

dopants

2.2.1  Design and synthesis

The synthetic route to the DMBI-based dopants is presented in Figure 2.3, and
detailed procedures are provided in the Experimental Section (on Page 84).
Benzimidazole-based monomers (DMBI-H) were synthesized from N,N’-dimethyl-o-
phenylenediamine and metallocene (or alkyl) aldehyde, following the procedures from
the literature.’® Then, the hydride in Y-DMBI-H species was abstracted by
triphenylmethyl hexafluorophosphate, forming Y-DMBI* cation. The cations can also
be synthesized from acyl chloride and phenylenediamine as an alternative route. DMBI
dimers were obtained through reduction of salts of the corresponding Y-DMBI™ cations
in THF using either 1 wt% Na-Hg or 25 wt% Na-K as the reducing reagent for 2 hours
at room temperature. The Na-K reductions are faster, higher yielding, and can avoid the
use of large quantities of mercury, but careful handling is required due to the highly
pyrophoric nature of Na-K. As shown in Figure 2.3, the corresponding amides were
obtained as side products when the Y-DMBI" salt is poorly soluble in THF: reduction
of the poorly soluble PFs~ or BPhs~ salts of 2-Fc-DMBI* and 2-Rc-DMBI™ affords
amide to dimer ratios as large as 1:1, whereas the more soluble 2-Cyc-DMBI*PF6-
gives a ratio of ca. 1:10. No detectable side-products were formed on the reduction of
the highly soluble tetrakis(3,5- bis(trifluoromethyl)phenyl)borate salts of 2-Fc-DMBI*
and 2-Rc-DMBI*. Detailed synthesis schemes for DMBI salts are provided in the

Experimental Section on page 84.
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Figure 2.3 Synthetic route for benzimidazole-based dimer and monomer dopants.

2.2.2  Characterization of the DMBI dimeric dopants

2.2.2.1 Stability test

The three (DMBI). compounds are reasonably stable in air as solids relative to
other highly reducing compounds such as decamethylcobaltocene or Waz(hpp)s, but
decompose in solution on exposure to air. As the evidence, elemental analysis of the
dimers after one week of storage in the air provided no evidence for decomposition, but
'H NMR taken after the dimers were stored for 3 months in ambient conditions
indicated ~5 mol% conversion to a decomposition product. Deoxygenated solutions of
dimers show no decomposition, but all of the dimers decompose in non-deoxygenated
solvents. As shown in Figure 2.4, in benzene-ds the decomposition of (2-Fc-DMBI)
starts after 30 min, which is somewhat more rapidly than that of rhodocene and
RuCp*(arene) dimers.!' In contrast to organometallic dimers, such as (RhCpCp*)2
shown in Figure 2.1, which give the corresponding 18-electron cationic sandwich
compounds, the DMBI dimers are quantitatively converted to the same amide species

that are encountered as side-products in their syntheses (shown in Figure 2.3). The
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moderate air-stability of the (Y-DMBI)2 solids can be beneficial for weighing and
handling compounds in the air; however, it is important to recognize that the air
sensitivity of an n-doped thin film is more dependent on the host material EA than the

dopant properties.
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Figure 2.4 'H NMR spectra of (2-Fc-DMBI). in CsDs before and after exposure to air.
2.2.2.2 NMR spectroscopy of DMBI-based dopants

In the 400 MHz 'H NMR spectra of all three dimers in benzene-ds, the
resonance assigned to the N-methyl group is broad at room temperature, but sharpens
at high temperature, as shown in Figure 2.5. This observation is presumably due to
restricted rotation around the central DMBI-DMBI bond or the DMBI-Y bond. As
shown in the conformer found in the crystal structure of (2-Fc-DMBI). (Figure 2.6 on
Page 56), the two DMBI moieties are equivalent, but within each DMBI the two NMe
groups are inequivalent. At room temperature, the rate of interconversion of two such
conformers through rotation about the Fc—-DMBI bond were relatively slow due to steric

hindrance, thus, the peak for the N-methyl group is broad. Elevated temperature will
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accelerate this rotation, and the two N-methyl groups become equivalent.
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Figure 2.5 *H NMR for (2-Fc-DMBI)2 in CeDs at different temperatures.
2.2.2.3 X-ray crystal structure

The crystal structures for the dimers were determined by Dr. Evgheni V. Jucov
in the group of Dr. Tatiana Timofeeva at New Mexico Highlands University. The
crystals for (2-Fc-DMBI)2 and (2-Cyc-DMBI)2 were grown from benzene and heptane,
respectively. The crystal structures determined by X-ray crystallography are shown in
Figure 2.6, where the thermal ellipsoids are shown at the 50% probability level. The
single-crystal X-ray structure confirmed their dimeric nature. The unit cell of (2-Fc-
DMBI)2 contains two crystallographically inequivalent molecules but are very similar
geometrically. Each of the molecules is centrosymmetric (point group C;) located on a
crystallographic inversion center, with a perfectly staggered conformation around the
central C—C bond. This is often found for hexa-substituted C—C fragments. The

torsion angle in Fc—C—C—Fc is precisely 180<and the two DMBI units are parallel to
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one another. The asymmetric unit of (2-Cyc-DMBI), contains one molecule with
approximate C, symmetry. The conformation about the central C—C bond significantly
deviates from the perfectly staggered geometries. The Cyc—C—C—Cyc torsion angle

is 140<and the angle between the planes of the two DMBI units is 20.3<

(b)

(2-Fc-DMBI), (2-Cyc-DMBI),

Figure 2.6 Molecular structures of dimers as determined by X-ray crystallography. (a)
For (2-Fc-DMBI)., only one of two very similar crystallographically distinct molecules
are shown. (b) Hydrogen atoms are excluded for clarity except for the methine hydrogen
atoms of the Cyc groups for (2-Cyc-DMBI)z.

The central inter-monomer C—C bond lengths are 1.595(5) and 1.601(5) A for
the two independent molecules of (2-Fc-DMBI), and 1.640(3) A for (2-Cyc-DMBI);,
both of which are longer than those of standard C(sp®)-C(sp®) single bonds (ca. 1.54
A2, but not exceptionally long for hexa-substituted ethanes. In the literature, the
central C—C bond length as long as 1.599(3), 1.635, and 1.636(5) A were reported for
(FcMezC)2,2 (PhEt,C),,2% and a dimer of mesitylene manganese tricarbonyl linked
through methyl-substituted positions of both mesitylene rings,® respectively. In the
dimers of 19-electron sandwich compounds with tetra- and penta-substituted ethane

moieties reported previously, the central C—C bonds are 1.553(3)-1.60(3) A,*2 which

are comparable to the (2-Y-DMBI)2 series. This difference in the bond length for (2-
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Cyc-DMBI); and (2-Fc-DMBI); are reproduced in DFT calculations (described in next
section), where the central C—C bond are 1.62, 1.58, and 1.58 A for Y = Cyc, Fc, and

Rc derivatives, respectively.
2.2.2.4 DFT calculations

All calculations were performed with the Gaussian 09 (Revision B.01) software
suite,®* done by Dr. Chad Risko at Georgia Tech. Geometry optimizations of neutral
and cationic states for the monomers and dimers were carried out via density functional
theory (DFT) with the M06 functional®® and the 6-31G(d,p) and LANL2DZ basis sets
for the first-row atoms and transition-metal atoms, respectively.

As shown in Figure 2.7, the highest occupied molecular orbitals (HOMOSs)
obtained from DFT calculations are qualitatively similar for all three dimers: they are
all contributed from an anti-bonding interaction between the local HOMOs of the two
o-phenylenediamine fragments and the o~orbital associated with the central C—C bond.
There are also additional minor destabilizing contributions from the C—Y o-orbitals,
and small coefficients on the metal centers in the metallocenyl species. DFT
calculations were also used to estimate the ionization energy (IEs) for dimers and
monomer radicals. Although, the energies are calculated in gas-phase, and the solid-
state IEs are relevant to determining whether or not a given acceptor can be doped in a
film are typically ca. 1 eV lower.?® The calculation can potentially give insights into the
trend of reactivity for a series of similar compounds. Moreover, the dissociation
energies for dimer and dimer radical cations, and the spin densities for the monomers

are also calculated, all of which will be discussed in the following section. DFT
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calculations help us to better understand the doping mechanisms and compare the

doping strength of different DMBI dimer dopants.

Figure 2.7 Highest occupied molecular orbitals for (2-Y-DMBI)2 species with, from left
to right, Y = Cyc, Fc, and Rc.

2.2.2.5 Electron spin resonance (ESR) spectroscopy

ESR measurements were conducted by Dr. Ben Naab using the equipment in Dr.
Glenn L Millhauser’s group at University of California Santa Cruz. Solutions of the
pure dimers (ca. 1 mM) in chlorobenzene were investigated in quartz ESR tubes using
an X-band Bruker ESR spectrometer operating at 9.44 GHz with a Bruker SHQ cavity.
Solutions of (2-Fc-DMBI). showed a structureless ESR signal (g = 2.009) at
comparable concentrations at room temperature. Its intensity increases with
temperature. The spectrum was consistent with that predicted for 2-Fc-DMBI® by
simulation of a spectrum with WINSIM?" using isotropic Fermi contact couplings
obtained from DFT calculations and a linewidth of 0.45 G (Figure 2.8).

AHyiss can be determined by measuring spectra as a function of temperature,

using the following equation:

Equation 2.1 —%+%: InK = InM
RT R [D,]

The ESR intensity (lesr), either obtained from the doubly integrated 1%
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derivative spectrum, or from the peak-to-peak height in the 1% derivative spectrum in
this case when line-shape is invariant with temperature. Igsr is proportional to [D*] and
experimentally found to be inversely proportional to temperature. [D2] is regarded as a
constant, since the extent of dissociation is small. Thus:

Equation 2.2 In[]ESRT] - Dz[]{{d].is te

where c is constant, allowing AHagiss to be obtained from a plot of the logarithm of the
product of intensity and temperature vs. the reciprocal temperature. To determine AGiss
and ASdiss, [D"] was determined to be 0.97 M by comparison of the intensity at 320 K,
obtained by double integration of the 1% derivative spectrum, of a sample of known
initial [D2] concentration (1.96 mM) to that of a standard sample, a solution in
chlorobenzene of the stable nitroxyl radical (2,2,6,6-tetramethylpiperidin-1-yl)oxyl
(TEMPO) at the same temperature. Thus, the calculated equilibrium constant is around
4.8 X100 M1, with AHgiss = +109 kJ mol™, ASgiss = +163 J mol™ K™, and AGyiss(300

K) = +60 kJ mol ™.
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Figure 2.8 ESR spectra obtained for a solution of (2-Fc-DMBI). in chlorobenzene in
the range 300-320 K (below), compared to a spectrum simulated from isotropic contact
couplings obtained from DFT calculations on 2-Fc-DMBI radical.

On the other hand, the radical signal in (2-Rc-DMBI). is much weaker, and was

only observable at temperatures higher than 330K in chlorobenzene, and (2-Cyc-

DMBI). produces no radical signal up to 390K in chlorobenzene.

2.3 Characterization of doping effects

2.3.1 Doping mechanism under consideration for the DMBI dimer dopants

Recently, it has been shown that several 19-electron sandwich organometallic
dimers can act as powerful n-dopants, and two possible mechanisms are operating as
described in Figure 2.9.1%1® To study the doping mechanism of these DMBI based dimer
dopants, 6,13-bis(triisopropylsilylethynyl)pentacene (TIPSp) and phenyl-Ce1-butyric
acid methyl ester (PCBM) were used as the acceptors, both of which are well known
solution-processable organic semiconductors with good performance. TIPSp is
generally regarded as a hole-transport material, but can act as an electron-transport

material when n-doped.*"?®
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Figure 2.9 Possible mechanisms for dimer doping.

Both n-doping mechanisms are expected to yield the DMBI cations (M*) and
the radical anion of the host electron-transport molecule (A °) through multi-step
reactions. For mechanism |, the dimerized dopants cleave first to form monomeric
radicals, followed by an electron transfer (ET) to the acceptors. It is only feasible if the
dimer i