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I. INTRODUCTION 

Polymer electrolyte membrane fuel cells (PEMFCs) are predicted to revolutionize energy 

conversion for transportation due to a multitude of advantages over conventional methods. Their 

use of a renewable resource (hydrogen) and clean waste (water) makes them more likely to 

conform to increasingly stringent environmental protection laws compared to a traditional gasoline 

engine.  Their high power density and lack of necessity for charging imparts a clear advantage 

over batteries.1  Clearly, fuel cells show budding promise in the world of portable energies.   

In a traditional PEMFC, hydrogen is initially injected into the fuel cell from an external 

tank, passing through a gas diffusion layer into the anode.  Within the anode, this hydrogen is split 

over a platinum catalyst and broken into its component protons and electrons.  The electrons pass 

through a circuit to provide electricity for the application, whereas protons are passed through a 

proton exchange membrane. Both electrons and protons reunite at the cathode. Meanwhile, air is 

injected into the opposite side of the cell, diffusing through another gas diffusion layer into the 

cathode.  There, the electrons, protons, and O2 from the input air are recombined, producing water 

as a waste product. 

Indeed, PEMFCs are impressive feats of engineering with a promising multitude of 

advantages.  Surprisingly, however, they are not as widespread as other portable energy 

technologies.  This can be attributed to their lack of versatility in adverse conditions.  Under 

optimal (e.g. >40% humidity, under 3000 hours of use) conditions, fuel cells perform superbly. 

However, in practice, these conditions cannot be maintained. In dry conditions or high 

temperatures, the polymer electrolyte membrane (PEM) dehydrates, compromising proton 

mobility and causing power loss.2-3 Additionally, radical degradation could render the PEM 
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unusable after a mere 5 years of automotive use.4 It is also worth mentioning that to equip 

consumer cars with PEMFCs would require nearly four times the total estimated Pt reserves in the 

world.5-6 In order to render PEMFCs suitable for extensive use, we must explore methods to 

enhance their performance, by improving conductivity in extreme conditions and lengthening their 

lifetime. 

 Previously, researchers have attempted to alleviate these issues using a variety of methods.  

Manipulation of the PEM’s chemical properties (e.g. pKa, equivalent weight) has been shown to 

enhance proton transport, but performance at low hydration remains insufficient.7-8 To prevent 

degradation, researchers have incorporated cerium ion additives due to their versatility as a radical 

scavenger, and more recently ceria nanoparticles, but the efficiency of these scavengers could still 

be optimized.9-11  Finally, low platinum loading in PEMFC  electrodes offers an attractive low-

cost alternative to traditional fuel cells, but these variants show diminished catalytic activity.12-13 

In order to perfect these promising technologies, we must guide development by 1) deepening our 

fundamental understanding of these systems, and 2) improving upon their chemistry.   

Available experimental techniques limit fundamental understanding at scales relevant to 

these systems. For example, while small angle scattering experiments (SAXS and SANS) may 

offer some insight into the large-scale nanophase segregation of the PEM membrane, they provide 

little information regarding local structure surrounding functional groups.14  Likewise, while 

microscopy techniques such as STM allows scientists to see defect structure on the ceria surface, 

they provide limited insight into finer geometric details and radical binding mechanisms.15   

Multiscale computational modeling offers numerous tools including density functional 

theory (DFT) and molecular dynamics (MD) simulations which allow insight into the detailed 
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structure and mechanisms of PEMFC components. DFT offers electronic-scale insight into system 

charges, geometries, and potential energies.  These properties can be useful for elucidating 

properties such as atomic charges and binding energies.  MD simulations allow researchers to 

observe molecular structure and dynamics on an atomic scale, which can provide insight into 

nanophase segregation and molecular diffusion in a system.  To improve the accuracy of these 

models, results from all scales of computational modeling can be used as input for machine 

learning models like kernel ridge regression (KRR), Gaussian process regression (GPR), or 

artificial neural networks (ANN), thereby either improving their accuracy or broadening their 

scope.  

 As such, this thesis aims to address the issue of PEMFC durability by using multiscale 

computational simulations to provide fundamental understanding of PEM mechanisms and suggest 

superior chemistries for PEM components.  Specifically, Aim 1 aids in the design of PEMs 

resistant to hot or dry conditions by offering novel insight into how PEM nanostructure influences 

proton transport in low-humidity conditions. Aim 2 involves the elucidation of the CeO2 radical 

scavenging mechanisms in PEMs, as well as the suggestion of an improved CeO2 surface 

chemistry. Finally, Aim 3 expands upon our first aim by offering an algorithm which accurately 

predicts pKa (and, consequently, approximates performance) of acids relevant to PEMs, 

streamlining the design of novel, durable chemistries. 
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II. THEORETICAL AND COMPUTATIONAL BACKGROUND 

2.1. DENSITY FUNCTIONAL THEORY 

 Electronic structure theory enables the highly accurate calculation of electronic structure 

in systems with O(102) atoms.  From this, researchers can extract properties such as optimized 

geometry, potential energy, charge and spin. In this research, we employ DFT, which is widely 

used due to its computational efficiency and high accuracy.16-18 

In order to obtain the electronic structure, it is necessary to solve the time-independent 

Schrödinger equation:  

�̂�𝜓(𝑥) = 𝐸𝜓(𝑥) 

Wherein ψ(x) represents the wave function such that [ψ(x)]2 is the probability of finding 

an electron at point x, E is the total potential energy, and Ĥ is the Hamiltonian total energy 

operator: 

�̂� = [−
ℏ2

2𝑚

𝜕2

𝜕𝑥2
+ 𝑉(𝑥)] 

Such that ℏ is Planck’s constant, m is the mass of an electron, and V(x) is the potential 

energy operator. 

Since an exact solution to the Schrödinger equation is unfeasible for systems larger than 

hydrogen, approximation techniques have been developed.  Among these, DFT offers the best 

balance between computational speed and accuracy.  DFT requires the solution of the Kohn-

Sham equations as follows: 
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(−
1

2
𝛻2 + 𝑉eff) 𝜑𝑖 = 휀𝑖𝜑𝑖 

Where 𝜑𝑖 is a Kohn-Sham orbital (representing the system in terms of electron density 

rather than a wavefunction), 휀𝑖 is the orbital energy, and the effective potential is represented by: 

𝑉eff = ∫
𝜌(𝐫2)

𝐫12
𝑑𝐫2 +

𝛿𝐸𝑋𝐶[𝜌]

𝛿𝜌
− ∑

𝑍𝐴

𝐫1𝐴
𝐴

 

Where ∑
𝑍𝐴

𝐫1𝐴
𝐴  represents the external potential (e.g. electron-nuclei interaction), 

∫
𝜌(𝐫2)

𝐫12
𝑑𝐫2 represents the Coulomb energy, and Exc is the exchange correlation functional.  There 

are numerous methods to describe this exchange correlation energy, two of which used in this 

study include GGA/PBE and B3LYP.19-25 

2.2. MOLECULAR DYNAMICS SIMULATIONS 

MD simulations allow the extraction of structural and dynamic data for systems with 

O(103) atoms.  In any system, we can describe a potential energy surface (PES) based on the 

spatial relationships between atoms in this system.  In a simple system (e.g. H2 or H2O), the PES 

has low dimensionality and can be easily calculated.  In a system with thousands of atoms, the 

PES has high dimensionality and must be produced using a forcefield.  A forcefield a collection 

of parameters and equations to describe interactions between atoms in a system.  In our studies, 

we use a modified DREIDING forcefield26 which incorporates both and non-bonded energy 

contributions as follows: 

𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑣𝑑𝑊 + 𝐸𝑄 + 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑖𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 
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Where Etot, EvdW, EQ, Ebond, Eangle, Etorsion and Einversion are the total, van der Waals, 

electrostatic, bond stretching, angle bending, torsion, and inversion energies, respectively. EQ is 

calculated from atomic charges which are obtained from Mulliken population analysis. To prepare 

the system for submission, atoms are combined into a simulation cell with dimensions O(10-9) 

meters.  However, this small system size could potentially introduce boundary effects which impart 

unrealistic structure and behavior.  As such, periodic boundary conditions are introduced.  With 

periodic boundary conditions, if a particle passes through a boundary, it reappears on the opposite 

boundary while maintaining its previous velocity.   

To run an MD simulation, it is necessary to compute the velocities and positions of the 

atoms at each timestep.  In our applications, these parameters are computed using a velocity-

Verlet algorithm as follows:27 

�⃗�(𝑡 + ∆𝑡) = �⃗�(𝑡) + �⃗�(𝑡)∆𝑡 +
1

2
�⃗�(𝑡)∆𝑡2 

�⃗�(𝑡 + ∆𝑡) = �⃗�(𝑡) +
�⃗�(𝑡) + �⃗�(𝑡 + ∆𝑡)

2
∆𝑡 

Additionally, it is necessary to regulate the velocities within the system in order to maintain 

constant temperature. In our research, a Nose-Hoover thermostat is applied to maintain constant 

temperature and pressure.28-30 

2.3. MACHINE LEARNING 

The three types of machine learning models used in this study are kernel ridge regression 

(KRR), Gaussian process regression (GPR), and artificial neural network (ANN). KRR is a simple 

ML algorithm which utilizes a kernel trick with ridge regression.31-32 Ridge regression involves 
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the use of a complexity term in the objective function which penalizes large parameters and, 

thereby, prevents overfitting. Additionally, the kernel trick can accommodate nonlinear 

relationships among the data points by mapping them to a higher dimensional space with minimal 

computation.  This technique, termed regularization, is especially known to be effective with small 

datasets. The target property is estimated as follows: 

𝑦 = ∑ 𝛼𝑖𝑘(𝑋𝑖, 𝑥)

𝑁

𝑖

 

𝛼 = (𝐾 + λI)Y(X) 

𝛼 = arg min
𝛼∈𝑅𝑛

1

2
||𝑦 − 𝐾𝛼||

2

2
+

𝜆

2
α𝑇𝐾α 

where k is some positive definite kernel function, K is the matrix of kernel functions over all data, 

X and Y represent training data, x and y represent a new case, and λ is the regularization parameter. 

Kernels used in this work include linear, polynomial, radial basis, sigmoid, and Laplacian 

functions.33-34 Please note that in this study, the linear kernel has a form of 𝑘(𝑥, 𝑥′) = 𝑥 · 𝑥′ and 

the polynomial has a form of 𝑘(𝑥, 𝑥′) = (𝑥 · 𝑥′ + 𝑟)𝑑 where d = 3 is the kernel degree and r = 1. 

The radial basis function (RBF) is a form of 𝑘(𝑥, 𝑥′) = exp (−||𝑥 − 𝑥′||
2

2
) and the sigmoid 

function has a form of 𝑘(𝑥, 𝑥′) = tanh(𝑥 · 𝑥′ + 𝑟) where r = 1. Lastly, the Laplacian has a form 

of 𝑘(𝑥, 𝑥′) = exp (−||𝑥 − 𝑥′||
1

).  

On the other hand, GPR is similar to KRR in its use of a kernel trick, but differs in its 

methodology.32, 35  Specifically, GPR uses Bayes’ theorem to estimate the posterior mean function 

y given test point x and the training data X from a Gaussian prior mean function fprior with 

covariance 𝑘(𝑋𝑖, 𝑥): 
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𝑦 = ∑ 𝑤𝑖𝑘(𝑋𝑖, 𝑥) + 𝑓𝑝𝑟𝑖𝑜𝑟

𝑁

𝑖

 

where w is obtained for a given x by solving the following equation: 

∑ 𝑤𝑖𝑘(𝑋𝑖, 𝑥) = 𝑓 − 𝑓𝑝𝑟𝑖𝑜𝑟

𝑁

𝑖

 

where f is constructed from the training set such that fm is the output corresponding to a set of 

descriptors Xm. In GPR, the kernel matrix 𝑘(𝑋𝑖, 𝑥) is modified with a value σ added to its diagonal 

to prevent numerical issues. Covariance functions screened in this study for GPR included RBF, 

Matérn, and rational quadratic.32, 36-38  RBF in GPR has the following form: 

𝑘(𝑋𝑖, 𝑥) = exp (−
𝑑(𝑋𝑖, 𝑥′)2

2𝑙2
) 

where d(𝑋𝑖, 𝑥′) is the Euclidean distance and l is the length-scale parameter, which is chosen 

during hyperparameter optimization. Matérn is as follows: 

𝑘(𝑥, 𝑥′) =
1

Γ(ν)2ν−1
(

√2ν

𝑙
𝑑(𝑥, 𝑥′))

ν

𝐾ν (
√2ν

𝑙
𝑑(𝑥, 𝑥′)) 

where 𝐾ν( ) is a modified Bessel function, Γ( ) is the gamma function, and ν = 1.5 controls the 

smoothness of the resulting function. Rational quadratic has he following form: 

𝑘(𝑥, 𝑥′) = (1 +
𝑑(𝑥, 𝑥′)2

2𝛼𝑙2
)

−𝛼

 

where α is chosen during hyperparameter optimization.  
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ANNs are commonly used in materials science, in part due to their flexibility in capturing 

complex nonlinear correlations within data.39-42 A neural network consists of an input layer (for 

descriptors), an output layer, and several hidden layers.  Each node is connected to all nodes in the 

previous and subsequent layer by neurons. The value of the kth neuron in the ith hidden layer is 

defined as: 

𝑦𝑘
𝑖 = 𝑓𝑖 (𝑏𝑘

𝑖 + ∑ 𝑤𝑗𝑘
𝑖 𝑦𝑗

𝑖−1

𝑁𝑖−1

𝑗=1

) 

where 𝑓𝑖 is the activation function (in this case, ReLu, hyperbolic tangent, or logistic sigmoid), 

𝑁𝑖−1 is the number of neurons, 𝑏𝑘
𝑖  is biases, and 𝑤𝑗𝑘

𝑖  is weight between neuron j in layer i – 1 and 

neuron k in layer i.43 
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AIM 1. To investigate how PEM nanophase segregation can be manipulated to enhance proton 

transport in low-humidity conditions. 

Introduction 

As mentioned above, while boasting superior properties at standard conditions (e.g. 80 ºC 

and 100 % R.H.), PFSA membranes dehydrate at high temperatures (> 120 ºC) and low humidity 

(< 40 % R.H.), compromising their performance.2, 44 In previous studies, researchers have 

attempted to alleviate this problem through use of inorganic additives to promote rehydration, or 

using non-aqueous solvents.45-46 Although these alternatives yield respectable conductivities under 

low-hydration conditions compared to bare PFSA, their performance is still insufficient for various 

applications.47 Alternatively, the functionalization of small molecules with a phosphate group, 

rather than a sulfonate group, has been reported to improve proton diffusion and conductivity under 

low-humidity conditions.48-50  Previous literature has attributed this behavior to a reduced energy 

barrier for acid-to-acid proton transfer, which would facilitate non-aqueous charge transfer modes 

such as self-ionization coupled with proton hopping.48-49, 51-52 Nevertheless, compared to sulfonate-

functionalized molecules, their conductivity under standard humidity is substandard. To render 

these molecules suitable for widespread use, we must explore methods to enhance their 

performance. 

One approach involves the manipulation of the nanophase segregation of the membrane. 

Nanophase segregation involves a nanoscopic separation of hydrophobic and hydrophilic phases 

in the membrane, establishing a percolated aqueous phase through which protons migrate via 

hopping and vehicular mechanisms. Various previous experimental and computational studies 

have demonstrated the importance of a well-established aqueous phase to PEMFC performance.53-

57 Modifications to PFSA chemistry have been extensively studied with the goal of improving 
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nanophase segregation between hydrophobic and hydrophilic phases.58-59 Researchers have 

controlled segregation through a variety of parameters, from membrane polymer chemistry (e.g., 

equivalent weight, backbone chemistry, molecular weight) to water content.60-61 While there are 

many chemical modifications shown to affect nanophase segregation, side chain length is a well-

studied option which involves minimal change to existing chemistry. 

Previous studies have obtained mixed results regarding the effect of side chain length 

(given negligible change in equivalent weight) on nanophase segregation, diffusion, and 

conductivity.7, 62-68 The prevailing hypothesis for PFSA membranes states that longer side chains, 

while enlarging water clusters (which enhances diffusion and conductivity), also interfere with 

their connectivity (which decreases diffusion and conductivity), ultimately posing an optimization 

problem.60-62, 69-72 Despite these advances toward understanding this relationship in PFSA 

membranes, that of perfluorinated phosphoric acid (PFPA) membranes is far less explored. A 

comprehensive study is required to examine the complex relationships of side chain length with 

various variables such as functional group acidity, nanophase segregation, and water content in 

order to guide design efforts toward a durable PEM resistant to various environmental conditions. 

In this study, we investigate how membrane properties such as nanophase segregation, 

hydronium diffusion, and conductivity vary as a function of side chain length and acid strength 

PFSA and PFPA. We do this by employing molecular dynamics (MD) simulation methods to 

model hydrated PFPA-based and PFSA-based membranes in an equilibrium state at two different 

hydration levels.  

 

 

 



22 

 

  Methods 

The fully atomistic simulation models were comprised of perfluorinated polymers, water, 

and hydronium ions. PFSA-based and PFPA-based polymer chains were prepared to have long 

and short side chains as presented in Figures 1.1a and 1.1b. The chemical structure of the polymer 

backbone is identical for all cases in this study while the chemical structures of the side chain and 

terminal acid group were varied. In this study, four perfluorinated polymers were simulated: S 

LSC (long side chain with sulfonic acid, original Nafion 117), S SSC (short side chain with 

sulfonic acid), P LSC (long side chain with phosphoric acid), and P SSC (short side chain with 

phosphoric acid).  

First, the monomer structure for each polymer was optimized using DFT with B3LYP and 

6-31G**. Each polymer chain consists of ten monomers, and each simulated membrane has four 

polymer chains. Then, Monte Carlo techniques were used to build amorphous structures with 

three-dimensional periodic boundary conditions. To investigate the effect of water content, water 

molecules were included to make 5 wt % and 20 wt % water contents in simulated membranes.59 

40 hydronium ions were included due to the ionization of the acid groups. It was assumed that all 

sulfonic acid groups are ionized as supported by IR experimental observations73-74 while all the 

phosphoric acid groups are also ionized based on their pKa.
75 

To perform classical molecular dynamics (MD) simulation, we use the DREIDING force 

field as described above.  Once the initial membrane structures were prepared, the annealing 

procedure was performed using LAMMPS software76 which was modified to handle the force 

fields used in this study.76 In this procedure, the volume and temperature were systematically 

varied to reach equilibrium. Experimental data shows that in a Nafion system at 300 K with a water 

content of 20 wt %, a density of 1.75 g/cm3 is achieved.77-78 To attain this density in simulation 
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efficiently, the simulation cells were prepared to have an initial density of 1.9 g/cm3 prior to the 

annealing procedure, so that, during the procedure, the simulation cells were allowed to expand 

and attain the desired density at equilibrium without direct input. The equations of motion were 

integrated via the velocity Verlet algorithm using a time step of 1.0 fs.27 During the annealing 

procedure, the volume of the simulation cell is increased by 50% with increasing temperature from 

373 K to 500 K over a period of 100 ps. Following this, a NVT MD simulation was conducted at 

500 K for another 100 ps. The system was then compressed back to its initial size and 

simultaneously cooled to its original temperature over the course of 200 ps. This procedure was 

repeated five times. Thereafter, an NVT MD simulation and a subsequent NPT MD simulation 

were conducted using Nose-Hoover thermostat for 200 ps and 1 ns, respectively, to complete the 

annealing procedure.28-30 Finally, NPT MD simulation was performed for 20 – 30 ns, whose 

equilibrated MD trajectory (Figures 1.2a and 1.2b) was used for various statistical analyses. The 

equilibrated structures at 20 wt % water content are presented in Figure 1.3. An identical procedure 

was repeated for all systems at 5 wt % water content.  
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(a) 

 
(b) 

 

 

Figure 1.1. (a) Traditional Nafion polymer structure; (b) side chain variants used in this study. 
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(a) 

 

 
(b) 

 

 

Figure 1.2. Evolution of density (a) and potential energy (b). Red band indicates starting point of 

equilibrium state. 
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Figure 1.3. Nanophase segregated structures of PFSA and PFPA membranes at 20 wt % water 

content. The grey line denotes the carbon in polymer backbone. The blue, red and white denote 

oxygen in hydroxide, oxygen in water, and hydrogen, respectively. The yellow and magenta 

denote the sulfur and phosphorous, respectively. 
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To understand the behavior of PFSA and PFPA membranes, we analyze 1) static structural 

properties such as pair correlations and structure factors, and 2) dynamic transport properties such 

as molecular diffusion and proton hopping. These analyses serve to characterize nanophase 

segregation and transport. With these methods, we seek to compare the influence of side chain 

length on PFSA and PFPA membranes, thereby guiding future studies in membrane development. 

Pair Correlations and Coordination Numbers. Previous studies have led us to expect 

that in PFSA membranes, longer side chains may induce more matured water phase towards liquid 

water within the membrane as indicated by stronger pair correlations for adjacent water 

molecules.62 Indeed, in Figures 1.4a and 1.4b, it is observed that 𝜌 ∙ 𝑔𝑂(𝑤𝑎𝑡𝑒𝑟)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) for the 

first solvation shell is larger in S LSC than in S SSC, and likewise, P LSC membranes show greater 

water-water association than P SSC membranes. These are quantitatively confirmed by O(water)-

O(water) coordination numbers (Table 1.1) which are calculated by integrating over the first 

solvation shell in the appropriate pair correlation function. In Figures 1.5a and 1.5b, water 

molecules are displayed as red spheres while polymer chains are hidden from view, providing a 

qualitative representation of these water phases and trends therein.  

A noteworthy observation in Figures 1.4a and 1.4b is that the effect of side chain length on 

𝜌 ∙ 𝑔𝑂(𝑤𝑎𝑡𝑒𝑟)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) is stronger at 5 wt % water content than at 20 wt % water content. This 

is likely because at high hydration, the water phase is already well-established, and therefore the 

variation of side chain length has lesser effect. Another observation is that, at 20% water content, 

the water phase in PFPA membranes is more developed than that of the PFSA membranes 

regardless of side chain length (Figure 1.4a). We infer that the higher hydrophilicity of phosphate 

could be responsible for this observation. 
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Table 1.1. Coordination numbers for all simulated systems 

Water  

Content 

(wt %) 

Polymer 
FGa to 

O(H3O) 

FGa to 

O(H2O) 

O(H3O) to 

O(H2O) 

O(H2O) to 

O(H2O) 

20  

S LSC 0.58 6.13 4.31 3.40 

S SSC 0.67 5.77 3.94 3.34 

P LSC 1.21 5.59 3.07 3.65 

P SSC 0.99 5.21 3.44 3.54 

5  

S LSC 2.26 3.23 1.75 1.28 

S SSC 2.31 2.53 1.59 1.12 

P LSC 2.03 2.73 1.40 1.57 

P SSC 1.97 2.24 1.41 1.36 
a functional group 
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(a) 

 
 

(b) 

 

 

Figure 1.4. O(water)-O(water) pair correlations at 20 wt % water content (a) and 5 wt % water 

content (b). 
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(a) 20 wt % water content 

 

 
(b) 5 wt % water content 

 

 

Figure 1.5. Nanophase segregation trends in PFSA and PFPA membranes at 20 wt % (a) and 5 

wt % (b) water content. As chain length increases, water molecules (red spheres) tend to 

aggregate in larger clusters, especially in PFPA membranes. 
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Next, the solvation of phosphate and sulfonate groups by water molecules is characterized. 

For this, we calculate 𝜌 ∙ 𝑔𝐹𝐺−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) where FG denotes functional group as shown in Figures 

1.6a and 1.6b. While 𝜌 ∙ 𝑔𝐹𝐺−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) is greater for LSC membranes at both water contents, 

which is quantitatively confirmed by the coordination number (Table 1.1), the change is more 

significant at 5 wt % water content. Hence, Figures 1.4 and 1.6 demonstrate that a well-established 

water phase leads to better solvation of phosphate and sulfonate groups as expected.  

On the other hand, we would also expect that the hydroniums are dissolved in the water 

phase, and the extent of this dissolution should depend on the maturity of the water phase which 

is a measure of how the internal structure of water phase resembles that of bulk liquid water phase. 

Therefore, in Figures 1.7a and 1.7b, 𝜌 ∙ 𝑔𝐹𝐺−𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)(𝑟) for PFSA membranes is decreased 

as the water content is increased, indicating more dissociation of hydronium molecules from 

negatively charged functional groups at higher hydration condition. Likewise, in Figures 1.8a and 

1.8b, 𝜌 ∙ 𝑔𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) for PFSA membranes is increased as the water content is 

increased, indicating more solvation of hydronium molecules by water molecules. Together, these 

data indicate the greater dissociation of hydronium into the water phases of the S LSC membranes. 

The calculated coordination numbers support these observations (Table 1.1). However, for the 

PFPA membranes, we observe distinctly opposite trend around the phosphate groups in 

comparison to the sulfonate groups in PFSA membranes. As the side chain length increases, 

hydronium is less solvated and its association with functional groups increases, as indicated by the 

pair correlation functions (Figures 1.7 and 1.8) and as confirmed by their associated coordination 

numbers (Table 1.1). 
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(a) 

 

  
(b) 

 

 

Figure 1.6. FG-O(water) pair correlations at 20 wt % water content (a) and 5 wt % water content 

(b). FG denotes S for sulfonate group or P for phosphate group. 
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(a) 

 

 
(b) 

 

Figure 1.7. FG-O(hydronium) pair correlations at 20 wt % water content (a) and 5 wt % water 

content (b). FG denotes S for sulfonate group or P for phosphate group. 
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(a) 

 
(b) 

 

 

Figure 1.8. O(hydronium)-O(water) pair correlations 20 wt % water content (a) and 5 wt % 

water content (b). 
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An explanation for this puzzle is as follows: considering the pair correlations in Figures 

1.6, 1.7, and 1.8, it appears that the hydronium molecules are dissociated from sulfonate groups, 

but associated with phosphate groups. This is corroborated by the 𝜌 ∙ 𝑔𝐹𝐺−𝐹𝐺(𝑟) results (Figures 

1.9a and 1.9b), wherein the intensity of the first shell for P LSC membranes at 20 wt % water 

content is significantly higher than that of P SSC membranes (Figure 1.9a). This indicates that, 

given enhanced conformational diversity due to longer side chain, the phosphate groups prefer to 

more closely aggregate with themselves through the association with hydronium molecules (Figure 

1.10).  We call this a “hydronium-mediated bridge configuration.” Although this bridge 

configuration has been observed in both PFSA and PFPA membranes, it previously had not been 

studied in conjunction with the effect of side chain length.50 Notably, at 5 wt % water content, 𝜌 ∙

𝑔𝐹𝐺−𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)(𝑟) (Figure 1.7b) and the first shell of 𝜌 ∙ 𝑔𝐹𝐺−𝐹𝐺(𝑟) in PFPA membranes 

(Figure 1.9b) are only slightly increased with the side chain length, which implies that, at low 

water content, the bridge configuration mediated by hydronium is not enhanced in PFPA 

membranes with side chain length. 

To confirm our hypothesis regarding hydronium localization from an energy standpoint, 

we compared the aqueous phase energy densities (EDs) between our systems at 20 wt % water 

content.  Prior to completing this calculation, we obtained the H3O
+ – H2O and H2O – H2O pair 

potential energy curves in order to understand how these interactions could impact the ED of our 

systems.  These potential curves are depicted in Figure 1.11. Since the H3O
+ – H2O potential 

minimum is comparatively negative, we surmise that this pair will bear a perceivable impact on 

the overall ED of the system despite the abundance of water molecules.  To calculate this 

parameter, we divided the total energy of the aqueous phase (hydronium and water molecules) by 

its Connolly volume.  The results from this study are tabulated in Table 1.2.  These trends are 
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expected considering that with increasing chain length, hydronium tends to associate with the 

aqueous phase in sulfonic acid membranes and tends to dissociate from this phase in phosphoric 

acid membranes (due to bridge formation). 

Another intriguing point is that, at low hydration, the sulfonate groups in PFSA membranes 

tend to associate more tightly with other sulfonate groups as well as with hydronium in comparison 

to the phosphate groups in PFPA membranes (Figures 1.7b and 1.9b). This may be because, at low 

hydration, the less hydrophilic sulfonate groups are less solvated compared to the phosphate 

groups. Nonetheless, hydronium molecules in the PFSA membrane are still more solvated than 

those in the PFPA membrane, so that 𝜌 ∙ 𝑔𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟) in the PFPA membrane is not 

as repressed as in PFSA membranes despite sulfonate groups potentially becoming involved in 

hydronium bridging. 

To solidify our findings, we quantified the amount of bridging in each system using the 

following criteria to denote a “bridge”: 

- 2 or more functional groups are within the vicinity of the hydronium  

- Each functional group possesses at least one O atom located < 2.5 angstroms from 

an H atom in the hydronium 

If two functional groups participate, it is counted as 1 bridge.  If three functional groups 

participate, it is counted as 3 bridges.  The results are detailed in Table 1.3.  The trends in these 

bridge counts correspond to the trends in conductivity with side chain length, confirming our 

previous conclusion. 
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(a) 

 

 
(b) 

 

 

 

Figure 1.9. Pair correlation between functional groups at 20 wt % water content (a) and 5 wt % 

water content (b). FG denotes S for sulfonate group or P for phosphate group. 
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Figure 1.10. Hydronium-mediated bridge configuration consisting of one hydronium and three 

phosphate groups in P LSC membranes. 
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Figure 1.11. Pair potential energy curves for H3O
+ – H2O and H2O – H2O. 
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Table 1.2. Energy densities for all simulated systems at 20 wt % water content 

Polymer Energy density (kcal/mol- Å3) 

S LSC –0.27 

S SSC –0.24 

P LSC –0.22 

P SSC –0.25 
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Table 1.3. Bridge counts for all simulated systems 

Water  

Content 

(wt %) 

Polymer Bridge Count 

20  

S LSC 1 

S SSC 3 

P LSC 8 

P SSC 2 

5  

S LSC 23 

S SSC 31 

P LSC 16 

P SSC 13 
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 Structure Factor Analysis. To quantitatively analyze the effect of side chain length on 

the large scale nanophase segregated morphology in PFPA and PFSA membranes, we calculate 

the structure factor, 𝐒(𝐪), which is defined as: 

 𝐒(𝐪) =  〈∑ ∑ exp(𝑖𝐪 ∙ 𝐫𝑖𝑗)(𝜉𝑖𝜉𝑗 −  〈𝜉〉2)𝑟𝑗𝑟𝑖
〉 /𝐿3 (2) 

where the angular bracket denotes a thermal statistical average. 𝜉𝑖 represents a local density 

contrast, 𝐪 is the scattering vector, and 𝐫𝑖𝑗 is the vector between the sites i and j. Traditional SAXS 

and SANS experiments rely on the density contrast between hydrophilic and hydrophobic phases 

at a certain scattering length, to determine the structure factor. However, our structure factor is 

calculated from an artificial density contrast as follows: the local density variables are Φ𝑗
𝐴 and Φ𝑗

𝐵: 

Φ𝑗
𝐴 is equal to 1 if the site j is occupied by a hydrophilic entity such as water or hydronium group 

and equal to 0 otherwise, and Φ𝑗
𝐵 is equal to 1 if the site is occupied by hydrophobic entities such 

as the polymer backbone or equal to zero otherwise. The quantity 𝐒(𝐪) is spherically averaged as 

follows: 

 𝑆(𝑞) = ∑ 𝐒(𝐪)|𝐪| / ∑ 1|𝐪|  (3) 

with 𝑞 = (2𝜋/𝐿)𝑛 where 𝑛 = 1,2,3, ⋯ denotes that, for a given n, a spherical shell is taken as 𝑛 −

1/2 ≤ 𝑞𝐿/2𝜋 ≤ 𝑛 + 1/2. This analysis is completed for five individual frames within the 

equilibrium state of each simulation, and these five 𝑆(𝑞) profiles are subsequently averaged. 

The results from the structure factor analysis at 20 wt % water content are depicted in 

Figure 1.12. The location of the main peak is consistent with the experimental “ionomer peak” 

observed at q = ~0.13 A-1 indicated by the dotted line.53 In accordance with our pair correlation 

studies and qualitative observations, P LSC membranes exhibit a higher 𝑆(𝑞) intensity than P SSC 

membranes, indicating a greater extent of nanophase segregation. The intensities of 𝑆(𝑞) for S 
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SSC and S LSC membranes are comparable to each other, in contrast to the improved local 

structure of the aqueous phase in S LSC membranes. This indicates that, at large length scales, 

chain length has little effect on phase segregation in PFSA membranes. Consistent with 𝜌 ∙

𝑔𝑂(𝑤𝑎𝑡𝑒𝑟)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟), PFPA membranes show greater nanophase segregation than PFSA 

membranes, which may offset the detriment to conductivity due to the hydronium-mediated bridge 

configuration. The structure factor at 5 wt % water content was not analyzed due to insufficient 

water molecules to form a water phase for structure factor analysis. 

Proton Transport. Table 1.4 summarizes the vehicular diffusion coefficients for 

hydronium in all simulated systems. For both PFSA and PFPA membranes, the vehicular diffusion 

coefficients for hydronium increase with the side chain length, which can be attributed to the more 

developed water phase providing a better path for molecular diffusion. However, it should be noted 

that, at 20 wt % water content, the increase in the hydronium diffusion coefficient in PFPA 

membranes are not as large as that of PFSA membranes, likely due to the hydronium-mediated 

bridge configuration discussed above, which restricts hydronium movement.  

In order to estimate proton conductivity, it is first necessary to estimate proton hopping. 

For this purpose, we employ the method developed in Deng and his co-workers,79-80 in which the 

hopping diffusion coefficient is calculated as follows: 

𝐷ℎ𝑜𝑝𝑝𝑖𝑛𝑔 =
1

6𝑁𝑡
∫ ∑ ∑ 𝑘𝑖𝑗𝑟𝑖𝑗

2𝑃𝑖𝑗d𝑡

𝑀

𝑖

𝑁

𝑖

𝑡→∞

0

 

where 𝑁 is the number of protons, 𝑃𝑖𝑗  is the probability with which a proton can jump from 

hydronium 𝑖 to water 𝑗 defined as 𝑃𝑖𝑗 =  𝑘𝑖𝑗/ ∑ 𝑘𝑖𝑗
𝑀
𝑗 , 𝑟𝑖𝑗 is the distance between all donors and 

accepters measured from the equilibrium molecular dynamics trajectory, and 𝑘𝑖𝑗 is defined as 

follows: 
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𝑘𝑖𝑗(𝑟) = 𝜅(𝑇, 𝑟)
𝑘𝑏𝑇

ℎ
exp (−

𝐸𝑖𝑗(𝑟) − 1/2ℎ𝜔(𝑟)

𝑅𝑇
) 

where 𝜅(𝑇, 𝑟) and 𝜔(𝑟) are the tunneling factor and frequency for zero-point energy correction 

(given in refs.81-82) and 𝐸𝑖𝑗(𝑟) is the energy barrier for the proton to be transferred from donor to 

acceptor in water medium while they are at a distance (𝑟). To assess this hopping energy barrier, 

we used the relative energy change as a function of the distance between the donor and acceptor 

oxygens and corrected by considering solvent effects using the Poisson-Boltzmann self-consistent 

reaction field model as described in Jang and his co-workers.80  

In Table 1.4, we find hopping coefficients to be very similar in all membranes and in 

magnitude agreement with ref.80, which predicted hopping coefficients to be on the order of 10-6 

cm2/s. This indicates that our proton hopping estimation is of a reasonable order of magnitude. 

After obtaining our hopping diffusion coefficients, we proceed to sum vehicular and hopping 

diffusion coefficients to obtain total diffusion coefficient values which are tabulated in Table 1.4. 

From these values, we calculate conductivity via the following Nernst-Einstein equation: 

𝜎 =
𝐷𝑐𝑧2𝐹2

𝑅𝑇
 

In this equation, 𝜎 is conductivity, 𝐷 is diffusion coefficient, c is concentration of hydronium ions 

in mol/cm3, F is the Faraday constant, R is the gas constant, T is temperature, and z is the charge 

on hydronium (+1 in this case). The estimated proton conductivities are tabulated in Table 1.5.  

 In PFSA membranes, the proton conductivity shows a small increase with increasing side 

chain length at both hydration levels, as expected based on the slightly improved local structures 

in the water phase. By contrast, in PFPA membranes, the proton conductivity decreases despite 

improvement of such local structures as a function of side chain length, which is inferred that the 
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hydronium-mediated bridge configuration in PFPA membranes imposes a very effective 

restriction on proton transport.  

This hypothesis is confirmed via an analysis of hydrogen bond lifetimes between 

hydronium and functional group in these systems.  We used the following criteria to determine 

whether a bond is present:83-88 

- The distance ROO between the oxygens is shorter than 3.4 Å, 

- The distance ROH between the “acceptor” oxygen and the hydrogen of the “donor” 

molecule is shorter than 2.425 Å, 

- The H – O – O angle is smaller than 30°.89 

 We first validated our protocol by monitoring the lifetime of hydrogen bonds between 

water molecule pairs in one of our systems.  We obtained a value of 2.0 ps as an average lifetime, 

which falls within the reported range of 1 – 5 ps.90  Then, we proceeded to monitor hydrogen 

bonding lifetime between functional group/hydronium pairs.  Results are summarized in the Table 

1.6.  In both membrane chemistries lifetime increases with side chain length, potentially because 

conformational diversity provides more opportunities for favorable bond configurations.  

However, this increase in the phosphoric acid system is more drastic, likely due to bridging. 

To further confirm, we analyzed the residence time of the entire hydronium molecule 

around the functional groups in each system.  Residence time is defined as the amount of time that 

the oxygen in the hydronium ion spends at a distance < 4.3 angstroms (the cutoff distance for the 

first hydronium shell; refer to Figure 1.7) from the central atom in the functional group.  Results 

are tabulated in Table 1.6.  Like hydrogen bonding, residence time increases with chain length in 

both systems, albeit much more drastically in the phosphoric acid system. 
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Figure 1.12. Structure factor profiles at 20 wt % water content. 
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Table 1.4. Proton diffusion coefficients 

Water  

Content 

(wt %) 

Polymer 
D(H3O+, vehicular) 

(cm2/s) 

D(hopping) 

(cm2/s) 

D(total) 

(cm2/s) 

20  

S LSC 5.41E-06 3.23E-06 8.64E-06 

S SSC 3.85E-06 2.94E-06 6.80E-06 

P LSC 2.70E-06 2.31E-06 5.01E-06 

P SSC 2.47E-06 2.58E-06 5.05E-06 

5  

S LSC 4.39E-08 1.32E-06 1.36E-06 

S SSC 2.09E-08 1.21E-06 1.23E-06 

P LSC 2.54E-08 1.08E-06 1.10E-06 

P SSC 8.35E-09 1.06E-06 1.07E-06 
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Table 1.5. Estimated proton conductivity 

Water 

Content 

(wt %) 

Polymer 

Conductivity 

(vehicular) 

(S/cm) 

Conductivity 

(hopping) 

(S/cm) 

Conductivity 

(Total) 

(S/cm) 

20 

S LSC 0.0193 0.0125 0.0308 

S SSC 0.0156 0.0124 0.0275 

P LSC 0.0086 0.0095 0.0177 

P SSC 0.0087 0.0110 0.0198 

5 

S LSC 0.0002 0.0063 0.0065 

S SSC 0.0001 0.0063 0.0065 

P LSC 0.0001 0.0051 0.0052 

P SSC 0.0000 0.0055 0.0055 
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Table 1.6. Estimated hydrogen bond lifetimes and residence times between H3O
+ and functional 

group at 20 wt % water content 

Polymer Hydrogen Bond Lifetime (ps) Residence Time (ps) 

P LSC 29.11 26.00 

P SSC 10.35 10.51 

S LSC 14.69 16.69 

S SSC 7.47 9.30 
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Notably, the proton conductivities of all membranes are much more similar at 5 wt % water 

content than at 20 wt % water content. However, PFSA membranes still perform slightly better, 

likely due to the higher correlation between H3O
+ and H2O as evidenced in Figure 1.8b. This 

correlation facilitates the hopping mechanism, which is a major contributor to proton diffusion and 

membrane conductivity according to Tables 1.2 and 1.3. 

Conclusions 

We performed molecular dynamics simulations of PFSA and PFPA membranes to 

understand the effect of side chain length and acid strength on the nanophase segregation and 

transport. For PFPA and PFSA systems at 20 wt % and 5 wt % water contents, we find that the 

increase of the side chain length gives rise to more matured local structures in water phase. This 

is supported by the pair correlation functions and their associated coordination numbers. The 

structure factor analysis for PFPA also reflects greater segregation of hydrophobic and hydrophilic 

regions for long side chain membranes at 20 wt % water content. This phase segregation correlates 

with enhanced solvation of the sulfonate and phosphate groups as anticipated. 

Consistent with the improved local structures in water phase, we note an increase in 

conductivity with side chain length for PFSA membranes at both hydration levels. In contrast, we 

do not observe a corresponding increase in conductivity for PFPA membranes. It turns out that 

this is because the longer side chain leads to a hydronium-mediated bridge configuration, reflected 

by the intensity increase in the 𝜌 ∙ 𝑔𝐹𝐺−𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)(𝑟) and 𝜌 ∙ 𝑔𝐹𝐺−𝐹𝐺(𝑟) pair correlation 

functions as well as a decrease in 𝜌 ∙ 𝑔𝑂(ℎ𝑦𝑑𝑟𝑜𝑛𝑖𝑢𝑚)−𝑂(𝑤𝑎𝑡𝑒𝑟)(𝑟). This phenomenon is hypothesized 

to restrict hydronium mobility, which would be detrimental to conductivity. In addition, although 

still occurring, the bridging phenomenon appears less pronounced at low hydration conditions. 
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These results indicate a useful trend for PFPA membranes and PEM design in general. 

Hydronium transport is correlated with bridge structure formations, and at standard conditions can 

therefore be augmented simply by shortening the side chain. Upon further research into the scope 

of this phenomenon, it could be combined with other enhancement methods to design a polymer 

with increased dehydration resistance while boasting appropriate conductivity at standard 

conditions, thus allowing for adoption of fuel cell technologies into a wider range of conditions. 
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III. AIM 2. Radical scavenging capabilities of CeO2 towards stability of polymer electrolyte 

membranes. 

Introduction 

Chemical stability of the PEMFC’s polymer electrolyte membrane (PEM) is crucial to its 

prolonged performance in long-term applications such as solar cells, batteries, and fuel cells91-92. 

However, the electrochemical formation of radical species, such as •OH and •OOH, at the 

electrode degrades the PEM, causing a decrease in membrane conductivity and leading to eventual 

membrane failure.93-96 Researchers initially attempted to combat this degradation using Mn(II) and 

Ce(III) ions in the fuel cell, later discovering that Ce(III) was superior from a kinetic standpoint10, 

97 due to their ability to rapidly cycle between a Ce3+ and a Ce4+ state. This cycling ability is 

important since fuel cell radicals such as •OH and •OOH bind to the Ce3+ ion and subsequently 

undergo conversion to more innocuous species98-99, concurrent with the ion’s transition to a Ce4+ 

state. Later, the ion can be reconverted to Ce3+ and effectively “recycled.”  

While promising, these ions exhibit migration within the membrane, diminishing their 

effectiveness over time.100-101  A solution is found in the use of nanoparticles rather than ions.  Due 

to a set of pioneering experimental studies by Trogadas et al., CeO2 nanoparticles (“ceria”) have 

recently garnered interest as a radical scavenger for fuel cell membranes.102-106 In these particles, 

the generation of Ce3+ is concomitant with the desorption (i.e. vacancy formation) and adsorption 

of oxygen on the ceria surface107. Researchers have taken strides toward improving these 

nanoparticles by investigating the effects of particle size, facet, and notably, vacancy concentration 

upon scavenging performance.108 However, the effect of defect geometry upon scavenging ability 

remains to be investigated.  
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According to previous studies, vacancies tend to form on the CeO2 surface in either 

triangular or linear patterns.15, 109-111 The relative incidence of triangular vs. linear vacancy clusters 

depends upon synthesis conditions and is therefore likely tunable.109-110 Still, it is unclear which 

defect geometry is superior for radical scavenging. Thus, in this study, we attempt to illuminate 

the importance of defect geometry in the adsorption of •OH and •OOH radical species using DFT. 

Through these calculations, we will not only predict which defect geometry is favorable for radical 

scavenging, but also explore the electronic-scale reasoning behind this preference. 

 Computational Methods 

The calculations reported herein were performed on the basis of spin-polarized DFT within 

the generalized gradient approximation (GGA) of the Perdew-Burke-Ernzerhof (PBE) functional, 

as implemented in the Vienna Ab-initio Simulation Package (VASP)112-23. The projector-

augmented wave (PAW) method with a plane wave basis set was employed to describe the 

interaction between ion cores and valence electrons113-114. An energy cutoff of 430 eV was applied 

for the expansion of the electronic eigenfunctions. For the Brillouin zone integration, we initially 

used a (1×1×1) k-point grid to determine the optimal geometries and then increased to a (2×2×1) 

k-point grid to obtain total energies of the systems. In congruence with established techniques, we 

incorporate an empirical Hubbard U parameter (U = 5.0 eV) to overcome the poor description of 

GGA for the localized character of 4f electrons in ceria115. To account for van der Walls 

interactions, we used DFT-D3 corrections with Becke-Johnson damping116-117. 

For pristine and defective CeO2, we constructed a slab of a cubic fluorite (Fm-3m) in a 

(4×4) supercell with 9 atomic layers, each of which contains 16 atoms. The (111) facet was chosen 

due to both high catalytic activity and a low surface energy compared to other low index surfaces, 

as summarized in literature.108 As illustrated in Figure 2.1, three distinct defective surfaces were 
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constructed: pristine, linear defective and triangular defective surfaces. The slab is separated from 

its periodic images in the z direction by a vacuum space spanning approximately 20 Å. The 

pristine, linear defective, and triangular defective CeO2 slabs are geometrically optimized until 

residual forces on all the constituent atoms become smaller than 5 × 10-2 eV/Å, and the total free 

energy change in the self-consistent field procedure is less than 2 × 10-5 eV.  

Next, we conducted a Mulliken population analysis from the optimized structures to 

determine the local charge and spin state across the defective ceria surfaces using the Cambridge 

Serial Total Energy Package (CASTEP).118-119 The plane wave basis set and ultrasoft 

pseudopotential are utilized. The cutoff energy is chosen to be 370 eV and the k-point sampling is 

done using a (2×2×1) Monkhorst-Pack grid. Finally, a partial density of states (PDOS) analysis 

was conducted using VASP with k-points increased to a (3×3×1) Monkhorst-Pack mesh.  
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Figure 2.1. Charge density contour plots and optimized atomic structures of (a) pristine, (b) 

linear defect, (c) triangular defect on ceria (111) surface. For simplicity, the middle and bottom 

layers are hidden in the top views. In charge density contour plots, the defect sites are 

distinguished by the deficiency of charge density. Arrows in (b) and (c) indicate the shift 

direction of subsurface oxygen (dotted circle) during the geometry optimization. 
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 Results and Discussion 

Oxygen Vacancy Formation and Stability in CeO2. Prior to analyzing the effect of 

vacancy cluster geometry on radical scavenging capability, we first confirmed the reasonableness 

of our structures. As shown in Figure 2.1, we have considered a pristine surface, a linear defective 

surface, and a triangular defective surface. These two defects were chosen because they are 

prevalent on ceria surfaces at standard vacancy density (> 1013/cm2).15, 109-110  For the linear 

vacancy, a divacancy was chosen since it falls within the range of commonly observed linear 

vacancy lengths while avoiding interactions between adjacent vacancies109.  

In order to validate our models, we compared the atomic z coordinates in the geometry-

optimized pristine slab model with the experimental values from the literature as presented in 

Table 2.1. Since the z coordinates of atoms in our DFT calculations fall within 0.08 Å of the 

experimental values, our calculated structures are in good agreement with the structures observed 

in experiments, especially considering the uncertainty associated with low-energy electron 

diffraction.120 In Table 2.2, we compared the bond lengths calculated via DFT with the 

experimental120 and previous DFT121 results. It is apparent that our bond lengths deviate from 

experimental values by approximately the same extent as those of the previous DFT studies 

(~1%)121.  
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Table 2.1. Atomic z coordinates after geometric optimization compared with experimental 

results.  Number in parenthesis denotes layer, with 1 being the topmost layer. O(7) is designated 

at z = 0. Experimental uncertainties in parenthesis 

Atom 
Our DFT value 

(Å) 

Experimental value120 

(Å) 

O(1) 6.35 6.28 (±0.06) 

Ce(2) 5.55 5.42 (±0.02) 

O(3) 4.74 4.66 (±0.06) 

O(4) 3.19 3.12 (+0.04/-0.02) 

Ce(5) 2.38 2.38 (±0.02) 

O(6) 1.57 1.60 (+0.08/-0.04) 
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Table 2.2. Bond lengths in pristine slab after geometry optimization. Number in parenthesis 

denotes layer, with 1 being the topmost layer 

Atom Pair Our DFT Value (Å) 

Literature  

DFT121 (Å) Experiment120 (Å) 

O(1) – Ce(2) 2.350 2.365 2.37 

Ce(2) – O(3) 2.353 2.370 2.34 

Ce(2) – O(4) 2.353 2.322 2.30 
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After vacancy formation, the atoms adjacent to the defect are shifted due to charge 

redistribution. In our systems, we primarily observed lateral shifts. In the linear defect, cerium and 

oxygen atoms were shifted an average of 0.13 and 0.18 Å away from the vacancy in the x–y plane, 

respectively. Similarly, in the triangular defect, cerium and oxygen atoms were shifted an average 

of 0.10 and 0.17 Å away from the vacancy in the x–y plane, respectively. These lateral shifts are 

consistent with previous literature from an order of magnitude standpoint.122-124 Intriguingly, the 

central, subsurface oxygen atoms in both linear and triangular defects were shifted significantly in 

the +z direction by 1.10  and 1.26 Å, respectively, as shown in Figure 2.1b and 2.1c. This is likely 

because the oxygen vacancy formation leaves two excess electrons that are localized at the vacancy 

sites reducing the neighboring Ce atoms.124-125 Those surrounding undercoordinated Ce atoms 

would interact with the O atom associated with the vacancy site, increasing the Ce-O interaction. 

This strong interaction results in an atomic reconfiguration at the vacancy site that shifts the atomic 

position of the associated subsurface oxygen atom.  

In order to evaluate the vacancy formation energy (VFE), we calculate nth vacancy 

formation energy (∆𝐸𝑛𝑡ℎ) and average vacancy formation energy (∆𝐸𝑎𝑣𝑔
𝑛 )124, 126 for given n-

vacancy models using the following equations: 

∆𝐸𝑛𝑡ℎ = 𝐸𝑠𝑙𝑎𝑏
𝑛 − 𝐸𝑠𝑙𝑎𝑏

𝑛−1 +
1

2
𝐸𝑂2

 

where n is the number of vacancies (n = 1, 2, 3), 𝐸𝑠𝑙𝑎𝑏
𝑛  is the slab system energy with n vacancies, 

and 𝐸𝑂2
 is the O2 gas molecule energy, and  

∆𝐸𝑎𝑣𝑔
𝑛 = (𝐸𝑠𝑙𝑎𝑏

𝑛 − 𝐸𝑠𝑙𝑎𝑏
0 +

𝑛

2
𝐸𝑂2

)/𝑛 

where 𝐸𝑠𝑙𝑎𝑏
0  represents the energy of a pristine slab with zero vacancies. The results are 

summarized and compared in Table 2.3.  
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Table 2.3. Averaged formation energy per vacancy and formation energy of the nth vacancy for 

point, linear, linear trimer, and triangular systems 

System Avg. VFE [eV] nth VFE [eV] 

Point (n = 1) 2.44 2.44 

Linear (n = 2) 2.42 2.40 

Linear Trimer (n = 3) 2.52 2.73 

Triangular (n = 3) 2.60 2.96 
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Both averaged and nth VFE increase with the the number of vacancies. The triangular 

defect system possesses the highest magnitudes on both energies, indicating less thermodynamic 

stability, which could predict a more favorable radical scavenging tendency. However, it should 

be noted that the magnitude of VFE is much higher than the energy difference between the VFE(n) 

and VFE(n+1), implying that even a single vacancy (n=1) could possess radical scavenging 

capabilities. 

Adsorption of •OH and •OOH Radicals. We added radical species to the ceria surface 

and calculated binding energies to gauge the binding favorability of •OH or •OOH to a given defect 

site. Figures 2.2 and 2.3 depict the geometry-optimized structures after •OH and •OOH are bound 

to the linear and triangular defective surfaces.  (Although this will be discussed in depth later, it 

should be noted that that the binding of •OH and •OOH on the defect-free CeO2 surface is 

thermodynamically unfavorable).  

First, we observe that the oxygen atom of •OH is positioned inside the vacancy in both 

triangular and linear defects. Since the defect contains no surface oxygen atom, the negatively 

polarized O atom of •OH is attracted to the defect by the adjacent, positively polarized cerium 

atoms. Additionally, since •OH is a radical molecule, its O atom prefers to interact with atoms of 

high spin state. As evident from our subsequent population analyses discussed below, the •OH is 

biased toward one cerium atom, which indicates the covalent bond characteristics through a change 

in spin state (Figures 2.4 and 2.5): for the linear defect, the spin of this Ce atom is decreased from 

1.08 to 0.82, while for the triangular defect, it is decreased from 1.10 to 0.88.  

Similarly, we observed that the terminal oxygen atom of •OOH tends to centralize within 

the defect. This can be explained using the same reasoning as above: due to its negative 

polarization and high spin state, it prefers to interact with the positively polarized, high spin state 
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cerium atoms surrounding the defect. The distance between this terminal oxygen atom and the 

surrounding cerium atoms ranges from 2.53 to 2.73 Å in the linear defect and from 2.40 to 2.68 Å 

in the triangular defect. Additionally, we observed that in both defects, the central oxygen atom of 

•OOH tends to settle near the one cerium atom (2.60 Å for linear defect and 2.56 Å for triangular 

defect), rendering the O-O bond at a tilted angle relative to the XY plane. This is because the 

negatively polarized central oxygen atom favors interaction with the positively polarized cerium. 

Finally, the H atom must be oriented upward for steric reasons, but intriguingly is tilted slightly 

downward to the surface in all systems. This is likely due to the interaction with the topmost, 

negatively polarized oxygen atom adjacent to the defect.  

Population Analyses. The results from the Mulliken population analyses for charge and 

spin states on bare surfaces are depicted in Figures 2.4, 2.5, and 2.6. When an oxygen atom is 

removed from the ceria surface, its valence electrons are redistributed to the neighboring cerium 

atoms, affecting their partial charges as shown in Figure 2.4. This is reflected in the population 

analysis: cerium atoms adjacent to defects bear a less positive charge. Intriguingly, the central, 

subsurface oxygen atom in both systems is more negatively charged compared to surrounding 

oxygen atoms, suggesting that this subsurface oxygen atom shares the burden of electron 

redistribution with the cerium atoms. The additional electrons also affect the local spin state of the 

neighboring cerium atoms, as depicted in Figure 2.5. The four and six cerium atoms adjacent to 

the linear and triangular defects, respectively, possess a higher spin state compared to non-adjacent 

cerium.  
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Top view Side view 

(a) •OH to Linear Defect 

 

 

 

 
 

Top view Side view 

 

(b) •OOH to Linear Defect 

 

Figure 2.2 Geometry-optimized structures for (a) •OH bound on linear defect; (b) •OOH bound 

on linear defect. Yellow green, red, and white spheres indicate ceria, oxygen, and hydrogen 

atoms, respectively. The subsurface oxygen atoms are represented by blue spheres and the •OH 

and  •OOH radicals are enlarged for better graphical view. For simplicity, the middle and bottom 

layers are hidden in the top views. 
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Top view Side view 

(a) •OH to Triangular Defect 

 

 

 

 
 

Top view Side view 

(b) •OOH to Triangular Defect 

 

 

Figure 2.3. Geometry-optimized structures for (a) •OH bound on triangular defect; (b) •OOH 

bound on triangular defect. Yellow green, red, and white spheres indicate ceria, oxygen, and 

hydrogen atoms, respectively. The subsurface oxygen atoms are represented in blue spheres and 

the •OH and  •OOH radicals are enlarged for better graphical view. For simplicity, the middle 

and bottom layers are hidden in the top views. 
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Linear Defect Triangular Defect 

(a) Bare Surface 

  

  

Linear Defect Triangular Defect 

(b) •OH Bound 

  

  

Linear Defect Triangular Defect 

(c) •OOH Bound 

 

Figure 2.4. Mulliken charges analysis for (a) radical-free bare surface; (b) •OH bound surface; 

(c) •OOH bound surfaces calculated using CASTEP. Yellow, white, red, and blue spheres 

indicate ceria, hydrogen, surface oxygen, and subsurface oxygen atoms, respectively. 
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Linear Defect Triangular Defect 

(a) Bare Surface 
  

  
Linear Defect Triangular Defect 

(b) •OH Bound 
  

  

Linear Defect Triangular Defect 

(c) •OOH Bound 

 

Figure 2.5. Mulliken spin analysis for (a) radical-free bare surface; (b) •OH bound surface; (c) 

•OOH bound surfaces calculated using CASTEP. Yellow, white, red, and blue spheres indicate 

ceria, hydrogen, surface oxygen, and subsurface oxygen atoms, respectively. 
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Linear Defect Triangular Defect 

(a) •OH 

  

 
 

Linear Defect Triangular Defect 

(b) •OOH 

 

Figure 2.6. Structures of •OH and •OOH bound at the defect sites with charge values and 

parenthesized spin values for individual atoms. Yellow, red, and white spheres indicate ceria, 

oxygen, and hydrogen atoms, respectively. 
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Mulliken population analyses were also performed for the •OH and •OOH-bound surfaces.  

When a radical species is bound, the charge values in the neighboring cerium atoms become more 

positively polarized relative to the bare surface (Figure 2.4), while their spin values are reduced 

(Figure 2.5). In the triangular defect, we observed a decrease of the spin for the target cerium from 

1.10 to 0.86, and neutralization of the net spin, indicating that a radical coupling is made. In the 

linear defect, the effect of •OOH binding on spin is more complicated. When the •OOH is bound 

on the target cerium, the spin of this cerium is reduced. Additionally, the spin on the cerium 

diagonal to the target cerium is decreased from 1.10 to 0.88. Such a complicated set of events is 

likely necessary due to the asymmetry of the linear defect. For further understanding of such 

changes in charge and spin states presented in Figures 2.4 and 2.5, we investigated the states of 

•OH and •OOH. Compared to a net zero charge and net 1.0 spin in the unbound state, •OH and 

•OOH exhibited more polarized charge values and lesser spin values in the bound state, as depicted 

in Figure 2.6. In other words, when the covalent bond is formed, the electronegativity difference 

causes more charge polarization while the electron pairing lowers the atomic spin values.  

In addition, we conducted an excess spin density analysis to determine the localization of 

the electrons, which is presented in Figure 2.7. Consistent with the population analyses in Figures 

2.4, 2.5, and 2.6, the cerium atoms adjacent to each defect exhibit a higher net spin than the other 

cerium atoms, meaning that they are the most probable participants in radical scavenging.  
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(a) Linear Defect 

 

 

(b) Triangular Defect 

 

 

 

Figure 2.7. Net spin analysis for (a) linear defect and (b) triangular defect. Yellow, red, and blue 

spheres indicate ceria, surface oxygen, and subsurface oxygen atoms, respectively. 
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Binding Energy. Next, we perform the binding energy calculations to further investigate 

the effect of the defect site structure on the adsorption of •OH and •OOH as follows: 

Δ𝐸𝑏𝑖𝑛𝑑 = 𝐸(𝐶𝑒𝑂1.𝑥 +  𝑟𝑎𝑑𝑖𝑐𝑎𝑙) −  𝐸(𝐶𝑒𝑂1.𝑥) − 𝐸𝑟𝑎𝑑𝑖𝑐𝑎𝑙 

where Δ𝐸𝑏𝑖𝑛𝑑 is the binding energy of the •OH or •OOH to the ceria surface, 𝐸(𝐶𝑒𝑂1.𝑥 +  𝑟𝑎𝑑𝑖𝑐𝑎𝑙) 

is the energy of the •OH-bound or •OOH-bound surface, 𝐸(𝐶𝑒𝑂1.𝑥) is the energy of the non-

stoichiometric defective surface, and 𝐸𝑟𝑎𝑑𝑖𝑐𝑎𝑙 represents the energy of the •OH or •OOH. Atomic 

configurations for the binding geometries are presented in Figure 2.6, and the radical binding 

energies are plotted as a function of number of vacancies in Figure 2.8. The •OH binding energy 

is found to be consistently stronger than that of •OOH for the pristine and defective surface. It 

appears that, for •OH and •OOH, the binding energies to triangular defects are –4.54 eV and –

3.20eV, respectively, indicating that this process is energetically more favorable than the binding 

to linear defects, whose energies are –4.12eV and –2.80eV, respectively. Such binding behavior 

can be explained through the population analyses: a linear defect presents an additional oxygen 

atom adjacent to the bound radical with a charge of -0.730 (Figure 2.4a), which repels the 

negatively polarized radical oxygen and decreases the magnitude of the binding energy (i.e. weaker 

binding). Additionally, the averaged spin value of the defect-adjacent cerium atoms (Figure 2.5a) 

is lower in the linear defect (1.05) than in the triangular defect (1.09). Since the radical oxygen 

possesses a high spin state and prefers to associate with other high spin state atoms, it would tend 

to be more attracted to the cerium atoms surrounding the triangular defect, increasing the 

magnitude of the binding energy for stronger adsorption. Of note, we also observed that •OH binds 

more strongly than •OOH. This is likely due to the Coulombic interactions: •OOH features two 

negatively charged oxygen atoms whereas •OH possesses only one. Therefore, •OOH has more 

electrostatic repulsion with the surface oxygen atoms nearby the defect, compared to •OH. 
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Figure 2.8. Adsorption energy plot of the •OH and •OOH on pristine ceria (111) surface, and 

defective surfaces including point, linear dimer, linear trimer, and triangular defects. The •OH 

binding energy, E(OH), is found to be stronger than that of •OOH binding, E(OOH). The strong 

binding tendency is consistently found through all evaluated vacancy models, even on the 

pristine CeO2 surface. 

  

Number of Vacancies 
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Density of States Analysis. To further analyze the difference between linear and triangular 

defects in terms of binding energy and population (charge and spin state), we calculated the density 

of states (DOS) for the f- and p-bands of surface Ce and O atoms, respectively, in the defective 

ceria surface.  

Figure 2.9 demonstrates that the energy levels of Ce 4f- and O 2p-bands of the ceria surface 

undergo a significant change during generation of the oxygen vacancy defects. For both linear and 

triangular defects, the sharp peak for the 4f-band of the pristine surface (indicated by the dotted 

sky-blue line) at 2 – 3eV is shifted down below the Fermi level. In previous studies, it is revealed 

that the valence band near the Fermi level, especially the high (low) peak over the energy range of 

–0.5 to 0 eV, is responsible for the strong (weak) kinetic interaction between the surface and 

adsorbates.127-131 From this result, it is expected that, unlike the 4f-band of the Ce atoms on the 

defect-free pristine ceria surface, the 4f-band of Ce on the defective surface would play a crucial 

role in forming a bond with the radical species. The binding of radical species •OH and •OOH, in 

fact, is stronger in the defective ceria than in the pristine CeO2, which is in good agreement with 

the abovementioned studies. We also noticed a slight downshift and decrease in the DOS of the O 

2p-band within the same bonding region. These downshifted O 2p-bands are hybridized with Ce 

4f-bands to form covalent bonds between oxygen and cerium atoms. Simultaneously, the HOMO 

level is decreased by 1 eV, and is therefore positioned around -1.1eV in systems with oxygen 

defects (around -0.1eV for pristine CeO2).  
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(a) 

 

(b) 

 

Figure 2.9. Projected density of states (PDOS) analysis of the f- and p-bands of (a) linear 

defective and (b) triangular defective surfaces. The vertical line at 0 eV denotes Fermi level 

position. The PDOS of pristine CeO2 are shown in the dotted lines. 
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Moreover, we performed a PDOS analysis on the •OH- and •OOH-bound linear and 

triangular defect systems (Figure 2.10) to further investigate the modifications to Ce’s 4f-bands as 

a function of radical scavenging. First, it is found that the 2p-bands of surface oxygen atoms (solid 

red line) are very similar regardless of the defect type, which is reasonable since those oxygen 

atoms are covalently connected with cerium atoms and hence do not directly participate in radical 

scavenging. While the 2p-bands of oxygen in •OH and •OOH radicals in the linear and triangular 

defective systems are also indistinguishable, we observed a significant difference in the density of 

Ce 4f-bands between the two defective systems. With respect to the linear defects, the density of 

the sharp 4f peak below the Fermi level in the triangular defective system is higher than that of the 

linear defective system, and the opposite is true above the Fermi level region. Consequentially, the 

binding energy of •OH is stronger in triangular defects than in linear defects as demonstrated in 

Figure 2.8. Additionally, in Figure 2.10b we observe a more dramatic change in the 4f-band of the 

•OOH-bound triangular defective system compared to the linear defective system. Specifically, 

the Ce 4f peak above the Fermi level is shifted down to below the Fermi level (-0.5 ~ -0eV) and 

multiple dense peaks are formed. These 4f peaks around the -0.5 ~ 0eV region in the triangular 

defective system are responsible for the more enhanced •OOH radical scavenging ability compared 

to the linear defective system.  

Therefore, our PDOS calculations suggest that the oxygen vacancy causes the electronic 

spin localization on  Ce atoms in the defect site, which induces a downshift of Ce 4f-band to below 

the Fermi level. Such a transition of the Ce 4f-band is key to ceria’s radical scavenging capability. 

 

 

 



75 

 

  

(a) •OH Bound 

  

  

(b) •OOH Bound 

 

 

Figure 2.10. Projected density of states (PDOS) analysis for (a) •OH bound surfaces; (b) •OOH 

bound surfaces. The vertical line at 0 eV denotes Fermi level position. 
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 Conclusion 

CeO2 has been established as an effective scavenger for destructive oxygen radicals in fuel 

cell membranes. In this study, we aimed to enhance fundamental understanding of radical binding 

mechanisms and discern the ideal CeO2 surface condition for radical scavenging using DFT. In 

particular, we compared the structures, defect formation energies, radical binding energies, and 

electronic states between linear and triangular defect sites. After the addition of •OH and •OOH to 

the ceria surface, cerium atoms adjacent to the defect displayed increased charge and reduced spin 

state compared to other cerium atoms, indicating radical coupling. Additionally, by analyzing the 

PDOS, it is found that the defective surface with reduced cerium (Ce+3) atoms exhibits a downshift 

of the Ce 4f-band located below the Fermi level and hybridizes with oxygen’s 2p-band in systems 

containing bound •OH and •OOH.  

Here, the binding strength of •OH and •OOH largely changes in the presence of a vacancy, 

whereas the pristine surface showed much weaker binding strength, especially for the •OOH of 

~0.35 eV. This implies the surface migration of the radical toward preferable vacancy sites. 

Radical binding on vacancy sites was more exothermic in the triangular defect (-4.54 eV and -3.20 

eV, respectively) than in the linear defect (-4.12 eV and -2.80eV, respectively), meaning that the 

triangular defect is a more effective scavenging site than the linear defect, and the •OH is adsorbed 

more strongly compared to •OOH. It is found that the average spin state of the defect-adjacent 

cerium atoms is higher in the triangular defect (1.09) than in the linear defect (1.05); likewise, the 

linear defect presents an additional negatively charged oxygen atom (-0.730 in Figure 2.8a) 

adjacent to the defect which is not present in the triangular defect.  Overall, these properties cause 

the radical species to bind more strongly to the triangular defect compared to the linear defect. As 

such, considering their stability and radical scavenging capability, we suggest the use of ceria with 
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primarily triangular defects when designing radical scavengers against •OH and •OOH to enhance 

the durability of polymer electrolyte membranes in fuel cells.  
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IV. AIM 3. To aid design of high performance PEMFCs by creating a tool which predicts 

pKa of acids relevant to PEMs. 

Introduction 

Oxoacids such as sulfonic, phosphonic, and phosphoric acids are highly relevant to the 

performance of polymer electrolyte membranes (PEMs) in fuel cells.49, 132-133  Studies have 

demonstrated that the pKa of these acids is a crucial parameter in predicting the equilibrium 

structure and transport properties of these PEMs, and therefore their performance.49, 132, 134-136 

Specifically, studies have found correlations between pKa and membrane conductivity, though the 

trend and magnitude of these correlations differ depending on water content.49, 132, 135, 137 Such pKa-

conductivity correlation has been attributed to the effect of pKa on hydrogen bond network 

formation as well as proton dissociation.132, 134, 138 As such, knowing the pKa of candidate acid 

groups in PEM could serve as a convenient estimation of its performance.  In addition to the tedium 

of experimental measurement of pKa, the high strength of some PEM–relevant oxoacids renders 

experimental pKa estimation unreliable, since results are highly sensitive to small fluctuations in 

environmental conditions.139-140 In this context, computational predictions could provide 

researchers with faster, more robust, and more accurate pKa estimations. 

Computational pKa prediction methods can be sorted into two broad categories: (1) data–

driven methods141-150 which use regression algorithms by utilizing experimentally determined pKa 

values, and (2) quantum mechanics (QM) based methods151-152 which calculate pKa from the free 

energy change during the deprotonation process in solution via a thermodynamic cycle.  

Data-driven methods may include linear free energy relationships (LFERs)153 or 

quantitative structure activity/property relationships (QSARs/QSPRs). LFERs employ the 

Hammet-Taft equation to calculate pKa from that of a reference molecule using empirically 
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determined constants to describe the effect of each substituent.141, 153 This method is very popular 

and has been employed in several commercial software packages.142-144  QSARs/QSPRs are one 

of the most common pKa prediction techniques, and involve linear regression or least squares 

models fitted to experimental data.143, 154-156  These algorithms have also been employed in a 

variety of commercial pKa prediction platforms.145-147 

While these data-driven methods can achieve impressive accuracy, their usefulness is 

limited to the availability and reliability of experimental data.148-150 Due to the time-consuming 

nature of experiments, lack of available data for nontraditional acids (e.g. phosphorous-based 

acids), and experimental inaccuracy at low pKa values (e.g. in sulfur-based acids), data-driven 

methods are often limited to small, well-characterized chemical spaces and are not ideal for the 

prediction of pKa in acids relevant to PEMs.148, 157 Furthermore, obtaining sufficient experimental 

data is usually time- and resource-consuming.  

On the other hand, QM-based methods require no experimental data, and are capable of 

achieving desirable (<0.5 pKa) mean absolute errors (MAEs) for multiple classes of acids.158 

However, to achieve this level of accuracy, complete basis set (CBS) methods159-160 and inclusion 

of explicit solvent molecules152, 161-162 must be used, and these methods involve laborious 

computational procedures.161 Many researchers have attempted to predict pKa using simpler basis 

sets and implicit solvation methods while maintaining accuracy by employing methods such as 

solvent cavity scaling.163-164  However, it should be stressed that these remedies function well when 

optimized for a narrow range of acids, meaning that generalization to other chemistries frequently 

results in large error.   

Recently, researchers have attempted to further enhance QSAR/QSPR models by 

upgrading from regression to ML algorithms such as deep neural networks, extreme gradient 
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boosting, support vector machines, or tree-based methods,148, 154-155 which have been utilized in 

commercial packages.165-166  While ML reduces the prediction error significantly, these algorithms 

are still limited to the availability and accuracy of experimental data.  However, the use of QM-

calculated properties as ML descriptors could boost the performance of these methods over a more 

diverse range of acids. 

In this study, we overcome the shortcomings of QM and ML by introducing a hybrid of 

experimentally-trained ML and mid-level DFT methods. Specifically, we combine the DFT–

calculated pKa with several other descriptors in a supervised learning algorithm trained against 

experimental pKa data extracted from literature. The ML algorithm allows us to harness the 

precision of modern data-driven prediction techniques, while the computationally inexpensive 

DFT method allows us to maintain accuracy in less-characterized chemical spaces. As such, we 

create a pKa prediction tool that is efficient (low demand on computational resources and time), 

accurate, versatile (able to predict pKa for the large range in acid strength and structure relevant to 

oxoacids for fuel cells), and robust to experimental error.  This tool will be invaluable in the 

development of novel PEMs. 

Computational Methods 

Calculation of pKa using DFT. First, we used DFT to predict pKa values for six test acid 

molecules including PhCH2PO3H2, CH3OPO3H2, CH3COOH, CF3COOH, CH3SO3H, and 

CF3SO3H whose pKa values have been well-documented and whose values span over our range of 

interest ( ~ -5.9 < pKa  < 4.8).167-172 pKa was calculated using Jaguar.173 The DFT computation 

conditions used for prediction of pKa are tabulated with the corresponding mean absolute errors 

(MAEs) in Table 3.1.   
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In the computational procedure, the pKa value was calculated from the free energy change 

(𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞
𝑜 )  over the deprotonation process using the following equation:159, 174-177  

𝑝𝐾𝑎 =  
𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞

𝑜

2.303𝑅𝑇
 

where R is the universal gas constant and T is absolute temperature. 𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞
𝑜  is calculated as 

follows: 

𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞
𝑜 = 𝛥𝐺𝑎𝑞

𝑜 (𝐴−) + 𝛥𝐺𝑎𝑞
𝑜 (𝐻+) − 𝛥𝐺𝑎𝑞

𝑜 (𝐻𝐴) 

where 𝛥𝐺𝑎𝑞
𝑜 (𝐴−) and 𝛥𝐺𝑎𝑞

𝑜 (𝐻+) denote free energies of the deprotonated species and proton in 

aqueous solution, respectively, and 𝛥𝐺𝑎𝑞
𝑜 (𝐻𝐴) denotes free energy of the protonated species. Since 

𝛥𝐺𝑎𝑞
𝑜 (𝑋) = 𝛥𝐺𝑔

𝑜(𝑋) + 𝛥𝐺𝑠𝑜𝑙𝑣
𝑜 (𝑋) where X = 𝐴−, 𝐻+, 𝑜𝑟 𝐻𝐴, and 𝛥𝐺𝑔

𝑜(𝑋) and 𝛥𝐺𝑠𝑜𝑙𝑣
𝑜 (𝑋) denote 

free energies of the gas phase species at 298.15 K and for solvation, respectively, we used a 

thermodynamic cycle to calculate 𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞
𝑜  as shown in Figure 3.1.  
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Table 3.1. Performance of various DFT calculation conditions to predict pKa of PhCH2PO3H2, 

CH3OPO3H2, CH3COOH, CF3COOH, CH3SO3H, and CF3SO3H 

Functional/Basis Set for Geometry Optimization 

Solvation 

model 

Mean Absolute 

Error (MAE) 

in Gas phase in Solution phase 

B3LYP/6-31+G** None PBF 1.17 

B3LYP/6-31++G** None PBF 1.19 

B3LYP/6-31+G** B3LYP/6-31+G** PBF 1.29 

B3LYP/6-31++G** B3LYP/6-31++G** PBF 1.18 

B3LYP/6-311++G** None PBF 1.25 

PBE0/6-31++G** PBE0/6-31++G** PBF 1.37 

B3LYP/6-31+G** None SM8 1.38 

B3LYP/6-31++G** None SM8 0.82 

 

 

 



83 

 

 

Figure 3.1. Thermodynamic cycle to calculate 𝛥𝐺𝑑𝑒𝑝𝑟𝑜𝑡,𝑎𝑞
𝑜 . 
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According to this procedure, geometry optimization of the molecular structure was 

performed in the gas phase prior to calculation of 𝛥𝐺𝑔
𝑜 . Since 𝛥𝐺𝑠𝑜𝑙𝑣

𝑜 (𝐻+) has varied significantly 

in experimental reports (from –254 to –264 kcal/mol),175, 178-179 its value was adjusted to minimize 

prediction error,180 and its final value fell between –253.12 and –259.82 kcal/mol depending on 

the level of theory. After calculating pKa values for all six test acids, the level of theory yielding 

the lowest MAE was chosen for future DFT predictions, where MAE is defined as follows: 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑓(𝑥𝑖)|

𝑛

𝑖=1
 

where 𝑓(𝑥𝑖) is the predicted pKa value, 𝑦𝑖 is the literature pKa value, and 𝑛 = 6 for our test set. If 

multiple pKa values were reported for a given acid, the highest and lowest values were set as 

bounds and error was calculated as deviation from these bounds.  

To thoroughly represent the pKa of a variety of acids relevant to fuel cell membranes, a set 

of 80 oxoacids including sulfur (12), phosphorous (28), and carboxylic (41) acids was prepared to 

train our model. The full list of acids, their descriptors, and literature references for experimental 

values are tabulated in Table 3.2. Once we chose a level of theory to predict pKa values of test acid 

molecules with high accuracy, we calculated the pKa values for all the acids in Table S1 using the 

same level of theory. 𝛥𝐺𝑠𝑜𝑙𝑣
𝑜 (𝐻+) was reoptimized to minimize DFT prediction error for this 

expanded set of acids, ultimately remaining within the reported literature range at –257.29 

kcal/mol. Finally, these DFT-predicted pKa values were used as descriptors for the ML models.  

Development of Machine Learning Models. In order to develop machine learning models 

for predicting pKa with high accuracy, the following 10 properties were selected as descriptors 

(Table 3.3): electronegativity of the central atom (i.e. of P, S, or C) in the acid molecule, the 

magnitude of the molecule’s dipole moment, degree of oxidation of the central atom, number of 
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hydrogens (in the entire completely deprotonated molecule), number of fluorine atoms, number of 

carbons, molecular weight of the neutral molecule, Connolly volume of the neutral molecule, 

solvation free energy (SFE), and DFT-calculated pKa. SFE and DFT-calculated pKa were both 

chosen due to their presumed correlation with the true pKa values for acid molecules (refer to 

Figure 3.1).   

Electronegativity of the central atom, dipole magnitude, and number of fluorine atoms were 

chosen due to their contribution toward the electron withdrawing capacity of the acid, suggesting 

stability of the deprotonated state.  Size-related descriptors including Connolly volume, molecular 

weight, and number of carbon atoms were selected due to their hypothesized correlation with 

positive induction of the substituent group, a suggested predictor of pKa.
181 

  To confirm that the selected descriptors were not highly correlated with one another, we 

performed a Pearson correlation analysis on descriptors from all acids (novel and training sets) to 

scale the level of correlation for each pair of features.  Results for this analysis are depicted in 

Figure 3.2.  
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Table 3.2. List of all acids used in this study, their descriptors, and references (where relevant) 

for literature pKa validation 

Formula 1 2 3 4 5 6 7 8 9 10 Ref. 

CF3COOH 2.55 2 0 3 73.6 114.0 2.9 1 -3.2 -1.92 
182-

185 

CH3COOH 2.55 2 3 0 56.3 60.1 4.6 1 -11.0 3.25 

167, 

185-

186 

HCO2H 2.55 2 1 0 39.9 46.0 4.9 0 -8.8 1.66 
185, 

187 

(CH3)2CHCO2H 2.55 2 7 0 91.5 88.1 1.6 3 -6.4 4.21 
185 

(CH3)3CCO2H 2.55 2 9 0 110.6 102.1 1.6 4 -6.5 2.93 
185 

CF3CH2CH2CO2H 2.55 2 4 3 110.5 142.1 3.5 3 -12.0 7.55 

182, 

184-

185 

CF3CF2CF2CO2H 2.55 2 0 7 129.9 214.0 2.8 3 -0.8 0.61 
185 

CH3CH2CH2CO2H 2.55 2 7 0 93.9 88.1 2.6 3 -6.1 5.45 
185 

CF3CH2CH2CH2CO2H 2.55 2 6 3 130.5 156.1 4.5 4 -12.6 7.96 188 

CH2=CHCO2H 2.55 2 3 0 66.9 72.1 3.4 2 -7.3 3.01 
185 

CH2=CFCO2H 2.55 2 2 1 73.3 90.1 4.6 2 -8.8 3.86 
185 

CF2=CHCO2H 2.55 2 1 2 79.7 108.0 1.2 2 -5.6 7.70 
185 

CF2=CFCO2H 2.55 2 0 3 83.0 126.0 3.0 2 -4.4 5.56 
185 

CH2=CHCH2CO2H 2.55 2 5 0 87.8 86.1 2.2 3 -6.9 5.14 
185 

CH2CH=CHCO2H (trans) 2.55 2 4 0 84.8 85.1 3.2 3 -8.0 4.45 
185 

(CH3)2C=CHCO2H 2.55 2 7 0 101.8 100.1 2.1 4 -8.7 4.57 
185 

cyclopropyl-carboxylic acid 2.55 2 5 0 81.6 86.1 1.7 3 -7.9 5.79 
185 

cyclobutyl-carboxylic acid 2.55 2 7 0 99.4 100.1 2.3 4 -6.9 5.84 
185 

cyclopentyl-carboxylic acid 2.55 2 9 0 115.7 114.1 5.6 5 -9.3 4.57 
185 

cyclohexyl-carboxylic acid 2.55 2 11 0 134.7 128.2 6.3 6 -8.2 3.18 
185 

1-methyl-cyclohexyl-

carboxylic acid 
2.55 2 13 0 151.0 142.2 2.6 7 -6.0 4.39 

185 

2-methyl-cyclohexyl-

carboxylic acid (trans) 
2.55 2 13 0 150.6 142.2 6.2 7 -7.4 1.75 

185 

2-methyl-cyclohexyl-

carboxylic acid (cis) 
2.55 2 13 0 153.5 142.2 2.6 7 -5.1 5.33 

185 

3-methyl-cyclohexyl-

carboxylic acid (trans) 
2.55 2 13 0 152.4 142.2 6.3 7 -7.5 3.38 

185 

3-methyl-cyclohexyl-

carboxylic acid (cis) 
2.55 2 13 0 153.8 142.2 5.7 7 -7.7 2.00 

185 

4-methyl-cyclohexyl-

carboxylic acid (trans) 
2.55 2 13 0 155.0 142.2 2.9 7 -5.0 5.09 

185 

4-methyl-cyclohexyl-

carboxylic acid (cis) 
2.55 2 13 0 157.0 142.2 2.4 7 -5.2 6.30 

185 

Cyclohexyl-ethanoic acid 2.55 2 13 0 152.0 142.2 5.9 7 -8.4 0.28 
185 

Phenyl-CO2H 2.55 2 5 0 105.8 122.1 5.1 6 -12.2 0.87 
185 

o-Methylbenzoic acid 2.55 2 7 0 124.2 136.2 5.0 7 -12.5 1.78 
185 

m-Methylbenzoic acid 2.55 2 7 0 129.0 136.2 5.5 7 -12.6 0.86 
185 

o-Fluorophenyl-CO2H 2.55 2 4 1 112.3 140.1 3.5 6 -12.0 3.24 
185 

m-Fluorophenyl-CO2H 2.55 2 4 1 115.7 140.1 3.0 6 -9.8 5.84 
185 

p-Fluorophenyl-CO2H 2.55 2 4 1 119.6 140.1 1.4 6 -9.6 6.56 
185 
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CF2H-CO2H 2.55 2 1 2 67.9 96.0 3.0 1 -7.3 1.15 
183-

184 

CH2F-CO2H 2.55 2 2 1 60.8 78.0 3.5 1 -9.7 2.98 

184-

185, 

188 

CH2CH3-CO2H 2.55 2 5 0 74.4 74.1 5.5 2 -10.2 3.59 
184-

185 

CH2CF3-CO2H 2.55 2 2 3 92.3 128.1 3.0 2 -9.3 4.41 

182, 

184-

185 

p-Methylbenzoic acid 2.55 2 7 0 127.6 136.2 2.6 7 -10.6 3.74 
185, 

189 

CF3(CF2)2(CH2)2CO2H 2.55 2 4 7 168.7 242.1 2.4 5 -5.6 9.75 185 

(CH3CH2)2HCO2H 2.55 2 11 0 131.4 104.2 4.9 4 -7.9 0.18 185 

benzenesulfinic acid 2.58 2 5 0 115.6 142.2 4.1 6 -20.9 2.70 190 

p-methyl-benzenesulfinic 

acid 
2.58 2 7 0 133.7 156.2 3.5 7 -24.7 4.28 191 

p-chloro-benzenesulfinic 

acid 
2.58 2 4 0 134.6 176.6 2.5 6 -20.4 1.13 

190-

191 

p-bromo-benzenesulfinic 

acid 
2.58 2 4 0 137.4 221.1 2.5 6 -36.8 -6.23 

190-

191 

p-nitro-benzenesulfinic acid 2.58 2 4 0 143.3 187.2 1.9 6 -23.5 3.95 
190-

191 

p-methoxybenzenesulfinic 

acid 
2.58 2 7 0 145.2 172.2 5.6 7 -25.8 3.44 

191 

m-chloro-benzenesulfinic 

acid 
2.58 2 4 0 134.1 176.6 2.8 6 -20.0 0.55 

191 

m-nitro-benzenesulfinic 

acid 
2.58 2 4 0 145.8 187.2 3.0 6 -22.8 2.84 

190-

191 

CF3SO3H 2.58 3 0 3 90.2 150.1 2.2 1 -13.0 
-

12.01 

172, 

192 

CH3SO3H 2.58 3 3 0 72.1 96.1 3.0 1 -22.1 -4.55 193 

p-Toluenesulfonic acid 2.58 3 7 0 144.3 172.2 5.7 7 -21.4 -5.43 193 

benzenesulfonic acid 2.58 3 5 0 124.7 158.2 3.9 6 -20.7 -5.73 185 

sulfuric acid 2.58 4 0 0 63.3 98.1 3.4 0 -21.0 -7.16 192 

Methylphosphinic acid 2.19 2 3 0 68.7 79.0 3.9 1 -14.8 5.05 
185 

Ethylphosphinic acid 2.19 2 5 0 87.6 93.0 4.1 2 -14.0 6.01 
185 

N-Propylphosphinic acid 2.19 2 7 0 106.5 107.1 3.8 3 -13.6 6.07 
185 

Isopropylphosphinic acid 2.19 2 7 0 105.6 107.1 4.0 3 -12.8 5.60 
185 

N-Butylphosphinic acid 2.19 2 9 0 122.3 121.1 4.1 4 -13.5 6.38 
185 

tert-Butylphosphinic acid 2.19 2 9 0 123.0 121.1 3.9 4 -11.6 3.92 
185 

Phenylphosphinic acid 2.19 2 5 0 120.4 141.1 3.2 6 -17.6 5.65 
185 

CF3PO3H2 2.19 3 0 3 95.2 150.0 1.6 1 -9.4 0.52 187 

CH3PO3H2 2.19 3 3 0 75.3 96.0 1.4 1 -11.9 5.26 
185, 

187 

CH2CH3-PO3H2 2.19 3 5 0 94.2 110.1 2.4 2 -11.1 5.08 
185, 

194 

CH3CH2CH2PO3H2 2.19 3 7 0 112.4 124.1 4.7 3 -11.8 3.43 
185, 

194 

CH3CH2CH2CH2PO3H2 2.19 3 9 0 128.9 138.1 2.3 4 -10.6 5.06 
185, 

194 

Isopropyl-PO3H2 2.19 3 7 0 111.0 124.1 2.2 3 -10.0 3.98 
185, 

194 

N-Butyl-2-Phosphonate 2.19 3 9 0 134.9 138.1 2.2 4 -9.5 3.64 
185 

Isobutylphosphonate 2.19 3 9 0 131.0 138.1 2.4 4 -10.3 4.31 
185 

Tert-butylphosphonate 2.19 3 9 0 128.6 138.1 1.4 4 -9.4 3.40 
185 
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2,2’-dimethyl-n-propyl-

phosphonate 
2.19 3 11 0 145.2 152.1 2.4 5 -9.9 4.23 

185 

Tert-amyl-phosphonate 2.19 3 11 0 147.9 152.1 2.2 5 -8.7 3.29 
185 

PhPO3H2 2.19 3 5 0 127.1 158.1 2.4 6 -13.8 2.89 

185, 

187-

188 

o-Methyl-PhPO3H2 2.19 3 7 0 147.1 172.1 1.5 7 -14.1 2.19 
185, 

188 

m-Methyl-PhPO3H2 2.19 3 7 0 145.7 172.1 2.4 7 -14.3 2.28 
185, 

188 

p-Methyl-PhPO3H2 2.19 3 7 0 147.0 172.1 2.9 7 -14.4 2.08 
185, 

188 

PhCH2PO3H2 2.19 3 7 0 147.2 172.1 1.5 7 -15.6 3.51 187 

CH3OPO3H2 2.19 4 3 0 81.7 112.0 0.8 1 -12.3 1.21 195 

CH2CH3-OPO3H2 2.19 4 5 0 102.0 126.1 3.4 2 -12.8 1.39 
195 

CH3CH2CH2OPO3H2 2.19 4 7 0 123.2 140.1 3.8 3 -10.5 -0.93 
195 

CH3CH2CH2CH2OPO3H2 2.19 4 9 0 138.6 154.1 4.1 4 -10.5 -0.46 
195 

o-fluorophenyl-

phosphonate 
2.19 3 4 1 135.2 176.1 3.0 6 -14.3 2.17 185 
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Table 3.3. Descriptors used in initial machine learning models 

Descriptors Feature ID (for reference) 

Functional group electronegativity 1 

Degree of oxidation 2 

Number of hydrogen atoms in the 

deprotonated state 
3 

Number of fluorine atoms 4 

Connolly volume 5 

Molecular weight 6 

Dipole magnitude 7 

Number of carbon atoms 8 

Solvation free energy (DFT) 9 

pKa (DFT) 10 
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Figure 3.2. Pearson correlation analysis for primary features used in this study. Redness 

indicates higher (positive or negative) correlation. 

 

 

 

 

 

 

 

 

1 1.0

2 -0.4 1.0

3 -0.1 -0.3 1.0

4 0.1 0.2 -0.6 1.0

5 -0.1 -0.1 0.6 0.0 1.0

6 -0.1 0.3 -0.1 0.5 0.7 1.0

7 0.2 -0.2 0.2 -0.2 0.0 -0.2 1.0

8 0.1 -0.4 0.7 -0.4 0.8 0.3 0.1 1.0

9 -0.1 -0.3 0.1 0.2 -0.1 -0.2 -0.2 -0.1 1.0

10 -0.3 -0.5 0.4 -0.3 0.2 -0.2 -0.1 0.3 0.3 1.0

1 2 3 4 5 6 7 8 9 10
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Most descriptor pairs have low correlation, with the exception of Connolly volume with 

number of carbons (0.81).  However, since we employ feature engineering techniques to reduce 

the presence of correlated features in most Pipelines, we therefore used all proposed descriptors 

in our initial ML models.  Data for model training and model validation were extracted from 

literature. Although most of data were primarily from experimental studies, the pKa values of 

strong acids such as CF3SO3H were estimated from reports employing several distinct, rigorous 

modeling methods. If multiple pKa values were reported, the highest and lowest reported values 

were averaged to obtain the validation value.141, 167-171, 185, 196-206 We used an 85% training/15% 

testing ratio and at least 50 shuffles for each condition to ensure that the mean absolute error 

(MAE) was representative. 

Several methods are available to optimize ML algorithms, including 1) ML algorithm 

selection, 2) hyperparameter tuning, and 3) feature engineering. Due to the multitude of available 

ML algorithms with varying prediction capabilities, it is often beneficial to test the performance 

of multiple algorithms.  Hyperparameter tuning is a necessary step which involves the optimization 

of any model parameters apart from the set of weights and coefficients which depend directly on 

data.  Feature engineering involves the creation of a set of features which minimizes prediction 

error, using methods such as feature elimination, transformation, or compositing. These techniques 

are typically integrated into a sequence known as a Pipeline. Notably, a more complex Pipeline 

does not necessarily guarantee a more accurate prediction, so it is appropriate to test several 

Pipelines to ensure that an optimal sequence is chosen. In this study, we tested three Pipelines of 

increasing complexity (Figure 3.3).  Pipeline 1 involves only hyperparameter optimization and 

model selection, whereas Pipelines 2 – 3 add feature selection and transformation, respectively.   
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Figure 3.3. Conceptualization of machine learning Pipelines tested in this study. 
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 In Pipeline 1, we selected the best of three candidate models: KRR, GPR, and ANN.  

Within each model, hyperparameters are chosen to yield the lowest MAE. For KRR, the 

regularization parameter (λ) and the kernel were simultaneously optimized.  We screened 50 values 

for λ scaled logarithmically from 1 × 10-5 to 1 × 100.  Kernels screened for KRR included linear, 

polynomial, radial basis, sigmoid, and Laplacian functions.33-34 Covariance functions screened in 

this study for GPR included RBF, Matérn, and rational quadratic.  Additionally, constant scaling 

of each covariance function, the sum of each covariance function with a white kernel, and sum 

combinations of each pair of covariance functions were screened. Other relevant hyperparameters 

are optimized prior to each fitting by maximizing the log-marginal likelihood function as described 

in previous literature.32 

 Our ANN consists of an input layer (for descriptors), an output layer represented by a single 

neuron (for pKa), and 2 hidden layers.  Hyperparameters optimized in this study included the 

number of nodes per hidden layer (1 through 10) and the activation function. In Pipeline 2, this 

tuning is followed by a relative contribution analysis (RCA) and recursive feature elimination 

(RFE). RCA and RFE enhance ML models by 1) reducing the number of input features to 

streamline curation/training, and 2) potentially improving prediction accuracy by eliminating 

highly correlated features. In RCA, the initial features are removed individually and the resultant 

MAE is recorded. The features are then ranked in an “order of importance” depending on their 

level of impact on the MAE.  Finally, an RFE is performed wherein features are removed 

cumulatively in their order of importance.  A final, dimensionally reduced model is chosen based 

on which set of features yields the best performance during RFE.  

Finally, in Pipeline 3, the 10 primary features are supplemented with 40 transformed 

features prior to RCA/RFE. Feature transformations can improve accuracy of ML models by 
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reducing skewness, equalizing spread, and increasing linearity of the input data.207-208  Prior to 

transformation, features were normalized (to mean 0 and variance 1) in order to avoid log errors 

and high-magnitude input values.  Then, features were transformed as follows: features 11 – 20 

are X2, features 21 – 30 are |X|1/2, features 31 – 40 are log(|X| + 1), and features 41 – 50 are exp(X), 

where X represents the normalization of features 1 – 10.  For example, feature 22 is (absolute value 

of normalized feature 2)1/2. RCA/RFE was then performed to reduce the dimensionality of these 

models.   

Results and Discussion 

DFT Calculation for pKa. As summarized in Table 3.1, B3LYP209 functional performed 

well compared with PBE0,210-211 and that 6-31++G** provided comparable accuracy to 6-

311++G**.  On the other hand, it seems that the inclusion of a solution phase geometry 

optimization did not improve the accuracy significantly.  Regarding implicit solvation models, the 

Solvation Model 8 (SM8)212 offered superior performance compared to the Poisson-Boltzmann 

continuum solvation model (PBF).213-214  As such, we used the condition consisting of B3LYP, 6-

31++G**, and SM8 with no solution phase geometry optimization to generate pKa and SFE 

descriptors. 

Hyperparameter Optimizations. It is found that for KRR, the linear kernel offers the best 

performance (Figure 3.4).  Additionally, the value of the regularization parameter (λ) does not 

seem to significantly affect MAE.  As such, λ = 1.0 was chosen arbitrarily. For GPR, the product 

between a constant kernel and the Matérn covariance function yielded the lowest MAE (Figure 

3.4). Of the three ANN activation functions, logistic sigmoid yielded the lowest average error (0.94 

over all hidden layer configurations) followed by hyperbolic tangent (1.08) and ReLu (1.43).  The 
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performance of ANN as a function of the hidden layer configuration with logistic sigmoid is 

summarized in Figure 3.5, wherein rows correspond to the number of neurons in the 1st hidden 

layer, columns correspond to the number of neurons in the 2nd hidden layer, greenness indicates a 

lower MAE, and redness indicates a higher MAE. The optimal configuration consisted of two 

hidden layers wherein 10 nodes and 4 nodes are equipped in the first and second hidden layers, 

respectively as presented in Figure 3.5.  

Relative Contribution Analysis (RCA) and Recursive Feature Elimination (RFE). 

Results for the RCA and RFE analyses are summarized in Figures 3.5 and 3.6, respectively. Final 

descriptors were chosen based on which set yielded the lowest MAE during RFE.   In other words, 

during RFE, features were removed in the order of importance (as determined during RCA) until 

we obtained the model with the lowest MAE.  Figure 3.6 shows that, in Pipeline 2, the optimal 

KRR and GPR models use 8 features: (3, 8, 4, 9, 7, 2, 1, 10)  and (3, 2, 4, 8, 7, 9, 5, 10), respectively, 

and ANN uses 9 features (3, 9, 2, 7, 8, 6, 1, 4, 10).   

On the other hand, Figure 3.7 shows that, in Pipeline 3, KRR uses the final 28 features (15 

through 20 in order of significance), GPR uses the final 37 features (1 through 10), and ANN uses 

the final 24 features (38 through 5).   
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(a) 

 

 
(b) 

 

Figure 3.4. Variation of mean absolute error as a function of (a) KRR regularization parameter 

and kernel, and (b) GPR covariance function, where “C” signifies a constant, “RQ” signifies the 

rational quadratic covariance function, “WK” signifies a white kernel, and “M” signifies the 

Matérn covariance function. 
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(a) 

 

(b) 

 

Figure 3.5. a) MAEs of several ANN hidden layer configurations (with logistic sigmoid activation 

function); b) Illustration of optimal neural network configuration. 
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(b) 

 

 

(c) 

 

Figure 3.6. Relative contribution analysis (RCA) and recursive feature elimination analysis (RFE) in 

Pipeline 2: a) KRR, b) GPR, and c) ANN. Prediction error denotes MAE by removing the feature from 

training. 
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(a) 

 

 

(b) 

 

 

(c) 

Figure 3.7. Relative contribution analysis (RCA) and recursive feature elimination analysis (RFE) in 

Pipeline 3: a) KRR, b) GPR, and c) ANN. Prediction error denotes MAE by removing the feature from 

training. 
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Final Model for pKa Prediction. Table 3.4 tabulates the performance of each model after 

Pipeline optimization.  It is well-demonstrated that the MAE values obtained from the ML models 

in this study are smaller than that from the DFT approach (1.85). Additionally, we assessed MAE 

as well as maximum absolute error and standard deviation of each model’s best pipeline using 

leave-one-out (LOO) cross validation. It should be noted that LOO cross validation increases the 

size of the training set compared to the shuffle method used in the paper, thereby decreasing the 

error. Additionally, CF3SO3H is problematic when assessing maximum absolute error and standard 

deviation due to the large reported range of pKas in literature (-14 to -5.9).  If we remove this data 

point, the MAE/maximum absolute error/standard deviation for each model are as follows: 

0.53/5.30/0.81 for KRR/Pipeline 3, 0.63/4.07/0.72 for GPR/Pipeline 3, and 0.51/5.37/0.77 for 

ANN/Pipeline 2. While the maximum absolute error is large, it should be noted that the highest 

maximum absolute errors usually exist among the sulfur based acids. Certainly, the experimental 

data for these acids is sparser and less accurate due to the strength of these acids. Among the non-

sulfur acids, the highest maximum absolute error for KRR/Pipeline 3 is 1.14 for 

(CH3CH2)2HCO2H.  

The performance of KRR via Pipeline 3 for an arbitrary and representative (MAE for 

selected test data set is +/– 0.02 of the overall MAE in Table 3.4) train/test shuffle is depicted in 

Figure 3.8. The R2 value of 0.889 for the test data is respectable, and qualitatively each individual 

prediction appears reasonable.  To further investigate the role of machine learning in correcting 

DFT predictions, we decomposed the data by acid class (sulfur-based, phosphorous-based, and 

carboxylic).  Due to the small nature of the dataset, LOO cross validation was used to predict 

individual pKas for this analysis.  Additionally, CF3SO3H is removed as mentioned above due to 

the large reported range of pKas in literature. Results are tabulated in Table 3.5.   
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Table 3.4. Mean absolute errors in pKa predictions by KRR, GPR, and ANN models optimized 

via three Pipelines.  Please note that the DFT result refers to the averaged DFT/SM8 error on the 

entire dataset 

Pipeline 

Mean Absolute Errors (MAE) 

DFT KRR GPR ANN 

1 

1.85 

0.93 0.80 0.79 

2 0.87 0.77 0.74 

3 0.60 0.74 0.79 
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(a) 

 

 

(b) 

Figure 3.8. Prediction performance of KRR via Pipeline 3 on (a) training and (b) test data. 
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Table 3.5.  Comparison of MAE in prediction between DFT and KRR/Pipeline 3 

Acid  
DFT MAE 

(B3LYP/6-31++G**/SM8) 

ML MAE 

(KRR/Pipeline 3) 

Carboxylic 1.88 0.30 

Sulfur 3.07 1.61 

Phosphorous 1.27 0.33 
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LOO cross validation confirms that in every case, ML corrects DFT significantly.  The 

stellar performance for both phosphorous and carboxylic acid also reiterates our algorithm’s 

flexibility.  Sulfur-based acids have comparatively poor performance.  This is likely due to the 

small dataset and difficulty of determining pKa experimentally.  However, our algorithm still offers 

a significant improvement over DFT methods. 

Based on its superior MAE, KRR in Pipeline 3 is chosen to predict the pKa of novel acids 

after refitting the model to 100% of the validation set (i.e. 100/0 train/test split). The novel acids 

were oxoacids with minor structural variations compared to the acids in the training data (e.g. a 

slightly different chain length or number of fluorine atoms in structure). We chose structures 

similar to those in the training data for two reasons: 1) documenting their pKa will aid in PEMFC 

design since these types of oxoacids are viable candidates for PEMs, and 2) they can be directly 

compared to acids in the training data to better understand the effects of minor structural variations 

upon pKa. Additionally, prediction of pKa for novel acids demonstrates the model’s capacity for 

high throughput predictions, since determining these pKa values experimentally is a comparatively 

tedious process. To prepare the transformed features while ensuring proper normalization, novel 

acid descriptors were appended to those of the training data, and subsequently all features were 

simultaneously normalized, scaled, and transformed.  Since the predicted pKa values of these novel 

acids may be useful in future studies, results of all predictions are documented in Table 3.6.    

To provide a heuristic in estimating pKa for a given acid, the Pearson correlation 

coefficients between ML-predicted pKa and other features for the novel and training acids were 

calculated and plotted in Figure 3.9.   
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Table 3.6. Results for pKa calculation for novel acids using KRR with Pipeline 3.  Columns 1 – 

10 are descriptor IDs 1 through 10 

Formula 1 2 3 4 5 6 7 8 9 10 pKa 

CF2CF3-CO2H 2.55 2 0 5 101.9 164.0 3.2 2 -1.7 -0.71 0.80 

CFHCH3-CO2H 2.55 2 4 1 77.9 92.1 3.7 2 -8.5 2.23 2.72 

CFHCF3-CO2H 2.55 2 1 4 97.1 146.0 3.1 2 -6.1 2.58 2.27 

CF2CH3-CO2H 2.55 2 3 2 86.2 110.1 1.2 2 -8.1 1.44 2.57 

CF3OCOOH 2.55 3 0 3 82.6 130.0 3.2 1 -3.2 -14.10 -12.10 

CH3OCOOH 2.55 3 3 0 65.1 76.1 3.7 1 -9.2 0.35 2.66 

CH2F-SO3H 2.58 3 2 1 78.9 114.1 5.2 1 -24.5 -4.96 -2.46 

CF2CF3-SO3H 2.58 3 0 5 118.9 200.1 3.2 2 -10.7 -8.76 -2.14 

CF2CH3-SO3H 2.58 3 3 2 101.9 146.1 3.4 2 -18.5 -7.71 -3.80 

CF2H-SO3H 2.58 3 1 2 86.9 132.1 3.9 1 -19.6 -6.62 -3.60 

CH2CF3-SO3H 2.58 3 2 3 108.5 164.1 3.1 2 -20.9 -3.09 0.00 

CFHCF3-SO3H 2.58 3 1 4 114.9 182.1 2.3 2 -16.8 -6.63 -1.29 

CH2CH3-SO3H 2.58 3 5 0 91.7 110.1 4.9 2 -20.4 -4.05 0.01 

CFHCH3-SO3H 2.58 3 4 1 97.6 128.1 3.1 2 -20.8 -5.14 -1.98 

CH2CH3-OSO3H 2.58 4 5 0 97.5 126.1 4.3 2 -19.0 -9.26 -4.18 

CF3CF2-OSO3H 2.58 4 0 5 125.0 216.1 2.8 2 -11.6 -14.95 -8.29 

CF3OSO3H 2.58 4 0 3 97.0 166.1 2.6 1 -12.6 -14.25 -11.00 

CF2CH3-OSO3H 2.58 4 3 2 110.4 162.1 4.1 2 -19.1 15.52 4.16 

CF2H-OSO3H 2.58 4 1 2 92.1 148.1 3.1 1 -17.1 -12.48 -9.49 

CFHCF3-OSO3H 2.58 4 1 4 122.1 198.1 3.2 2 -16.5 -10.42 -3.63 

CFHCH3-OSO3H 2.58 4 4 1 104.7 144.1 6.2 2 -20.9 -10.22 -6.17 

CH2CF3-OSO3H 2.58 4 2 3 114.6 180.1 1.6 2 -19.7 -8.57 -2.74 

CH2F-OSO3H 2.58 4 2 1 87.1 130.1 4.1 1 -20.4 -6.92 -3.58 

CH3OSO3H 2.58 4 3 0 80.8 112.1 3.9 1 -19.8 -8.62 -4.26 

CF2CF3-PO3H2 2.19 3 0 5 121.9 200.0 4.3 2 -7.9 2.41 3.25 

CF2CH3-PO3H2 2.19 3 3 2 109.8 146.0 4.3 2 -13.6 1.56 1.10 

CFHCH3-PO3H2 2.19 3 4 1 98.9 128.0 3.6 2 -14.1 3.23 0.96 

CH2CF3-PO3H2 2.19 3 2 3 113.1 164.0 3.7 2 -13.6 5.32 2.10 

CF3OPO3H2 2.19 4 0 3 101.3 166.0 0.0 1 -7.6 -1.06 1.90 

CF2CF3-OPO3H2 2.19 4 0 5 129.5 216.0 2.2 2 -6.2 -0.98 4.45 

CF2CH3-OPO3H2 2.19 4 3 2 116.0 162.0 5.2 2 -13.1 1.07 1.82 

CF2H-OPO3H2 2.19 4 1 2 96.2 148.0 2.7 1 -11.3 -0.44 0.37 

CFHCF3-OPO3H2 2.19 4 1 4 125.4 198.0 2.6 2 -9.4 1.85 3.77 

CFHCH3-OPO3H2 2.19 4 4 1 106.3 144.0 2.7 2 -11.7 -0.18 0.86 

CH2CF3-OPO3H2 2.19 4 2 3 120.9 180.0 2.0 2 -12.9 2.48 2.97 

CH2F-OPO3H2 2.19 4 2 1 89.9 130.0 3.2 1 -12.3 -0.51 0.02 

CF2H-PO3H2 2.19 3 1 2 90.4 132.0 2.4 1 -13.3 1.50 0.12 
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Figure 3.9. Pearson correlation coefficients between the predicted pKa and features 1 – 10. 
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As expected, DFT-predicted pKa shows a strong correlation with pKa. Surprisingly, SFE 

shows little correlation with pKa, though it is possible that our ML model ignores this feature due 

to its redundancy with DFT-predicted pKa.  Due to their contribution to the electron withdrawing 

capacity of the molecule, the number of fluorine atoms and degree of oxidation exhibit a negative 

correlation with pKa,.  Conversely, the number of hydrogen atoms shows a positive correlation 

with pKa.  This can be rationalized by acknowledging that due to their positive polarization, the 

effect of hydrogen atoms on electron withdrawal is opposite to that of fluorine, wherein additional 

hydrogen atoms signify weaker electron withdrawal capacity of the molecule (and therefore lesser 

stability of its deprotonated moiety).  

Finally, consistent with the “positive induction hypothesis” mentioned above, the number 

of carbons shows a positive correlation with pKa.  It should be noted that most correlation 

coefficients are relatively low (magnitude < 0.6), indicating that no single structural or chemical 

property is a particularly strong predictor of pKa. 

Conclusion 

Although the DFT method alone can be used to predict the pKa of acids without 

experimental data, its mean absolute error in our study is ~1.85 pKa units despite choosing the best 

condition consisting of B3LYP/6-31++G** and SM8.  Therefore, these DFT-based pKa values 

were employed as one of the descriptors for ML algorithms to develop a highly accurate DFT-ML 

method for pKa prediction.  

For this purpose, we employed three ML algorithms including KRR, GPR, and ANN, 

which were optimized using three Pipelines. Pipeline 1 is the most basic strategy involving only 

hyperparameter optimization (HPO), Pipeline 2 performs a relative contribution analysis (RCA) 

.and recursive feature elimination (RFE) in addition to Pipeline 1, and Pipeline 3 utilizes an 
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expanded set of transformed features in Pipeline 2.  It was found that KRR with Pipeline 3 

demonstrated the lowest MAE of 0.60 pKa units.   Using this model, the most effective structural 

contributors to pKa were identified as degree of oxidation and number of hydrogen atoms in the 

molecular structure.  This model offers respectable accuracy and flexibility for the prediction of 

pKa in PEM-relevant acids, and will be an invaluable tool in the design of novel, durable PEM 

chemistries.  
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V. CONCLUSION 

 In this thesis, I have conducted a computational study which addresses pertinent barriers 

to the universal adoption of portable PEMFC devices in various applications, by using multiscale 

computational simulations to enhance fundamental understanding and suggest superior 

chemistries for PEMs. In Aim 1, I addressed the issue of PEM dehydration by identifying a crucial 

factor in PEM conductivity (bridge structure formation), thereby informing design of dehydration-

resistant membranes. In Aim 2, I addressed the issue of short PEMFC lifetimes by providing novel 

insight into the OH/OOH binding mechanism to ceria radical scavengers, and by proposing a 

superior CeO2 surface defect geometry to enhance membrane preservation.  Finally, in Aim 3, I 

created a tool which expands upon Aim 1 by utilizing DFT and ML to quickly and accurately 

predict pKa of PEM-relevant acids, to advise the design of novel PEMs with superior conductivity 

and performance in various conditions.  I am confident this study constitutes a significant 

contribution toward the design of PEMFCs for widespread use in many applications. 
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VI. FUTURE WORK 

 In addition to the previous studies, the author is currently pursuing a project to investigate 

structure and transport characteristics of the PEMFC’s 3-phase interfacial system at the cathode.  

The motivation is as follows: while PEMFCs have been integrated into numerous industrial 

processes, their high cost prohibits widespread use in consumer vehicles.215 Addressing this cost 

barrier is a crucial step in rendering PEMFC technology accessible. The most significant 

contribution to PEMFC cost is the use of platinum catalyst in its electrodes.   

Platinum is a powerful catalyst capable of rapid and efficient conversion of reactant gases 

to provide an uncontested power density.  Unfortunately, platinum is an exceedingly rare metal: 

there are an estimated 28,000 tons of platinum reserves in existence, whereas 150,000 tons would 

be necessary to equip all consumer vehicles with current PEMFC technology.216-217  To address 

this issue, scientists have proposed several solutions, including alternative catalysts such as 

iridium, as well as platinum recycling.217-218  However, the former does not offer acceptable 

performance, and the latter doesn’t sufficiently offset the cost of raw platinum.  As such, an 

alternative solution must be considered.  

Over the past decade, low-Pt PEMFCs have gained popularity as a viable alternative to 

traditional PEMFCs.219  Lowering platinum loading significantly reduces the cost of PEMFCs 

while retaining the efficiency of a platinum catalyst and slowing the rate of recycling.  However, 

low-Pt PEMFCs generate notoriously low power densities compared to traditional PEMFCs.216  

This has been attributed to increased transport resistance through the cathode’s ionomer 

membrane.  
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One potential solution lies in the manipulation of the ionomer’s phase segregation.  

Theoretical studies have demonstrated that ionomer phase segregation and transport changes 

depending on surface chemistry (i.e. CB support vs. Pt catalyst).220  Currently, we are examining 

the effect of hydrophilic CB functionalization upon ionomer properties.  Specifically, we employ 

multiphase atomistic simulations to model the three-phase interfacial system including amorphous 

carbon black, graphitic carbon, ionomer membrane (both Nafion and Aquivion are examined), and 

gaseous phase including O2 molecules. The graphitic carbon surface is functionalized with 0%, 

3%, 6%, 9%, and 12% oxygen (hydroxyl or epoxide) and the resultant structure and transport 

within the system is analyzed through pair correlation functions, structure factor analyses, and 

MSD calculations.  Through such analysis, we strive to deepen our understanding of structure-

property relationships in the PEMFC’s three phase interfacial system. 
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