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SUMMARY

During the past 10 years, construction was theimgaohdustry of occupational
fatalities when compared to other goods produantystries in the US. This is partially
attributed to ineffective safety management stiaggspecifically lack of automated
construction equipment and worker monitoring. Cuotlse worker safety performance is
measured and recorded manually, assessed subjgctawel the resulting performance
information is infrequently shared among selecte@lbproject stakeholders. Accurate
and emerging remote sensing technology providéisalrspatio-temporal data that have
the potential to automate and advance the safetytanmg of construction processes.

This doctoral research focuses on pro-active safeifizing radio-frequency
location tracking (Ultra Wideband) and real-timee#rdimensional (3D) immersive data
visualization technologies. The objective of theeach is to create a model that can
automatically analyze the spatio-temporal data led tnain construction resources
(personnel, materials, and equipment), and autcaiBtimeasure, assess, and visualize
worker’'s safety performance. The research scopdimged to human-equipment
interaction in a complex construction site layodtene proximities among construction
resources are omnipresent. In order to advancerterstanding of human-equipment
proximity issues, extensive data have been colfeatevarious field trials and from
projects with multiple scales. Computational altoris developed in this research
process the data to provide spatio-temporal inftionathat is crucial for construction
activity monitoring and analysis. Results indic#tat worker's safety performance of
selected activities can be automatically and oljelst measured using the developed
model.

The major contribution of this research is the tosaof a proximity hazards
assessment model to automatically analyze spatipdeal data of construction resources,
and measure, evaluate, and visualize their satfgpmnance. This research has potential
to complement the current safety measures in agtgin industry, as it can determine
and communicate automatically safe and unsafe tiondito various project participants

located on the field or remotely.
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CHAPTER |

INTRODUCTION

This chapter introduces the overview and challengeconstruction safety. The
motivation of this dissertation is explained, felled by a brief definition of the problem.
Then the research scope and contribution are stafgdthe end of this chapter, an

outline of the thesis is provided to help the readederstand the flow of the thesis.

1.1 Overview

In 2010, the Gross Value Added (GVA) of the condinn industry in the US
was $510.5 billion, 3.5% of the gross domestic pobcat purchaser’s prices [1]. After
shedding about 2.5 million jobs since the econoracession, the construction industry
offered employment to approximately 6% of the tatflian employed population in
2010 [2]. In the meantime, the construction induss one of the most dangerous
industries, which has witnessed continually injarnyd fatality during the last decades.
According to the Bureau of Labor Statistics (BL8pnstruction workers account for
more than 16% of total fatal occupational injuriéshe overall industry in the same year
[3]. During year 2006-2010, more than 10 workerg ofi 100,000 were killed in
construction, a figure twice that of general indp$4]. Within a ten years period (1992-
2002), a total of 12,075 fatalities have resultedpproximately a $10 billion loss to the
American construction industry [5]. A conservatiraeport by the International Labor
Organization (ILO) estimates that globally, there an annual 60,000 fatalities related to
construction work, and many hundreds of thousanaoi® reuffer serious injuries, as well
as ill health [6].

1.2 Motivation and Problem Definition

This research intends to improve the understanaimgmeasurement of workers’
safety performances in the construction industry.

Even though the safety performance has been imgrdueing the last decade,
the construction industry is still leading in worklated fatalities relative to other

industries [7]. Apart from the high occupationabfday and injury rates, what is absent is
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a systematic and proactive approach to deriving somea of the on-site safety
performance and how they link to the risk contnagess [8]. Therefore, it is necessary
to have a reliable measuring approach for safetjoprance, which should give an
indication of how well a construction activity, kaand even the entire project is being
executed in the aspect of safety. Moreover, certdianges of the level of safety
performance should be able to be reflected byntt@asure [9].

There are a variety of safety performance meashe¢dhave been in usage and/or
introduced in the construction industry, which fedto two major categories: Lagging

and Leading Indicators. In economics, these twmoseare defined as [10]:

» Lagging (or Trailing, Downstream) Indicatoexe indicators that usually change
after the economy as a whole changes.
» Leading (or Upstream) Indicatorare indicators that usually change before the

economy as a whole does.

The lagging indicators to measuring safety perfaorceaare based on the fatality
and injury statistics. Examples include: lost waktlestricted work activity injuries, and
Occupational Safety and Health Administration (OSH&cordable injuries. Although
this type of indicators can accurately reflect thend of safety performance, it can
neither be used to prevent the occurrence of egumor reflect the potential severity of
an event, merely the consequence [11]. The otlper ¢f safety performance measures,
leading indicators, are able to predict the futsagety performance based on selected
criteria [12]. Typical Examples include: Safetyitiag survey, safety meeting survey,
and Behavior-Based Safety (BBS). Instead of fo@usin the end result, the use of
leading indicators emphasize on the monitoring ofkaprocesses. Hence, modifications
or improvements can be made before injuries agtualicur if indicators show
unacceptable result [12].

The implementation of leading indicators reliestba data to be collected from
on-site inspections. Since the data collectionnly @erformed manually in the current
construction industry [13], the nature of resultsagfety measurement is subjective and

varies considerably from inspector to inspector Tjerefore, there needs to be a method
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that can measure the construction safety perforesamnt an objective, consistent and
reliable manner. Accurate and emerging remote sgntchnology provides critical
spatio-temporal data that have the potential tocoraate and advance the safety

measurement of construction processes.

1.3 Research Questions

The central theme of this thesis is:

How to implement emerging sensing technologiesomhination with innovative data
processing techniques to automatically and reliadbdyect, record, analyze, and assess
the on-site safety, health as well as productiyagrformance of selected activities,

thereby proactively improving the understanding amzhitoring of construction process.

Five major research questions raised in this rebeand investigated are as

follows:

* What hazards exist on a construction site?
Workers are always exposed to various hazardouditemms on a construction
site. It is essential to identify and focus on #hbgzards that result in significant
fatal and nonfatal injuries.

» Can technologies be reliably used to collect dadanfconstruction resources?
In order to be implemented for activity monitorirthe performance of sensing
technology in harsh construction environment hake@valuated, lack of which
causes uncertainty and frustrates the accuradyeaksult.

* What type of hazards can be detected using rersotgrgy technology?
Accurate safety performance measuring requiresngpoehensive understanding
of the construction site settings. Automatic idication of the potential hazards
rapidly allocates the situations that unsafe peréorce will likely to occur.

» How to detect and measure the interactions betwaerkers and identified
hazards?



1.4

There is a need to analyze the interaction betweerkers and hazards. An
automated approach to analyze crucial spatio-teahpaiormation is required for

generating new measures of safety performance.

How to reproduce the detected unsafe behavior shiaeinformation among

project participants?

When the safety performance information has beéiewged, there is a need to
rapidly share such information among project pgodicts. Unsafe behavior can
be corrected so as to prevent the occurrence @rseonsequence. In addition,

such information can be used for safety training educations.

Contribution

This thesis focuses on proactive safety utilizingoeated construction site

sensing and information technology. This thesis ot a crucial juncture, since the

measures of safety performance of constructionwsdek have hardly been objective.

The major contributions of the thesis are introduas follow:

This research creates an assessment model thatadege various sensing
technologies to automatically analyze spatio-tempatata of construction
resources (workers, equipment and materials), antbneatically identify,
evaluate, and visualize their safety performant¢e ffamework is also extended
for the study of work ergonomic analysis and camiuns labor productivity
analysis

A test-bed is developed to evaluate the performanagrious real-time tracking
technologies in harsh construction environmens ttemonstrated in this thesis, a
commercial-available active Radio Frequency |demiion (RFID) technology,
Ultra Wideband (UWB), can reliably record real-ti,spatio-temporal data of
construction resources from the construction site.

A data processing algorithm is developed that catoraatically detect object
from the large point cloud dataset collected byhti@etection And Ranging
(LADAR) technology, and furthermore identify potatthazards, especially the

blind spaces from the equipment operators’ perggeon the job site.
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* A leading indicator, Proximity Hazard Index (PHi3, created to continuously
assess the on-site proximity issue that workerschrged to various identified
hazards. This factor generates a metric to evathat@roximity hazards not only
on individual level, but also for the entire cretv.safety benchmarking system
can be further developed.

* A framework is developed to combine real-time tragkdata with a virtual
environment for construction safety monitoring pse. It enables the
information such as measures of safety performdacbe rapidly exchanged
among project participants. It can be further usedeconstruct the detected
unsafe behaviors. Such information can be appliedhe construction safety
training and education program.

1.5 Organization of the Thesis

This thesis describes an investigation into theaisarious sensing technologies
for the assessment of construction safety, heatth @roductivity performance. The
following is an outline of how this thesis is se¢t-u

Chapter 1 introduces the overview of constructiafety. The industry is facing
the issue of safety measures being subjectiver-prame, and inconsistent due to the
manual inspection. Hence, the motivation for thisearch is to improve the
understanding and measuring of workers’ safety gperdnces in the construction
industry.

Chapter 2 gives a brief account about the causabbhatalities and accidents in
the construction industry. Various approaches gitemg to improve the job site safety
performance is reviewed. The applications of sdwareerging sensing technologies, that
are available to the construction engineering gdisw and will be implemented in this
thesis, are introduced to the reader. The gapsinremnt research are summarized at the
end of this chapter.

Chapter 3 presents the hypothesis and objectiveési®thesis, followed by the
definition of research scopes. Then, the framewabniesearch methodology is explained
in detail.



Chapter 4 evaluates the performance of real-timeking technology, especially
the Ultra Wideband (UWB), when it is implementedhiarsh construction environment.
The result demonstrates that this technology canseel to reliably collect spatial and
temporal data of the construction resources frdmsjte.

Chapter 5 explains the analysis of a special typenssite hazards, the blind
space to equipment operators. The result shows tthat type of hazard can be
automatically measured based on the existing aasctgtn site settings using LADAR
technology.

Chapter 6 demonstrates an approach of analyzingumaguipment interactions,
especially proximity hazards, using a new safetyasneement. The measurement is
established upon the identification of on-site hdzdetection and spatio-temporal
reasoning of collected trajectory data.

Chapter 7 fuses spatio-temporal data into workeing/siological information for
construction ergonomic analysis, with the specrapleasis on locating the spot that
associates to most frequent non-ergonomic matesiadiling activities.

Chapter 8 shows the possible extension of the resdsamework on worker
productivity analysis by implementing the same ddtsion technique to the
physiological data.

Chapter 9 establishes a framework that facilitékes exchange of the derived
safety information among distributed project p#paaot using real-time visualization
technology. This chapter also explains the poteapalication of such framework to be
deployed in construction training and educatiorgpam.

Chapter 10 concludes the thesis and also summadhedsdings. Also discussed

are the future extension and limitations of thissik research.



CHAPTER Il

BACKGROUND

Construction industry has been experiencing higtupational fatal injury rates during
the past decades. Many research efforts have lre@stigated to explore the causations
of on-site accidents. Approaches and techniquesmgiting to prevent accidents have
been studied, some of which have been in wide usageldition, pro-active real-time

safety using emerging technologies are recenthpéhiced in the construction industry.

2.1 A Closer Look at the Construction Fatality Statistics

The safety statistics have been published by thes@eof Fatal Occupational
Injuries (CFOI) for the overall industry sectorstbé entire U.S. since 1992. The CFOl is
the official federal count of occupational fatagiin U.S. The Injuries lllnesses and
fatalities (IIF) program of CFOI provides annuatstics of the fatal and nonfatal data.
The data are collected from a number of differentrses, including OSHA reports, death
certificates, worker's compensation reports, andiimeeports [14]. The CFOI defines

occupational fatality and nonfatal (OSHA recordalotguries and iliness as follow:

Occupational Fatality is a death that occurs while a person is at workperforming
work related tasks

Nonfatal (OSHA recordable) Injury and Iliness are an injury or illness that is work-
related if an event or exposure in the work enuvinent either caused or contributed to

the resulting condition or significantly aggravatagre-existing condition.

According to CFOI, construction industry has beeading the occupational
fatality number since 2003 among goods producirdustries in the private industry
division. Good producing industries include agriotg, construction, manufacturing,
mining, and forestry. Table 1 summarizes the ocoopal fatality statistics between
2003 and 2012 of construction industry by expodype. In 2008, 1,192 Construction

workers were killed during the work related actest [15], and over 150,070 nonfatal



injury cases were filed to the Bureau of Labor iStias [16]. According to the National
Safety Council, the fatal and nonfatal injurie008 were associated to over $10 billion
annual cost [17]. As an average, a substantiatibraq35%) of the overall fatalities
during this period was due to falls, followed bgrtsportation (25%), contact with objects
and equipment (19%), exposure to harmful substafi&®s), and others (6%).

Table 1. Occupational fatalities by exposure, 2002012

Exposure types 2003 | 2004 | 2005| 2006 | 2007 | 2008 | 2009 | 2010
Falls 364 | 44t | 394 | 43% | 447 | 33€ | 28% | 26C
Contact with objects and equipm | 231 | 267 | 244 | 21€ | 20€ | 201 | 151 | 13¢
Exposure to harmful substan 17¢ | 17C | 164 | 191 | 18z | 132 | 13z | 12¢
Transportation inciden 29C | 287 | 31& | 32% | 29€ | 241 | 231 | 17z
Other: 67 65 72 76 73 65 55 56
Total fatalities 1131|123 | 1192 | 123¢ | 1204 | 97 | 834 | 751

CFOI also sample the fatality data according to pmenary and secondary
sources involved in accidents.

Primary source of injury identifies the object, substance, or asyoe that directly
produced or inflicted the injury.
Secondary source of injury identifies the object, substance, orgmer that generated

the source of injury or that contributed to the miver exposure.

Table 2 lists the fatal injuries that are produdmdseveral sub-categories of
primary sources that are associated to proximisyds This closer look at the fatal
injuries by primary and secondary source indicéites$ there is significant portion (on
average 40%, shown in Figure 1) of fatalities aotdar personnel being proximate to

various hazards.



Table 2 Fatal occupational injuries by primary souce, 2003-2010.

Year 200: | 2004 | 2005 | 200€¢ | 2007 | 200¢ | 200¢ | 201cC
(1) Contactwith objects ar | 531 | 557 | 244| 216| 208 201 151 136
equipment

- Machinery 139 150 140 149 123 11§ 87 77

- Building materials 58 57 66 63 52 40 31 31

- Others 34 60 38 4 31 43 33 28
(2) Fall from floor: 10C 13¢ | 111 115 152 10t 68 72
(3) Chemicals and contain 47 36 52 55 45 38 36 42
(4) Struck by vehicl 84 78 97 91 73 73 62 44
Subtotal: (1)+(2)+(3)+( 46z | 52C | 504 | 475 | 47€ | 417 | 317 | 294
Total fatalitie 1131 | 123« | 119z | 123¢ | 120¢ | 975 | 834 | 751
Percentage of proximity iss | 41% | 42% | 42% | 38% | 4C% | 43% | 38% | 39%
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. . S
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200 -
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Figure 1 Fatalities due to proximity issue vs. ta@tl fatalities.

One of the distinct safety problems has been ifledtias the proximity of
workers-on-foot to heavy construction equipmen{.[C8/er six hundred fatalities on the
site were related to construction equipment andambreollisions during the inclusive
years of 2004 to 2006 [19]. However, the causatiot specific safety needs on this type

of fatalities have yet to be sufficiently identdiesince the knowledge of specific risk
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factor to the contact collision problem is lackiagd no real-time information is gathered
during the incidents [20]. Therefore, a special bagis of this research is placed on the

understanding of human-equipment interactions brsjte.

2.2 Overview of Safety Performance Measures

The previous subchapter gives a number of safetyssts of the recent years.
Despite reductions in injury and fatality ratese thafety records in the construction
industry have been frustrated by the inability taken a step-change improvement [21],
which can be achieved, according to many safetyepsionals, by careful selection,
measurement and response to leading indicatorafefysperformance [22]. The safety
statistics given in the previous chapter are carsidl as one type of measures/metrics of
safety performance. There are various other safetgsures for construction projects.
Some of the metrics have been widely used in tlestny, including Recordable Incident
Rate (IR) and Lost Time Cast Rate (LTC). Both a@ndd by OSHA as following [23]:

Number of OSHA recordable cases X 200,000
Number of employee labor hour worked

Recordable Incident Rate (IR) =

Number of Lost Time Cases %X 200,000
Number of Employee Labor Hour Worked

Lost Time Case Rate (LTC) =

Since these factors together with injury statistiosasure the safety performance after
event to assess outcomes and occurrences, thelaggeg indicators. This type of

indicators characteristically [24]:

* |dentify the trends in past safety performance
» Have a long history of use, and so are acceptediatds
* Are easy to calculate

* Are good for self-comparison

Researches have been conducted to demonstrateffédwiveness, efficiency, and
reliability of various lagging indicators when thase implemented in construction safety
[25][26][27]. However, its disadvantage in reflegithe safety performance on complex

and dynamic construction site is also prominente ©@hthe major distinct disadvantage
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of this type of measures is it focuses on the megatpects of safety performance, which
means there must have been an injury in order toagdata point [9]. Some other

problems with the lagging indicators include [28]:

* Not being able to reflect whether or not a hazangnder control
» Falil to reflect the potential severity of an evengrely the consequence

* Not being able to reflect causation of event

Because of the drawbacks associated with the imgol&ation of lagging
indicators, research efforts have been investigategroactive activities that identify
hazards and assess, eliminate, minimize and com$o[29]. That is developing high-
impact leading indicators for construction safethich can precede an undesirable event
and that have value in predicting the arrival & @vent [30].

Leading and lagging indicators differ by scope [3lgading indicators are
primarily focuses at the individual level and ams@dyat small units (behaviors). In
contrast, a broader scope makes the lagging imdgafocuses on organizational
measures. This difference has important implicatiéor data collection, analysis and
measurement of leading indicator [30].

The safety leading indicators are furthermore di@sk into two categories:
passive and active. An indicator that does not reweeaningful (actionable) metric is
referred as a passive leading indicator [32]. Inegal, passive leading indicators only
have True/False value to whether a practice orramags implemented [33]. Example of
passive leading indicators include: drug testingsident investigations, and worker
recognition. As a contrast, an indicator with a moethat prompts a proactive response
relative to the process it measures is known ascive leading indicator [32]. One
example of active leading indicator is jobsite satudit.

In order to provide meaningful (actionable) safetiprmation, an active leading
indicator must have the following key features [34]

» Data must be numeric — they can be translated'ssoee”.

» Data must be easily understood.
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Data must be perceived as credible; they must feete rather than subjective.
Data must signal the need for action, when indieadeviation from expectation.
Data may be related to other indicator.

Data must not be easily manipulated.

As the requirements of an active safety leadingcatdr have been defined, an

appropriate measurement process has to be developmth requires the following [32]:

Consistency in the measures obtained by variousithals
A defined mechanism for information/data collection
Tools formatted for the consistent data processing

A repository for the information/data

Several techniques to measure leading safety itwigare listed as follow:

Behavior Based Safety (BBSis the application of behavioral research on human
performance to the problems of safety in the wagel[35]. This technique is
based on the site observations and individual feekltafter the observation
period. Observing data gathered from the job sieeatered in a database with a
prepared checklist to flag out the trends of &-bishaviors. A report is generated
for analysis and certain recommendations of maglifbmn are given [36]. The
performances of BBS applied for construction safegs been studied and
documented in many previous researches [37][39489]

Jobsite Hazard Analysis (JHA) is the on-site risk assessment technique that
focuses on job tasks as a way to identify hazaefisré they occur, and serves to
bring foreman and workers’ attention to these pidérhazards [9]. This
technique is always associated to on-site safedgeictions, which are made to
assess physical working conditions. A cross-lewn{inistrative, engineering
and personal protective) emergency control systesnggested by OSHA [41].
Near misses reporting A near miss is an event, or a chain of events, uinder

slightly different circumstances could have resuiitean accident, injury, damage,
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or loss of personnel, or equipment [24]. Invest@abf near miss occurrences is
a very useful measure of health and safety perfocmaas well as enabling
organizations to learn from such errors [42]. A coon industry problem is that
the accuracy of the estimation of near-miss lardelyends on voluntary report.

» Safety training. Two types of measures of training are availab®j.[The first is
measuring the number of attendance. The seconde&suming the number of
people that can perform tasks they have been traine

» Safety audits attempt to assess safety management and safetiyrecuby
measuring whether safety performance indicatorspagsent or not [44]. This
technique is useful to gauge the extent to whiehditganization’s policies and
rules are being followed and how they might be iwpd. However, the
effectiveness of a safety audit can be influencgdii® organization’s safety
culture itself [45].

* Worker safety perception surveyis a mechanism of obtaining generic data
about the safety condition on a construction Jiteese surveys can be conducted

monthly, quarterly, or even annually [46].

Since the above techniques focus on the processtheoend result, if the
performance indicators show unacceptable perforsanodifications or changes can be
made before accidents actually occur, which becothes distinct advantage of
implementing the leading indicator. However, sitleese indicators are measured based
on manual observation or survey-based, the measwesgnconsistent, subjective and

error-prone [12].

2.3 Causation of Construction Accidents

It has been widely agreed that there is no pedafdty measure that can be to
every situation. The selection of a proper safeasure relies on the causation of
accidents [43]. Studies have been conducted todutdhe major causes of construction
accidents. Accident causal model provided stromd) @nsistent evidence that most of
the accidents were the result of human errors aistakes [47]. According to Reason

[48], human error occurs in a limited number ofnfierincluding unintentional errors
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(slips and lapses) and intentional mistaken actiimgstakes and violations). The
fundamental difference between these two formbas é¢rrors cause results in failures of
execution (e.g., inattentiveness, distraction); anidtakes are planning errors (e.g.,
intentionally choosing an unsafe pathway througloeksite).

Errors in judgment, decision making, and physicefioms result in loss of
productivity, the need for rework in industrial oggons, and occupational injuries. In
order to prevent human error organizations conttagting sessions, provide feedback to
workers, and conduct inspections [49]. Howeversé¢hgrevention activities rarely occur
in real-time. That is, organizations rarely have tapability to systematically warn
workers of their erroneous actions before negativesequences are realized. This is
especially true in work environments where condgiocontinually change, mobile
equipment is integrated within the workspace, andnyndistractions are present.
Therefore, there is a clear need for a reliablétieee information providing system that
specifically targets the cessation of erroneousie.

Mistakes are defined by Reason as, “deficienciefitures in the judgmental
and/or inferential process involved in the seletid an objective or in the specification
of the means to achieve it, irrespective of whethrenot the actions directed by this
decision scheme run according to plan [48].” Mistkre relatively common and exist in
three categories [50]: Skill-based, rule-based, lamavledge-based. Skill-based mistake
refers to the failure of applying learned routirtellsin normal situations. A typical
example is a skilled driver of a dump truck stegpim the accelerator instead of brake.
Rule-based mistake involves the incorrect appbecatf a rule or inadequacy of the plan,
for example unauthorized personnel invades a céstiiarea. Knowledge-based mistakes
associates to the actions which are intended bubtiachieve the intended outcome due
to knowledge deficit. The knowledge-based mistdiwags occurs due to the incomplete
and inaccurate understanding of system, environnmard job setting. An example of
knowledge-based mistake can be a worker is hitf@yarsing dozer inside its blind area.

A sequential model of occurrence combining humarorerand mistakes is
illustrated in Figure 2, which shows accidents gisvatart with unexpected exposure to a
hazardous situation in the workplace. Insufficisittiational awareness and perceptual

skills of work participants escalate the risk thataccident could happen. Other human
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errors and mistakes including unexpected workdask-taking tendencies, failures in
physical, psychological and physiological respons@ntually contribute to the

occurrence of an accident.

Exposure to a hazardous

situation
Yes )
v Sensory skills
Perceptionof | Perceptual skills
hazard State of alertness
Situational awareness
Yes
N Experience, trainin
No Cognition of P ’ &
------- Mental and memory abilities
hazard . .
Situational awareness
Yes
No h 4 Experience, training
. . Attitudes, motivation
. Decision to avoid |------- . . .
Risk-taking tendencies
No Personality (extraversion)
Yes
\ 4
Physical characteristics and abilities
No Ability to avoid | ------- Psychomotor skills
Physiological processes
Yes
v VY \ 4
— Unsafe behavior Safe behavior
\ 4
Accident /,/ \\\ No accident
| Chance |
\ / A

Figure 2 Sequential model of accident occurrenc&]

However, negative consequences resulting from tleeses and mistakes are
generally preventable when workers obtain feedlvelogn they are exposed to hazards
and when they are involved in erroneous behaviefsrb accident could occur [52].
Hence, there is a clear need for an advanced uadédisg of such erroneous behavior so

as to specifically reproduces and corrects theneolrstruction industry, safety defenses
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and barriers have been addressed in many layerse sely on people (personal
protective equipment, and safety supervising), rstheepend on procedures and
administrative controls (safety standards and edguis, safety training and education).
However, an engineered layer based on the appliatof technology has not been
considered as one of the key solutions for the tcoctson safety. Therefore, a modified
causation model (Figure 3) is presented that emgrggfety technologies are applied to
first prevent the potential accident by giving wenk real-time warning, and secondly to
collect data and derive information and knowledgenf previous recorded events, such
as close-calls [19]. This new information leadsigmnificant promotion of understanding

and measuring the safety.

Organizational Latent
Influences Failures

Unsafe Latent
Supervision Failures
o Q
Preconditions Active/Latent
Failures

for
O Unsafe Acts
(o) N\

Unsafe Active

C §< Acts Failures
_—

Absent
Defenses

Failed or/

Human Error
Causation
Model

after Reason, 1990

Mishap

Figure 3 Human error causation model including tebnology as an extra barrier [19]
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2.4 Focus of this Research

In general, a safety management system deals gtperformance measurement
on two levels. The first focuses on organizatiomschanisms such as safety culture,
safety climate, policies and regulations. The sdamoves down to the individual level
and deals specifically with the issues of the pentnce based approach and its impacts
to organizational level safety management [53]sTesearch focuses on the analysis and
measures of daily-based individual safety perforrean |t aims to research about how
safety performance of individual can be effectivelgasured and how to improve the
understanding of the worker’s at-risk behaviortaemajor motivations of this research.

As mentioned in the previous sections, two typemeésures are used for safety
measures, which are varied from the scopes. Egistifiety measures on individual level
have various drawbacks, which has been describ#eiprevious sections. This research
aims to generate a new measure that should:

* Enable to track small improvements in safety pentonce

» Measure both positive and negative events

» Enable rapid and frequent feedback to all stakedield

» Be consistent, objective and robust to observergedisas to performers

* Be predictive
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CHAPTER Il

RESEARCH HYPOTHESIS AND METHODOLOGY

This chapter explains the research methodology faashework for human-equipment
proximity hazard assessment using real-time senaimd) visualization technology in
combination to  processing techniques. The fiestesal sections state the research
hypothesis, research objectives and scopes, fallolye an overview of the research
framework. The subsequent sections describe tHereafit phases of the research,
including evaluation of technology, operator visitgi analysis, worker-equipment
proximity algorithm, data fusion for worker’s phgkigy and activity level analysis, and

real-time virtual environment.

3.1 Introduction

The goal of this research is to build and testamnBwork measuring the safety
and productivity performance in construction opers&t. The methodology can be
envisioned as involving three major steps: reaktirdata collection, parametric
information generation, and work performance ansly& brief overview of the three

steps and their corresponding goals are showrgur&i4.

Work performance analysis: Goal 3:
Evaluating, visualizing, and Assess _|Assess and improve the safety and
sharing work-related efficiency performance of construction
information operation at task level
T
Information generation: developing Goal 2:
data processing algorithms to Detect _|Understand interaction and detect
interpret the stored raw data into potential proximity hazards between
parametric information worker and construction equipment
T
Data Collection: using remote . Goal 1:
sensing technology for real-time Monitor _|Reliably and consistently monitor the
and automated data collection spatio-temporal data and physiological
of construction resources status of construction workers

Figure 4 Research steps: Compartmentalizing the search methodology into three

phases
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The data collection phase aims to gather real-Spatio-temporal data as well as
the worker’s physiological status (e.g. heart rbteath rate, and body temperature) from
the job site. The performance of remote sensingniglogy has been evaluated. In this
phase, it demonstrates that the selected sensthgdiegy is capable to continuously,
consistently, reliably monitor work activities irharsh construction environment. During
the information generation phase, gathered raw degaprocessed through a series of
developed data processing algorithms. Parametfornmation related to the work
activities as well as the construction environmsnterived from the raw data. The
parametric information is implemented to detecteptil hazardous conditions on a
construction site, as well as to understand trerastion between construction resources.
As a sequence, this information is utilized to gmaland assess the worker’s safety and
efficiency performance at work task level. The tesare evaluated and shared via a

virtual environment.

3.2 Hypothesis

Despite the significant reduction of fatal and radaf injuries during the past
decades, the safety performance in the construictdrstry continues to lag behind other
industrial sectors. Moreover, most of the safetyfquenance measures are based on
survey and manual observations, which are incadistabor intensive and error prone.
In addition to the traditional management approé@himprove construction safety
performance, another option is to add a technobagyier using real-time remote sensing
and visualization technology as a pro-active sotutio protect workers from potential
hazards. Therefore, two important research questiere put forth during the
development effort of the research framework tlmaimed the basis for initiating this

research and are central to answering this hypisthiEisese are as follow:
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Research Questions:
1. Can real-time remote sensing and visualization netdgy be implemented to
detect, record, and visualize the constructiontygberformance?
2. How to develop a hazard detection model that autmaldy analyze gathered

data, and accurately measure construction safetfjopgances?

3.3 Objectives and Scopes

Applications of real-time monitoring and controtfiof construction site progress
is of both managerial and technological interefisom a management perspective,
accurate and emerging remote sensing technolodis, avparticular emphasis on real-
time detection and tracking of construction resesrdpersonnel, equipment, and
material), can provide critical spatio-temporal oimhation. Once gathered data are
processed, information has the potential to advaheeunderstanding of construction
processes, including the level of productivity aadety performance. From a technical
perspective, the development and evaluation obuarelectronic sensors for applications
in the harsh construction environment, as wellhesexploration of their potential as a
valuable aid in project management, enables tigiuetrol of project progress.

Therefore, this research investigates the crossaver nearby engineering
disciplines. The goal is to design, test, and aédnew methods that improve
construction safety and productivity measuremanbrider to achieve this goal, several
research objectives have been set as follow:

» To create a test-bed to evaluate the performancesaftime locate sensing

(RTLS) technology when implemented in harsh coms$ion environment

* To develop data processing algorithms that cannaatically identify potential
safe/unsafe site conditions to equipment operatpmind workers, and decision
makers.

» To create an assessment technique that can autaityaéinalyze spatio-temporal
data of workers, equipment, and materials, andnaatically identify, evaluate,

and visualize their safety and productivity perfarme.
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» To develop a framework that provides real-time infation sharing and
visualization of the construction safety performaror training and education
purpose.

As is summarized in Chapter 2.1, a large fractibrthe construction fatalities
(40%) were due to construction personnel work prately to various hazards. In this
research, the proximity hazard is defined as fallow

A Proximity Hazard in construction operatiors a situation that poses a potential
level of threat to a worker’s safety, which occardy when the worker approaches to

such a situatio

Several typical proximity hazards are considerethis dissertation, which include but
are not limited to:

» Contacting with objects and equipment (machinergtemals, and structures)

» Falling from elevations (e.g. close to the edgéadr and openings)

» Struck by a vehicle

* Working close to chemical, flammable, and toxicgahces

* Unauthorized intrusion to access-controlled space
Therefore, this research focuses on the selectedtremtion activities such that the
construction personnel are repeatedly exposed agptise to various above-mentioned
hazards on a construction site, with a particulampleasis on human-equipment
interactions. Moreover, this research aims to dgfyanhe assessment of the above-
mentioned hazards, as these hazards can be owniye@@s binary values by the current
manual observing approaches.

3.4 Overview of Framework

This research creates a framework that connectsathedata collected from the
construction activities to relevant knowledge, whids required in construction
productivity level and safety performance measurgmerhe framework involves three
phase: data collection, data processing, and ajplits. An overview of the research
framework is given in Figure 5.

The first phase of this research is to collectiséal construction site data by

utilizing remote sensing technology in multipleldigrials. The gathered data can be
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divided into two categories: ranging data and ftiragldata. The ranging data, collected
by LADAR or laser scanner in this research, isiz¢d to represent geometric and
topologic information of the construction site exviment. Tracking data, recorded by
real-time location sensing (RTLS) and physiologisttus monitoring sensor, provides
spatio-temporal data and the human physiologicatust of monitored construction
resources.

In the second phase, the raw data are processiEdive parametrical information
through the development of computing algorithmse @hata processing phase consists of
several modules: the error associated with traclaig are evaluated to demonstrate the
appropriate selection of the technology; selectefetg rules and regulations are
interpreted as various parameters which later besotonstraints and thresholds in the
developed computing algorithms; construction atiéigirelated zones and onsite objects
are identified, which forms various hazardous ctods such as blind spaces to the
equipment operator; kinetic and dynamic informatienderived from spatio-temporal
data for proximity analysis; and a virtual enviragmhis created from the ranging data. In
the last phase, the parametric information is appto measure the safety, health and

productivity performance.
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Figure 5 Framework of research methodology
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3.5 Technology Evaluation

Emerging wireless remote sensing technologies dffgnificant potential to
advance the management of construction processesobiding real-time access to the
locations of workers, materials, and equipment.ddohately, existing research provides
limited knowledge regarding the accuracy, relipiliand practical benefits of an
emerging technology when it is deployed in a comptenstruction site, effectively
impeding widespread adoption. Evaluation of a coneralty-available Ultra Wideband
(UWB) system for real-time, mobile resource locatiwacking in harsh construction
environments is very necessary. A focus of Chajmas to measure the performance of
the UWB technology for tracking mobile resourceseal-world construction settings.
To assess tracking accuracy, location error ratessélect UWB track signals are
obtained by automatically tracking a single entisyng a Robotic Total Station (RTS) for
ground truth. Furthermore, to demonstrate the lisnef UWB technology, the chapter
provides case studies of resource tracking foryarsabf worksite operations including
safety and productivity. It also demonstrates thglieability of UWB for the design of

construction management support tools.

3.6 Job Site Hazard Detection

As is mentioned in Chapter 2.1, 40% of the consivucfatalities were due to
personnel being proximate to various hazards. @nhaptfocuses on detecting selected
hazardous conditions and generating correspondamardous zones in the existing
construction site setting.

Hazardous conditions such as the existence of dadnflammable and toxic
substances are detected and processed based-dimeedbcation data. Utilizing the
polygon buffering algorithm, zones associated &séhhazards are generated which only
authorized workforces are allowed to enter.

Furthermore, many construction fatalities involviagines and ground workers
are caused by contact with objects and equipmeaiticular struck-by crane loads and
parts. Another hazardous condition is the limitesdbility of the equipment operator. An

approach is presented that aims at increasingitingtisnal awareness of a tower crane
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operator by aligning enhanced understanding of taoctson site layout with increased
operator visibility of ground level operations. Tdeveloped method uses sensors to
collect two data types: first, a laser scanner mmess the as-built conditions and
geometry of a construction site, and secondly,-tiga location tracking technology
gathers the mostly dynamic location of workers lb@ ground. Several algorithms are
presented to (1) identify blind spaces from thdeodkéd point cloud data that limit the
visibility of a crane operator, (2) process reaidilocation tracking data of workers on
the ground, and (3) fuse the resulting data to tereaformation that allows the
guantitative assessment of the situational awaseoiea tower crane operator. Results to
a field trial are presented and show that a towane operator using the developed
approach can increase understanding of where amuh whcluded spaces and ground
level operations occur. The developed methods featmg safety information from
range point cloud and trajectory data are a premgiapproach in significantly improving
the currently unsafe operation of one of the madized pieces of equipment in

construction: tower cranes.

3.7 Spatio-temporal Analysis

This session focuses on analyzing the interacti@twéen workers and
construction site hazards. The considered hazamlglassified as dynamic and static.
The dynamic hazards include mobile ground vehiatesequipment, and revolving crane
components. The static hazards generally have fp@sition on a construction site.
Examples includes but not are not limited to: flaainhe, chemical, and toxic substances,
floor edge, openings at elevation (associated tchézards), and any pre-defined areas
that are only accessible to authorized personnel.

The goal of this session is to develop an algorithat can evaluate and measure
the safety performance of construction personnpéaally when they are conducting
activity proximate to the abovementioned hazardmrglitions. In order to achieve this
goal, two sub-objectives have been defined. Thst fabjective is to automatically
generate hazardous areas surrounding the exidi@tig snd dynamic hazards on the
specific construction site settings. The seconcekaihje is to automatically analyze the

spatio-temporal conflicts between each worker axtheonsidered hazard. A proximity
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hazard detection model is therefore establisheddbas the achievement of both sub-
objectives.

3.8 Virtual Environment

This session integrates the safety information medsurements to an immersive
virtual reality world that represents the accuredastruction site. The assumption was
that any project stakeholder (equipment operatarker on the ground, safety control
command) with access rights and who could view awel processed field data in an
immersive Virtual Reality (VR) could make more infeed decisions in shorter times and
at lower cost. This session consists of four céneésearch phases: (1) data collection, (2)
data processing, (3) information visualization, éh\ddecision making and application in
the field, education, and training.

An accurate spatial world of the construction eowiment (e.g. site layout and
terrain) was created using commercially-availabéset scanning and modeling
techniqgues. The immersive VR world then integratkda from real-time location
tracking sensors (GPS and/or UWB) that collectegettory data of resources present
within the construction site. A user was then dblereate safety rules, and based on the
information output, see and observe results, aed éveract within the immersive world

but from a safe distance.

3.9 Physiological Analysis

This session extends the developed spatio-temjpoialysis algorithm for labor
productivity analysis and ergonomic working behawassessment. It demonstrates that
location sensing and worker’s physiological data ba fused to automatically identify
the dynamic zones associated to the work activaesvell as to categorize the work

activities for the purpose of activity and ergonormssessment.

The results show that current technology is satiefdy reliable in autonomously
and remotely monitoring participants during simetatonstruction activities. In addition,
the data from various sensing sources can be sifallgsfused to augment real-time

knowledge of construction activity assessment, whiould reduce, if not avoid, the
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shortcomings of traditional approach of estimapngductivity rates and working healthy

level based on manual observation.
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CHAPTER IV

SELECTION OF TECHNOLOGY FOR REAL-TIME

SPATIAL AND TEMPORAL DATA COLLECTION AND

DATA ERROR ANALYSIS

This Chapter reviews the needs for real-time laratracking in construction industry. It
also summarizes the current available tracking texdbgies and their applications. In
order to select a reliable technology for spatioaporal data collection for this

dissertation, a test-bed which evaluates the peréorce of Ultra Wideband technology

in harsh construction environment is developed t@sted.

4.1 Introduction

The dynamic nature of construction activities, imparison to the manufacturing
industry and its mostly stationary fabrication gaand assembly environments, presents
a significant challenge towards realizing the go&lunderstanding construction site
activities. Hindering this understanding is thet fidaat production control protocols in the
construction industry are labor intensive, manuahd error prone [54]. Recent
developments in remote sensing and automated dgtas#ion technology promise to
improve upon existing material management strasef@B][56][57][58][59][60]. Similar

benefits are anticipated for process managemaeategtes.

To date, many barriers exist that prevent ownedsamtractors from deploying
data acquisition technology in construction. Thigg#ude the risk of failure during the
initial implementation phase and the high cosingblementation. An additional barrier is
the lack of demonstrated benefits associated witbrging technology, e.g. the inability
of the owner and/or contractor organization to eikphe information collected. When
faced with known costs but unknown returns on itmesit, adoption of emerging
technology can be nonexistent. Utilization of teehnology is then limited to scattered

implementations in various engineering subfieldstiilumore precise cost-benefit
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valuations are determined [61]. It is, thereforaportant to investigate how promising
real-time location tracking technology may advanoastruction practices and enhance
production control procedures in the constructimaustry. Two key areas closely tied to
the economics of construction projects are prodglitgtand safety [62]; lapses in both are

responsible for significant losses in the constoucindustry.

With regards to productivity, one key area idegntifias a critical need is the
localization and tracking of assets that are linkedvork tasks, including workforce,
equipment, and materials [63][64]. For example,amnat handling and transport has been
identified as a critical work task in constructiq4][65]. Recent studies report
significant amounts of time spent on materials d&as in lay down yards [66]. The
material flow for a steel erection process at itidaisjob sites may involve the delivery
of the material component from the fabrication pkana temporary lay down yard. A lay
down yard is an important temporal space in theerabdy process of material
components, as it allows for storing and sortirggy¢bmponents in the correct order, and
provides a healthy temporal buffer to ensure pastailability when needed. Prior
research has shown that the current process ofialatandling on large industrial job

sites is inefficient [67].

Within the context of safety, significant time ardonomic resources are lost
when workers are injured or killed by loads duringrk tasks [19][68]. Current
construction best practices in material handlingspribe the foremen to blow a whistle
or the equipment operator to activate the horn@hae at the beginning of a material lift.
Such manually activated signals are effective ertalg the surrounding workers to pay
attention to where the load is swinging. Many wasker crane operators have difficulty,
though, in relating their own location to the pmsit of the load. Incorrect spatial
awareness could lead to accidental injury. The mamoce of spatial awareness is
emphasized by the fact that 25% of all constructiatalities relate to the unsafe

proximity of ground workers and equipment [69].

To more concretely understand worker behavior atidiies for improving the
understanding of construction site operationss ihécessary to analyze observations of

construction work in progress. For example, one afaynproving current work practices
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is by observing work tasks and generating manualetions. This practice is commonly
known as ‘work sampling’ [70][71][72]. Any techn@g that can reliably, accurately,
and automatically record the location of constactiesources for work sampling could
significantly simplify previously conducted manwsEsessments and improve confidence
in the measurements. Likewise, technological systérat track project critical resources
(e.g., people, equipment, material) and providermftion on resource utilization can
enhance current work practices. Such systems arpulgro in robotics and
telecommunications by the name of context awaréeBys The existence of a context
aware system in construction that tracks the looabf construction resources, and
identifies and measures the status of work tasksyldvimprove project performance
[73][74].

Wireless, non-destructive, and reflector-less senschnologies applied to
construction have been identified as key breakiineu[65] for both construction
practitioners and researchers in terms of redusorgvalue-added activities, responding
quickly to safety hazards, and automating and hapg@nerating as-built and project
documentation. In both cases, technological adopsidagging due to uncertain benefits.

Further investigation and control is needed to mmpron these fronts.

This chapter presents research findings on theuatrah of a commercially-
available Ultra Wideband (UWB) system, which isaalio-frequency based real-time
location tracking technology, in several harsh tmmtsion environments. The error rate
of the real-time location tracking technology is asered and evaluated. Results of
experimental field validation studies are presentddng with technology application

scenarios analyzing the field data.

The goal of this chapter is to evaluate the capasilof a commercially-available
Ultra Wideband (UWB) system to record work tasksattloccur frequently on
construction and infrastructure sites. The firgeotive is to measure the performance of
the real-time tracking technology for mobile resims in realistic job sites. The second
objective is to illustrate work tasks that woulchb8t from such real-time location data.
Both research objectives include technology peréoroe testing in live construction
environments. The environments were a large anatively flat lay down yard for
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handling large pieces of steel material and a coasbn pit that was classified as a
confined space by construction safety professiomdgh had multiple workers, pieces of
equipment, material, and other obstructions presgénthe time of the experiments.
Typical scenarios that were observed included heamgtruction equipment operating in
close proximity to workers. The location measureneror rate of UWB technology in

these environments is computed, while the utilityJ8VB technology is discussed and
brought into context to existing best work pradiegth regards to a specific safety or
productivity task.

Since extended UWB performance evaluation in theioma construction
environments has not been performed in previousareh, the particular scope of the
remainder of this paper is to explore and testtédohinical feasibility of operating the
UWB system in large-scale open construction enwviremnts. This paper does not address
the social, legal, or behavioral impacts on workessng UWB technology, the sensor
node layout and its effect on measurements, norctiraparison of commercially-
available UWB systems. The following sections pnégbe methodology, experiments,
and results of performance measurements of trackiegreal-time location of assets
(workers, equipment, material), in open (lay dovaendy and dense (object cluttered and
confined spaces) construction environments. Dematnst of the UWB signal for safety

metrics and work sampling follows.

4.2 Remote Construction Resource Tracking

Arguments in favor of using automated remote tmagkitechnology in
construction are to increase tracking efficienay, réeduce errors caused by human
transcription, and to reduce labor costs. A var@tysensors and sensing technologies
with automated tracking capabilities are availalitg use in construction and
infrastructure projects [59]. Selection of one paltar technology depends on the
application, the line-of-sight (LOS) access betwesmsors and sensed objects, the
required signal strength, the data provided, aedctlibration requirements. Moreover,
the prevailing legal framework regarding the petedt bandwidth and associated

availability, and the implementation costs assedawith each technology add further
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constraints [18][75][76][77]. These characteristingst be weighed against the benefits

provided.

Many existing technologies for localization andckiag fall within the broader
category known as sensor networks (SNs) or wiredessor networks (WSNs). Sensor
networks consist of a collection of sensing node=dito compute position from location-
based measurements via triangulation. When a resasitagged with an electronic tag
capable of generating the necessary signals, aorsemstwork provides location
information of the tagged resource. The three predant location-based variables of a
wirelessly transmitted signal are the received-aligtrength indicator (RSSI), the angle-
of-arrival (AoA), the time-of-arrival (ToA), and ¢htime-distance-of-arrival (TDoA).
Given measurements of one of these variables lojlection of distributed sensor nodes,

triangulation leads to estimates of the associsitgthl source position.

In RSSI models, the effective signal propagaticssls calculated based on the
power of received signals at the nodes. Severalré¢tieal and empirical models are
implemented to translate this loss into distanc®][®][57][78]. However, the
disadvantage of this technique is that convergdrma data collection to information

may take time, which leads to post real-time posihg [79].

In AoA models, sensor nodes estimate the angletbrefrom which the signals
originate. Based on simple geometric relationshtipalculates the position of the nodes.
Studies show that high accuracy can be achievedsdweral advanced approaches
[80][81]. Implementation of an AoA-based sensommek requires antenna arrays with
directional antennae for triangulation. Deploymefithe antennae for complete coverage
can be costly for many temporary projects and fea cluttered environments, such as

those found in indoor construction environmentq[B3.

In ToOA and TDoA models, the propagation time ofignal is translated directly
into distance if the propagation speed is knowre Ttost popular localization system
using ToA techniques is Global Positioning Systeif@PS), which relies on
communication with Earth orbiting satellites foiatrgulation. Cost and size make high
precision GPS prohibitive for tracking every asseta construction site [55][56][59][60].
An alternative emerging TDoA technology is activEIB, which employs an on-board
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power source for the signaling electronics, togethi¢h locally installed antennae. One
form of active RFID is Ultra Wideband RFID, whichawinitially developed for military
use in the 1960s. FCC approval led to UWB beinglargd for monitoring of civil
applications [84][85][86], including construction 2007 [76].

Several case studies exist in construction apphcsitthat describe the successful
use or combination of more than one of these piaesiin association of technology such
as GPS, RFID, bar codes, laser scanning, and alings Other researchers experimented
successfully fusing active RFID and GPS technokoggredict the location of metal pipe
spools and other industrial construction assetf3@Q)] Passive RFID technology has
been tested to track construction assets in a fdsghrenovation project [88]. Others
focused on radio frequency in combination withadtbund signals in a wireless sensor
network [89].

Alternative (non-sensor networked) tracking tecbgas include Robotic Total
Station (RTS) and vision-based technologies. An Raisonly track single entities, thus
its utility is limited to specific scenarios. Trang construction resources using vision
cameras can make work sampling more objective bpnaatically recording and
reviewing the performance of selected work taskshodigh recent progress has been
made in automated vision data processing [90][2[fB], fully automated vision

tracking of multiple resources in dynamic enviromtsds far from being solved.

Although any of the previously offered trackingrmiples and their associated
data gathering devices could be selected to mortiter trajectories of construction
resources, few studies have focused on evaluagthnoblogy that is capable of
simultaneously monitoring multiple, mobile resowes high data collection rates. To be
of interest to the construction industry, the tiagktechnology should meet as many of

the criteria listed as follows:

» Cost and maintenance: Low implementation and maamee cost, while rugged
enough to withstand a harsh environment and prd@gaths of up to several

years;
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» Device form factor: Small enough to fit on any aséas needed) without
interrupting the completion of work objectives;

» Scalability: Robust in a variety of site layoutspén, closed, and/or cluttered
space(s), and small to large spaces);

* Reliability: Capable of accurately and preciselgargling the activities that are
associated to monitored work tasks;

» Data update rate: High data frequency providedeal-time (greater or equal 1
Hz); and

» Social impact: Less invasive technology, but prongdhighest possible safety
and security standards for all project stakeholdengde at work (in particular

workers that face risks directly).

Existing UWB research in construction applicatidres focused on evaluating
real-time resource location tracking of workersjipment, and materials in outdoor and
indoor environments [18][76][82][83] and first resmler tracking applications [77].
Recent research has shown the use of UWB in catistnupotentially offers a solution
to the aforementioned requirements. Compared terotechnologies like RFID or
ultrasound, UWB has shown to possess unique adyesitancluding: longer range,
higher measurement rate, improved measurementagcluand immunity to interference
from rain, fog, or clutter. This study focuses be performance capabilities of UWB in
real-world settings while also demonstrating therapons analysis possible with UWB

track signals from multiple project entities.

4.3 Test-bed of Evaluating UWB tracking technology

This research utilized a commercially-available UWS8calization system
consisting of a central processing unit, calledtb, which triangulates the positions of
incoming Time-Distance-of-Arrival (TDoA) streamsofm multiple UWB receivers
deployed in the construction environment. The UVihal receivers connect to the hub
via shielded CAT5e cables. The TDoA streams origirfeom actively signaling UWB
tags, which are attached to construction resounfesnterest (worker, equipment,

material). In addition, the UWB system requires plecement of a static reference tag in
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the scene to improve the position measurements/dB tags. A typical UWB setup and
installation with tags on construction assets, uditlg workers, equipment, and

materials, is shown in Figure 6.

% Active Read Area or Space

1

© Reference Tag A Mid-Gain, High-Gain, Omni-Directional Receivers .
@ Active UNB Tag /\, CAT5e cable (also wireless)  --- Field of View

Tag

Figure 6 Triangulation of UWB tags using UWB recerers that overlap the
coverage area/space and application to constructicassets (yard dog and

construction worker) inside a lay down yard.

The accuracy of the distance measurements will mepen the geometric
configuration of the reference point and the reees\deployed in the field. Best practices
were followed to ensure a functional setup. Theho@blogy to evaluate the performance

of UWB technology in live construction environmeisluded the following tasks:

1. Coordinate field trial with field personnel and stmuction schedule prior to test

day and identify test location.
2. Performa laser scan of test site to capture egistsbuilt conditions.

3. Install mid-gain (30° field-of-view) or high gain6@° field-of-view) UWB
receivers to cover maximum observation space, wm&ntaining maximum
distance from each other, and facing as few obstns as possible (at least three
receiver TDOA measurements are needed in one ptaneneasure two-
dimensional (2D) tag locations readings, at leastedeivers are needed at

different elevations to measure three-dimensiod2llocation readings).
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4. Utilize a total station to measure the receiveatmns and register them in the
UWB hub. Define the RTS and UWB coordinate systemth reference to a

common frame.

5. Attach 1 Hz, 15 Hz, 30 Hz, or 60 Hz UWB tags onetsse.g., workers,
equipment, and materials. Choose higher frequeagy for highly dynamic assets,
e.g., workers. Document the material, the pieceeaiipment, or the worker's

trade and work task that each tag is attached to.

6. Utilize a Robotic Total Station (RTS) to measure ¢nound truth location of one

asset.
7. Gather real-time UWB and RTS location data.
8. Visualize the information in real-time using a 2Beuinterface.

9. Use data in post-processing analysis, e.g., for @amd proximity analysis.

The first two tasks are part of the ‘preparatiorag#i, which should occur in
advance of the actual experiment. Tasks three vi® diescribe the ‘installation and
registration phase’, which should occur immediagalipr to the experiment. Tasks six
and seven are the ‘data collection phase,” whi¢hasexperiment proper. Tasks eight and
nine form the ‘data visualization and analysis gha8s one focus of this paper is the
performance evaluation of a commercially availabM/B system in live construction
environments, emphasis in the next section is @ta@xing of the steps associated to task

nine.

4.4 Evaluation of Ultra Wideband Data Error

This section describes the procedure followed tsess UWB tracking
performance. The default data output stream praovige the UWB system consists of
data packets of three types which are differerdisietheir packet headers: position data
associated to a sensed tag, status informationdiegathe receivers, and reference tag

information. The data packet associated to tagipasilata is of the form:
<Data Header>,<TaglD>,<X>,<Y><Z> <Battery Powerbigestamp>,<Unit>,<DQI>.
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Each position data packet represents a triangulptsition from unique tag
identification (ID). In addition to the tag identétion number and the time-stamped
spatial data(x, y, z, t) for the UWB tag, the UWistem (a Sapphire DART, Model
H651) collects additional status information regagdthe tag. Status information
includes the battery power level, a message und, a Data Quality Indicator (DQI).

Sample data and their corresponding paths arérdhaesl in Figure 7.

29 1 I 1 I 1 I T

Header, TaglD, x, y, z, Battery power, Timestamp, Unit, DQI

285[17,00005856,6.46,25.70,4.53,13,1275009416.417,4,1.24 [~~~ =i 1
T,00005856,6.58,25.98,4.53,13,1275099416.452,4,0.17 :
T,00005856,6.74,25.91,4.53,13,1275099416.485,4,3.62
5|l T.00005856,6.56,25.95,4.53,13,1275009416.519,4,2.64 | i |
T,00005856,6.56,25.96,4.53,13,1275099416.589,4,2.64 ;
T,00005856,6.71,25.90,4.53,13,1275099416.623,4,1.93
T,00005856,6.72,25.89,4.53,13,1275099416.656,4,1.93 :
57 51| T,00005856,6.76,26.02,4.53,13,1275099416.760,4,2.84 | ... il
T,00005856,6.81,25.89,4.53,13,1275099416.794,4,3.58 =
T,00005856,6.86,26.01,4.53,13,1275099416.827,4,4.59

T,00005856,6.94,25.84,4.53,13,1275099416.862,4,0.74 D /
27H ... s e

Y [m]

265

26

25500 05

25

Figure 7 Sample and format of raw UWB data.

The data header “T” of each row means that two-dsimmal data are collected.
The time stamp is in the UNIX timestamp format. Thg, whose ID is 00005856, has
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variable X and Y coordinates, and a fixed Z cooatin The battery level is 13 out of 14

(14 means full). In general, low DQI value mearghkr data quality.

Previous experiments have shown that the datatguadicator provides values
that are insufficient when estimating the erroerat a UWB system in construction
environments [18][82][83]; they do not correlate ftrror. For this reason, a
commercially-available 1” construction Robotic Tlotation (RTS) was selected to
provide real-time ground truth location data. A 3¢fini-) prism was mounted on a
worker's helmet, which was also tagged with UWBstaghe relative height distance
between the center of the RTS prism and UWB taglessthan 3 cm and subsequently
insignificant for practical tracking applications & construction environment. Both RTS
and UWB systems record real-time spatial and tealpdata to prism and tags,
respectively. Since the UWB signal are noisy witltasional outliers, the UWB signal
was filtered with a Robust Kalman filter [94]. lddition to signal smoothing, the robust
Kalman filter rejects outlier measurements so thatoutliers do not corrupt the filtered
signal estimate. Figure 8 depicts a UWB track difjltared by the Robust Kalman filter.
Once the temporal correspondence between the timcsdees is established, the UWB is

interpolated and the measurement error is compwitedRTS data as the reference.

*—Raw Data —— Robust Kalmen Filtered Data

N

Y [m)

( -0— Raw Data
) N —— Robust Kalmen Filtered Data

Y -

. I i I L i L L i R i
-15 -10 -5 0 5 10 15 20 25 30 1 2185 22 225 23 235 24
X{m) X[m)

Figure 8 Raw UWB data (left) and sample of Robudalman Filtered UWB data
(right).
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4.4.1 Signal Synchronization

The UWB system was set up in the same Cartesianlicabe system as the RTS,
but operated at different measurement rates, tbogparison of the two signals required
signal synchronization. The procedure first cossdtresampling the two signals to the
same frequency. The frequency chosen was thaedf¥WB sensor since it required up-
sampling of the RTS signal (and, consequently, oses|of information). Time
synchronization consisted of maximizing the crosselation, where the cross-
correlation is a measure of the similarity betweeo signals as a function of a time-shift
applied to one of the signals. When the featurebath data series (UWB and RTS)
match, the cross-correlation is maximized at tmeetshift aligning the two signals.
Because the cross-correlation can be sensitivagsimg or incorrect signal segments, the
time synchronizing shifts were computed for seveigthal subsets.

The two data series from both tracking technologiese divided into several
signals, each with different time intervals. Thess-correlation and maximizing time-
shift were computed for each interval. The crossetation computation process for one
UWB and RTS interval is:

n

clr)=(Rw)fr, =3 Rlr, Julr, +t] (Eq.4-1)

i=1

where theC(z;) denotes the similarity between two data strearﬁsnatlagq*, while R[]
andU[t] denote the RTS and UWB data respectively. Aftertilme lag, maximizing the
cross-correlation for each data subset is foursl atferage time lag is implemented as

the synchronization time lag for the complete datages.

4.4.2 Error Analysis

Once synchronized to the ground truth signal (hdre,RTS signal), the UWB
measurement error is computable through compamstinthe ground truth data. Rather
than compare the UWB signal directly to the res@a@® TS signal, the method from [44]
is used to generate the signal error. In this ntkthiee error associated to a given ground
truth location measurement is computed through mhted average of several UWB
measurements (recall that the UWB tag operateshagleer frequency). Given thieth

RTS measurement occurring at timedefinet-;» to be the time halfway betweerand
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ti-1, and similarly defineti.12. The index setl(i) consists of all indices of UWB
measurements occurring betweeq, andti,12, €.9.,J(1)={[t; in [ti-12, t+12]}. All of the
measurements associated to the index set aremabdurements to compare against the
i-th RTS measurement. Rather than compare one of thB idAsurements to arrive at

the error, a weighted average of the UWB errorsl@ients in the associated index set is

computed,

Errort,]= > W Error[t,t;] (Eq.4-2)

i0a (i)

where

Errorft, ;] =[Ulx y.t,] - R vt ]| (Eq.4-3)
and

4. -4t +2
[ =———with >'W, =1 (Eq.4-4)
o)

At the timet;, the RTS data can be directly retrieved from #®ords, while the
error of UWB measurement is computed by the wewlateerage of the errors between
the UWB data found within one RTS data collectiarigd AT to the RTS data at the
time ti. The weight factoM; is a function of time, with a greater contributitm the
average error when the UWB data are recorded dirtteecloser td;. Figure 9 depicts

the error computation with the weight factors repreed by circles of differing radii.

Uyl T
Ulx,y, t,+1] S -7
U[xyt] _O AT
° 0 -~ RIXY ]
/ f _ - -7 - :3.
/ "~-.A..Error[ti,t,-] _
v R Ryt
./4 /// b«
UWB/ IR
p y
L7 RIx,y,ti4] o UWB data
e + RTS data
RTS 7

Figure 9 Schematic or error computation: UWB locaion track signal and

visualization of comparison with RTS signal.
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4.5 Experiment and Results

This section consists of four major subsectiong fitst details the experiments
performed and their overall characteristics. Theord collects the experimental data and
examines the expected error rates of UWB when gedlor real-time tracking. The last
two demonstrate practical benefits of having the-tiene UWB track data for analysis.
In particular, the coordinated activities of workanoving a load is assessed from a
safety perspective, and the time trajectories aofosker are analyzed to demonstrate
automated work sampling.

4.5.1 Description of the Experimental Environments

There were a total of three experimental envirortsjeone controlled and two
real-world construction areas. The controlled akgas an open field. The two
construction areas were located on a large indistd site (see Figure 10). They were a
construction pit (classified as a confined spacednstruction safety professionals) and a
lay down yard for temporarily placing steel matkrialo understand resource flow
visually and connect the trajectories to their sunding environment, a commercially-
available laser scanner gathered the three-dimess{@D) point cloud and a camera
documented the as-built conditions prior to theesxpents. The focus of data capturing
was on recording resource location from naturabgusring work tasks in harsh (i.e.,
resource rich, spatially challenging, object clete metal) construction environments.
Thus, the experiments lasted several days to miakewbrkforce familiar with the

presence of UWB, RTS, and laser scanning technology

Figure 10 Layout of experiments: construction pit(left), lay down yard (middle),
and UWB tag and RTS prism on helmet (right).
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Each resource entering the work zone was taggae, Haesource refers to either
a worker, a piece of equipment, or material. AvdéaJWB tags varied from low to high
frequency (1 Hz to 60 Hz) and from low to high pogmW to 1W). The decision on
which tag type was applied to each of the resounaess made based on the resource, its
velocity, and its operational environment. For eplan a badge type UWB tag was
attached to steel material as the form factor (lemgdth/height=7.4/4.2/0.7 cm) and
high power (1W) were best suited for attachmenth& metal material. High frequency
tags were (15/30/60 Hz) were attached to the helroktworkers as their movements
required more frequent location monitoring. In sarases, multiple tags were attached to
a single resource. All UWB tag locations were siiaously tracked at update rates of
at least 1 Hz. A 1 Hz tag was designated to besthgc reference tag for the UWB
receivers. As previously described, a commercial Ridbotic Total Station (RTS)
measured the ground truth (x, y, z, and timestaofig)WB tag(s) using a 360° mini-
reflector-prism that was installed on the helmetoo& worker or on a prism rod (see
Figure 10).

Open Field

In order to provide a more complete picture of tinecking performance
characteristics associated to UWB as a functiothefsite diameter, several controlled
experiments were conducted in an open field. RIWB receivers were placed in a
square configuration. Within the primary sensioge (where there were at least three
receivers within the field-of-view), a person equegd with UWB tags and an RTS prism
(all helmet mounted), was tasked to walk in a megtdar pattern. The same experiment
was repeated for four UWB receiver diameters (20,60, and 70 meters). The trajectory
of the person was scaled accordingly with the rxegeconfiguration diameter (the
diameter is the maximum pair wise distance betwken installed receivers when
considering all possible receiver pairings). Fegdd depicts the square UWB receiver
layout and the location of the reference tag. kénindustrial site environments, the open

field provides the ideal environment for UWB sergsas there were no obstructions.
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Figure 11 Open field receiver layout.

Construction Pit

This experiment was conducted in a confined woeaaf approximately 2400m
The registered 3D point cloud of the as-built ctinds at the time of the experiment can
be seen in Figure 12. The red triangles represeniocation and orientation of the UWB
receivers (short edges indicate the direction),levitihe green circle represents the
location of the static reference tag. UWB trajegtdata for a few of the tracked
resources are overlaid in the image. Of note,aaeess points (ramps for equipment and
workers) allowed entry into the confined space. $tweth side of the pit was specified as
a confined space (a 20 meter long, three meter,vedd five meter high space, with

unstable walls and a repose angle of greater th3n 4

The work crew consisted of several workers (siypeaters, ten rod busters, eight
form workers, 2 foremen, and one crane operatat)emuipment (one mobile crane, one
tractor and two material hauling trailers). Althdulgcation data of the entire crew were
collected, the following observations include (flustration purposes) data to one
carpenter erecting formwork, two rod busters tyiebar, one foreman supervising, and
crane operator hoisting materials with the crartee Work task of the day was to erect
formwork and rebar to all sides of a four metet tactangular reinforced concrete
structure (close to the center of the excavated piAlthough the work activities and

locations of resources were recorded for the emtoek day, only a sample (43 minutes
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and 22 seconds) of the entire UWB data set wilabalyzed. The data sample includes

events linked to the crane unloading rebar intgpihe

—C'fane_Hook (1 Hz) .
= Crane_Cabinet (60Hz

—Worker_5CD0 (15Hz) {57+ =
——Worker_5830 (15Hz) W e

2| ==\Worker_5B66 (15Hz)
= \Norker_080E (15Hz)
A Receivers
Ref. Tag

Figure 12 Plan view of construction pit: UWB resotce trajectory data mapped on

the registered range point cloud from a 3D laser smner.

Lay Down Yard

The second field trial environment included monitgrresource locations in a
large lay down yard which had significant quansittd metal steel pipe and girder objects
present. The size of the lay down yard and avaldbWB receivers limited the
observation area to approximately 65,000 fihe major material bays comprised mostly
of custom fabricated steel pieces, which were Va&l out for workers and equipment to
move around. At the time of the experiment, equipinaed ground workers had only one

access point available to the yard and one toolrastfoom area. Nine UWB receivers

-44-



were set up at the boundaries (fences) of thedayndyard. A reference tag (green circle)
in the line-of-sight of all receivers was placeda@.5 m high pole overlooking all steel
materials. The location of important control poisteh as material bays, fence, road, and
other installments in the lay down area were remdrdising the RTS. These
measurements were used to develop an approximéadvigw of the lay down yard.
The plan view of the lay down yard, access gatakvemd tool box areas, and other
facilities, including the UWB receiver locationgdrtriangles) are illustrated in Figure 13.
The dark areas are the material bays where mateasifrequently placed or picked up.

A 34 minute subset of the data was elected foryarsl

©® REFERENCE TAG
Y UWB RECEIVER
— FENCELINE

Bl VATERIAL BAY
— MACHINE PATH

Figure 13 Lay down yard with overlaid sample of tle UWB trajectory data of a

yard dog (a construction vehicle to transport mateial).

4.5.2 Tracking Performance Analysis of Ultra Wideband
This section analyzes the error between the grautidl RTS signal and the UWB

signal. We must first acknowledge that differersktarequire different levels of accuracy.
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For the tasks being examined here, high fidelity (be order of centimeters or
millimeters) is not necessary. What is essensidhat personnel utilizing the track data
can effectively use it for analysis and operatipngposes. With this in mind, an opinion
based worker survey was taken. For materials desgan large lay down yards, those
surveyed identified the ability to “quickly locataaterials within a two meter radii”

would assist in the efficiency of their work. This consistent with other research

indicating that meter accuracy is sufficient foe tihhajority of work tasks [57][59][83].
Performancein the Construction Pit

The track signals of a worker fitted with a 60 HA/B tag and the RTS prism are
plotted in Figure 14(a). The observation periodemtéd 603 synchronized samples for
the 1 Hz tag and 2654 synchronized samples fobfhidz tag. The average error of the
1 Hz tag was 0.48 m for raw data and 0.41 m forfittexed data. The average error of
the 60 Hz tag was 0.36 m for raw data, and 0.34mthfe filtered data. The low average
error coupled with a standard deviation of 0.35200m for 1 Hz/60 Hz, respectively,
means that real-time location tracking utilizing BWechnology in similar construction

environments is feasible.
Performancein the Lay Down Yard

The track signals of a worker fitted with 1 Hz &8@ Hz tags, and he RTS prism
are plotted in Figure 14(b). The observation gueled to 1023 synchronized samples
for the 1 Hz UWB tag and 4370 synchronized samfileshe 60 Hz UWB tag. The
average error of the 1 Hz tag was 1.82 m for rata,dand 1.26 m for the filtered data.
The average error of the 60 Hz tag was 1.64 médar data, and 1.23 m for the filtered
data. In this experiment, the larger covered aegaired to separate the UWB receiver
distances to the upper limits of the suggestediveceonfigurations for some of the
receiver pairings. Given that the error rates weithin the suggested range for locating
materials, and low standard deviations of 0.72n&0v6 for 1 Hz/60 Hz, respectively,
UWB localization technology in large, open, outd@oeas is feasible. Detailed results

are shown in Table 3 and Table 4.
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Figure 14 Synchronized UWB and RTS trajectories:d) construction pit, and (b)
lay down yard.
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Table 3 Statistical results of experiment in constiction pit.

Summary of Construction Pit Experiment
UWB data collected (1 Hz) [No.] 620 UWB data poiotdlected (60 Hz) [No.] 39,275
Duration [mm:ss] 14:25 RTS data points collected.]N 2,724
Synchronized data pairs (1 Hz) [No.] 608 Synchredidata pairs (60 Hz) [No.] 2,654
Raw Data Filtered Data
Average Error (1Hz) [m] 0.48| Average Error (1Hz)][m 0.41
Standard Deviation (1 Hz) [m] 0.37 Standard Dewiai{l Hz) [m] 0.35
Average Error (60 Hz) [m] 0.36] Average Error (60) ifin] 0.34
Standard Deviation (60 Hz) [m] 0.21 Standard Désa{60 Hz) [m] 0.20

Table 4 Statistical results of experiment in lay dwn yard.

Summary of Construction Lay Down Yard
UWB data collected (1 Hz) [No.] 1,28¢ UWB data geinollected (60 Hz) [No.] 64,128
Duration [mm:ss] 31:14 RTS data points collected.]N 4,919
Synchronized data pairs (1 Hz) [No.] 1,023 Synclmeehdata pairs (60 Hz) [No.] 4,370
Raw Data Filtered Data
Average Error (1Hz) [m] 1.82| Average Error (1Hz)][m 1.26
Standard Deviation (1 Hz) [m] 1.61 Standard Dewia{il Hz) [m] 0.72
Average Error (60 Hz) [m] 1.64| Average Error (60) lfn] 1.23
Standard Deviation (60 Hz) [m] 1.23 Standard Déeraf{60 Hz) [m] 0.66

Discussion of Ultra Wideband Tracking Errors

The data from the open field experiments and tweestperiments were collected
and plotted in the form of several error box-platgl organized by increasing diameter
(see Figure 15). The box diagram shows the lowartie, median and upper quartile of
the computed tracking errors. The lowest and lsgbeors within a factor of 1.5 of the
inter-quartile range lie are demarcated by thezZioatial bars below and above the box.
Points that have errors beyond the quartiles by df.3he inter-quartile range are
considered as outliers, which are demarcated bysi#fbols. Most of the outliers are
caused by the fact that the radio frequency siggafserated by the UWB tags were
blocked by the obstructions which are omnipresentanstruction sites. In this case, the

UWB tag cannot be detected by sufficient numberegkivers (at least 3 receivers are
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required to collect 2D data and 4 receivers aralired to collect 3D data), which

ultimately results in discrete positioning recovdth high errors.

To be noticed, even though Figure 15 indicatessegitrend of the tracking
errors when the UWB coverage diameter increasesetttor distribution with respect to
the distance between UWB receivers remains unocertas the tracking errors are
represented by the quadratic mean (Root Mean SqQ&WES) instead of directional
vectors, they only have positive values and may fotbbw a common and standard
distribution. Study on understanding the correfasiobetween tracking errors and
coverage distance is not within the scope of tissadtation and can be explored in the
future research.

Figure 15 also demonstrates that the distributminerrors are skewed in some
cases (when UWB coverage diameter is 60 m, 70 m2&0dm). This is caused by the
layout of the UWB receivers. The UWB receivers iastalled at the beginning of each
experiment and they must not be moved during thia dallection phase, which means
each experiment has a unique and fixed layout.rgutfie data collection phase, if the
UWB tags are always detected by sufficient nhumblereceivers, the average and
variance of tracking errors are small, and theradistribution will have a positive skew
(UWB coverage diameter is 60 m and 70 m in Fig&e Otherwise if the UWB tags are
frequently outside the view of receivers, the tmagkerror increases and the error
distribution will have a negative skew (UWB covezadjameter is 270 m in Figure 15).
In summary, the layout of the UWB receivers hadéodesigned properly to ensure
continuous communications between UWB tags andvexse
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Figure 15 Error box plots of UWB signal as UWB cofiguration diameter increases.

Up to the 70 m diameter measured, the error ratesvall within the tolerances
expected by workers for the majority of their woiksks. Note further, that the
construction pit scenario (diameter of 65 m) lietween two best-case, controlled
scenarios (45 m and 70 m). Comparison of the eatess shows that performance does
not degrade significantly, thus construction enwnents similar to the construction pit
should lead to similar performance. When the dieamiacreases to 270 m, as in the case
of the lay down yard, the error rate grows, howewvier low enough to perform materials
search. Importantly, for the 270 m distance s&8®% of reported UWB data lies
within four meters of associated the RTS measurémdrile over 75% of the reported

UWB data lies within two meters.

45.3 Safety Analysisin the Construction Pit
Since 25% of all construction fatalities relatedo close proximity of pedestrian
workers to equipment [19][69], a particular emphkasithe experiment was to study the

interaction of workers with equipment. To demoatgrhow UWB tracking could assist,
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consider one of the hoisting operations. Thed&she three hoists (“A”, “B”, and “C”)

is associated with the drop-off zone labeled byCaih Figure 12. The rebar load was

attached to the hook of the mobile crane at “Ci’Figure 16. The crane and its attached
load started swinging toward the drop location “G8”timestamp 108 (seconds) and
arrived at timestamp 267 (seconds). Detachingidhd from the crane hook took the

worker (5CDO0) 224 seconds before the crane swuil b its original load location

“C1”. This one material delivery cycle lasted appnoately 10 minutes.
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Figure 16 In-depth look at worker-crane interactian (distances) during a material

host.

A spatio-temporal analysis of the worker assisthmg process provides clues into
the worker’s behavior. For safety purposes, thekaroshould maintain a safe distance
from the moving load until it has been safely loaer While the crane boom was
swinging, the worker (5CDO) originally occupied tth®p location “C”. As the crane was
swinging toward him, the worker-to-crane hook disga decreased continuously from
over 30 meters to 13.4 meters. Being warned byntre of the crane and realizing the
load was getting closer to the worker, he steppedide the potential path of the crane

load and moved temporarily to “C4”. As shown igiliie 16, a safe distance of about 14
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meters was maintained between the worker and teechook. As soon as the crane
stopped swinging, the worker returned to unhoolkahe from the crane. The worker-to-
crane hook distance then dropped to less than theters. After completion, the crane

swung back using path “C2” and the worker movedrtother work location “C5”.

4.5.4 Automated Productivity Analysis and Work Sampling

Another application example demonstrating thetytdif UWB location tracking
data are for automated productivity analysis. Base pre-defined work and wait areas,
location tracking data can be used to analyze tbeker's activities. The sampling of
work, travel, and wait time on a more detailed lemad over longer temporal durations
becomes feasible when it is automated. Typic#tlg,data are obtained manually, which
places an upper limit on the frequency and duratiodata collected, while also placing
limits on accuracy given the subjective naturehefineasurements [64][96].

I I R
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Work.Zone 1

1 >
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Figure 17 Job site zone depictions for automatedavk sampling analysis.

Ten minutes of trajectory data of a worker (OBCE) dlustrated in Figure 17.
The graphs in Figure 18 show the traveling speed wfrker and his distance to two
work related zones and one wait zone. The dashed represent thresholds below

which the worker is presumed to be not moving i@ thse of a velocity threshold, or
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within the confines of a defined zone in the caka distance threshold. Assuming a
worker traverses at a velocity similar to the wadkspeed of pedestrians which is about
one meter per second [97], similar or greater spead account for changing the work
position, while slower speeds (in combination watysolute location position over time)
imply a constant work position. Thus, a speedstwéd of 0.5 m/s is defined. For

work/wait zones, a radius of 3 m defines the waodaagiven a coordinate location for the

Zone.
Ex T T T T T T T T T
S
S
2
E wl -
= B a \ n
: ‘4‘
= ot \ =
B T — - i
2 EErm——as N = s e s e s e e
E gL _
~
é 20 -
2 ok i
B o P R B R e S R R e\ e R i e
7 3 -
£
3 2 ' \( i
@
bbb -
2 s b T A 0 .ﬁﬁt ks
L L 1 1 i 1 1 | 1
0 50 100 150 200 250 300 350 400 450 500 550 600

Time [s]

Figure 18 Automated work sampling for a worker bagd on UWB track signal:

worker traveling speed and distances to work/waitanes.

In this example, the worker started in “Work Zorieathd traveled to “Work Zone
2". After staying in “Work Zone 1” for about 170@®nds, the worker moved within 30
seconds to the “Waiting Zone”, where he spent ntlea@ 200 seconds. The worker then
returned to “Work Zone 2” within 30 seconds and aemad there for 130 seconds before
the observation period ended. The pie-chart iruféigl9 illustrates the results of

automated work sampling as determined automatifaiy the data in Figure 18.

Even with complete information regarding the workgess and product such as

would be provided in a building information mod@B], location based monitoring of
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construction work activities can only be conclustemcerning the amount of time spent
in a given zone. Additional inspection is requitedestimate the work completed, and
thereby the value added. Combining automated wankpding with additional (possibly

occasional) inspection would enable productivitglgsis [64][66][70].

Time spent
in waiting zone:
37% (217 sec.)

Time spent
in working zone:
40% (234 sec))

Figure 19 Automated work sampling for a worker bagd on UWB track signal:

activity decomposition based on pre-defined work zees.

4.6 Conclusion

Rapid technological advances have made it possibleimplement Ultra
Wideband (UWB) real-time localization and trackingystems in construction
applications. While possible, the capabilities &edefits of UWB deployment require
further study, which is the aim of this investigati This paper demonstrated that, in
field trials, a commercially-available UWB systemadble to provide real-time location
data of construction resources thereby resolvirgy ¢apability question. Validation
occurred through performance measurements utilizilRpbotic Total Station (RTS) for

ground truth measurements.

Aside from being able to collect reliable spatioyporal data from job sites, it is
also highly imperative to understand the benefitgsromising real-time location tracking
technology so as to increase adoption and advamckigtion control procedures in the

construction industry. Thus, the field data wenalgzed from safety and productivity
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perspectives. The safety application demonstrtesbenefits of applying location
tracking data for better documenting, analyzingjarstanding, and correcting best safety
practices as they are executed in the field. Is plairticular case, successfully computing
the distance between two dynamic construction megsuworker and crane hook) allows
the analysis for too-close proximity of resourcasd eventually preventing struck-by
incidents [19]. The productivity application expdsthe benefit of applying location
tracking data to automated conventional work samgptechniques. Automated work
sampling, however, may demand more details tharoitetion tracking data provides;
for example, is the worker carrying a tool (produettask) or not (unproductive task)?
Automated location tracking data and work samplings tremendous utility for
productivity analysis of long term work tasks inviolg multiple resources that possibly

traverse the job site.

In summary, UWB technology in large open space ttoason environments
achieves sufficient accuracy as to be practicalnfany open environment construction
application areas. Overall, the presented workvedothat real-time location tracking
has potential construction applications in asgstithe safety and productivity
management of job sites and other areas requiriagitaring and control. Further,
construction engineering and management conceptsdwaeenefit from the real-time
location tracking data that UWB, and other, tecbgads provide.
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CHAPTER V

OPERATOR VISIBILITY AND EQUIPMENT BLIND SPACE
ANALYSIS

Many construction fatalities involving cranes ambgnd workers are caused by contact
with objects and equipment, in particular struckdrgne loads and parts. This chapter
presents an approach that detects and measuregdabsible blind spaces to crane
operators. This approach includes two steps: Tist §tep is to design an algorithm that
can detect the on-site obstructions from as-bydatsl data collected with a laser

scanner; the second step is to optimize and redueeblind spaces by alternating the

crane location.

5.1 Introduction

A crane is an important hoisting resource in carcéiton operations making it a
key factor for enabling mobility of project resoasc Unfortunately cranes are also often
associated to accidents that lead to injuries enduatalities. From 1992 to 2006, 307
crane accidents in the private construction ingusector caused the death of 323
workers [99]. In 2006, cranes contributed both asary and secondary source of
injuries to 72 of the fatal occupational injuries the United States. This number is
slightly lower than the average number of 78 fatdiper year between 2003 and 2005.
61% of these fatalities were categorized as “camét objects or equipment” [100]. In
2012, ENR published results to a case study st#teigworker contact’ was the cause of
accidents in 46.7% of over 700 investigated crahated accidents. As many of these
statistics indicate, safe crane operation requisnedl-coordinated activity planning
including all related processes and resources, sscinvolving the workers that rig

material and the equipment [101].

Due to the dynamic and complex nature of the boggirocess, multiple of these
resources perform on construction projects simattasly. The interaction of these

typically requires sophisticated construction attiplanning [102]. As hoisting capacity
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and availability often determines how quickly matkresources can be moved or placed,
the selection and placement of a tower crane asbasite is one of the first and most

important tasks for field engineers in optimiziod jsites [103].

Although safety of tower crane operation has becamee important in recent
years due to some high profile accidents, operatsibility is typically not a main
criterion for selecting its position on the constion site. Typically, cranes are mobilized
on sites based on productivity concerns. Anothetofafor planning a safe location of a
crane is the input of an operator’'s experiencegt@mple, how well an operator can see

operations at lower levels.

In fact, as crane cabins are elevated at greahteigften prevents operators to
observe the ground level activities in three dinmams (3D). Thus, any object on the
ground, whether static or dynamic, is often expexael as a flat (two dimensional) object.
This is the main reason why feedback from groundkers back to the crane operator is
needed. Communicating the perspective or fieldietw(FOV) of ground workers give
tower crane operators additional information, esdgcwhen obstructions such as as-

built structures limit a crane operator’'s FOV.

As construction sites become increasingly congeatedhe project progresses,
FOV limitations can become severe limitations foane operators. These limitations

often result in lower safety and productivity penfance.

The most effective method for communication betweeane operators and
ground level workers to date has been hand or ragjoaling. Few cranes possess a
video camera system in the crane trolley that emee the visibility of ground level
operations underneath a load. Recent researclesthdve made quite some progress on
developing visualization and simulation tools thatovide safer crane operation
[104][105]. However, they do not utilize the potiahtof as-built information and real-
time location tracking of ground resources for piag safe crane operation. In addition,
cranes employ other safety technologies which lev&ted for years. These warn crane

operators from collision with other cranes or pastsheavy loads reaching out too far.

Although the application of such safety systemg helproving the operator’s

perception and potentially enable real-time measarg and feedback from other crane
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components (Rosenfeld 1995), crane operator \ityilvg#mains very limited. Being not
seen by a crane operator and being struck-by Isadee of the most severe threats to

workforce on the ground, leading to death, injanyd/or collateral damage [101].

Many of the recommendations issued by the consbrughdustry, equipment
manufacturers, or regulators indicate that safenemperformance could be achieved by
enhancing the training of crane operators [106] @émydincreasing their situational
awareness [107]. Another suggestion was to advsite@lanning to avoid potential risks

related to crane operation, mobilization, and defzaibion [108].

One key factor — identified by many researchers @nadtitioners — that impacts
operational safety of cranes is to increase theabpes situational awareness. The initial
basis for optimizing the visibility of a crane optar is to plan a safe site layout and
equipment location. Multiple alternatives typica#yist to determine the most efficient
and productive position of a tower crane. Howesgetting up a safe location of a crane
from construction drawings is often a challengimgl dime consuming task. This is in
particular true for setting up a crane in existibgilt environments, including
construction sites that have already progressed.addition to available spatial
information of the construction space, resourcevflof material routes, and worker

trajectories should be taken into account duriragping of safe construction site layouts.

Most recently, the American Society of Mechanicaiglheers has set up a
committee (ASME P30) for the development and maimee of a new standard that
supports lift planning activities of cranes andewtlifting support equipment [101]. It has
recognized that the operation of a tower craneoissitained to the environment it
operates in [108].

One of the elements is the construction spacd.iis&lan be classified into three
categories: resource space, topology space, angggspace [109]. The resource space
is defined as the space that workers, equipment,naaterials occupy to perform their
construction tasks. The topology space represéstduilt environment and site layout.
The topology space is time-dependent and changes @sject evolves. The process
space is related to any spatial requirements tieate@eded to perform a construction task.

The process space thus includes potential hazardpases, such as blind spaces,
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protected spaces, and post-processing spaces. pdial sconstraints generated by

construction spaces are always interdependent.

An example of the spatial constraints is the blspdces to the crane operators.
Blind spaces are caused by objects that obstreabplerator's FOV. This type of spatial
constraint can be derived from the geometric dinwgssof the respective objects that are

present in the work environment.

The blind spaces can then be projected to the psaggace such as the necessary
working path that ground workers need to accomg@isiork task. A crane load swinging
directly above workers and/or inside blind spadesgexample, is considered an unsafe
process. This paper aims to address the riskdithiéd situational awareness of tower
crane operations cause. It presents a methodectdebrk spaces that are not in the FOV
of crane operators, for example, as-built strugtuhat obstruct the FOV and cause blind
spaces at the work levels of a high-rise buildimgler construction. Further results to
studies are presented that map the location dataers to the blind spaces. Lastly, an

optimization of crane location is presented.
5.2 Background

5.2.1 Crane Safety in Construction

Compared to mobile cranes, tower crane cabins reduat height offer a wide
field-of-view (FOV) and typically a nearly completgew of the entire site. This is in
particular helpful for varieties of crane-relatedri activities such as rigging, loading,
and unloading [110]. As past studies have showrh whe purpose of improving
productivity and safety, cranes were suggestea tnstalled at locations where clear and
non-obstructed line-of-sight (LOS) can be providietil]. To date, selecting the location
for a tower crane is often performed in manuall-aia-error analysis. Reach of the
crane jib to cover the building envelope and ogireductivity factors play a key role in

selecting a crane’s position.

Existing researches utilized mathematical presegptnodels to evaluate the
locations of a single crane in order to minimize thansportation cost of materials a

crane moves on a project [112]. In contrast, a tiixeéeger linear programming method
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was used to optimize the location of a tower cranenprove the productivity and reduce
the time it required to hoist material [113]. Anethstudy developed a computerized
model to optimize location of a group of cranesb#&ance its workload and minimize
likelihood of conflicts [114].

Numerous studies have been conducted to ensusafaeperation of the tower
cranes once their locations are determined. Althaeguirements and guidelines for safe
crane operation exist [115], accident investigatieports often lack detail to the root
cause(s) [116][117][118][119][106][120]. Thus, reteesearch has focused on a multi-
attribute decision making tool as it can be impleted to formalize the specific safety
factors that relate to tower crane activity [12h]their research, data from several case
studies indicated that two project conditions rema the top of the causes for crane-
related accidents: (1) obstructions that force dllifts, and (2) human factors and
operator performance. Although both accident caasesnherently different from each
other, good understanding of the work environmerd aurrounding cranes is always

necessary to further eliminate crane accidents][122

A different study in the United Kingdom concludemngarly: A competent
person must operate lifting equipment and shoulthbeliar with work environment and
processes [123]. Most of these studies concludaedstiifety in lifting operations can be
improved through proper planning, training, andpewion. Safety, as an abstract
concept, may not be quantifiable but could lendlitso a direct measuring of specific

hazards so that it enables the comparison of esél$ on different sites [110].

In addition, reliable and rapid communication bedwecrane operators and
ground workers becomes crucial for project safetgfrequent or inadequate
communication between a crane operator and groewmel personnel can significantly
degrade a crane operator’s situational awarenekssraderstanding of operations at lower
work heights. Previous researches suggested sewg@aloaches to improve the
situational awareness of tower crane operators. iBf@ractive, animation, and
visualization systems have been heavily used oje@sthat can provide the budget to
simulate crane utilization and load erection seqasnThese tools also assist in better
understanding any related constructability iss&#swlation ahead of time and special
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conflicts benefit site planning and decision makiag risks can be identified ahead of
time [105][124][125].

Other research shows that image data from a videtea installed on a crane
trolley observing the space underneath, can berirated to a crane cabin. The access of
such live video streams can increase the craneatmpir visibility of operations that
happen on the ground level [126][127]. Although timplementation of such cameras is
beneficial and further limits previously discussedne operator blind spots, some
limitations to the use of such technology exist, é@ample, cameras mounted on the
trolley generally do not provide good images wheame loads are large or swinging. The
implementation of a video camera system can alsolirnged in situations with
insufficient illumination as well as the lack oftlvisual depth perception. Besides, video
streams cannot provide accurate and overall vidwheplifted object in the context of

the construction site settings.

A tower crane navigation system has been develapddested to assist a crane
operator during blind lift [104]. This system usgdaser sensor to acquire mechanical
data of a crane such as boom angle, slewing aagtecable length. It also uses a video
camera for capturing the vertical field-of-viewafoad. The approach uses a BIM model
to visualize the load in the surrounding buildingvieonment, which also enables the
operator to navigate through the building modelwkieer, this approach is not able to
accurately locate, quantify and evaluate the bsipdces as they physically exist in the
built or dynamic environment. A ground worker, &stample, would not benefit from the
approach because the position information of tleurge worker and equipment is not
gathered accordingly to the crane load locationadidition, the visualization system
relies on a BIM that is hardly updated in the fieldthough the overall integration of
positioning and camera technology significantly royes the operation of maneuvering
crane loads, it does not take blind spaces gemetayetemporal structures such as

dumpsters, trailers, scaffolding, and ground eqeipinnto consideration.

5.2.2 Remote Sensing Technologies
Limited research has been conducted on exploring da@onstruction site layout

and progress influence a crane operators’ situaltiawareness. Approaches yet have to
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be developed that allow rapid assessment and ¢aftsite safety conditions at the pre-
task planning or operational level [75]. In additigpro-active safety that anticipates and
tries to prevent blind spaces requires effectiwe efficient communication of visible and
non-visible spaces to all project stakeholdersparticular (crane) equipment operators
and pedestrian workers [69].

Various emerging remote sensing and ranging teolgies can be utilized to
assess the conditions of a construction site abfieeational level. Laser detection and
ranging (LADAR) technology, as an optical remotasseg technology, has been widely
utilized for range measurement [128]. One of thgomapplications of the LADAR
focuses on implementing the 3D as-designed and uits-information project
performance control tasks including constructiongpess tracking [129], productivity
tracking [130], construction quality assessment quality control (QA/QC) [131][132]
and construction safety and health monitoring [@9).terrestrial laser scanning provides
very high dense point cloud data which can berteétrapid, detailed, and large-scale
topographic mapping especially for large buildirmmpstruction sites. In spite of the wide
applications of laser scanning technology, filtgrimrganizing, and segmenting laser
scanned data is currently a complex, manual, ame-tionsuming task. Several
computer-aided point cloud data segmentation psaseshave been developed in
modeling construction objects from laser scan {E88][134][135]. Although other very
promising techniques have recently evolved in geimey point cloud and object data
using (video) camera approaches [136][137], theag raquire a surveyor to access the

interior of potentially hazardous project and malyavork at certain ambient conditions.

The next sections will explain the steps takendueve the objectives. The first
step was to design an algorithm that can detectthsite obstructions from as-built
spatial data collected with a laser scanner. Tloersk step was to optimize and reduce
the blind spaces by alternating the crane location.

Both tasks included technology performance testimg) a demonstration in a live
construction environment. The selected experimesitaél was a multi-story building
under construction with one tower crane on sitee $ite included multiple trades and

workers, and pieces of materials and equipmeneptes the time of the experiment. For
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simplicity reasons, the laser scan was performeah fthe ground on two locations. This
ensured that enough spatial points were colleatech fall objects and all sides. Ultra
Wideband (UWB) sensing infrastructure was instatedrack ground workers’ location

and the position of the crane hook.

Previous research has not focused on blind spaagsifor cranes at buildings
under construction. As generally numerous as-lanll temporary objects (defined as
concrete slabs, walls, columns, dumpster and ahgrogtatic objects taller than 0.7
meters) are present on the top floor of a dynaroitsttuction site, they can limit the
FOV of tower crane operators. The next sectiongmissthe algorithm that determines

blind spaces.

5.3 Algorithm for Measuring the Field-of-View of a Crane Operator

This chapter focuses on estimating the blind spatascrane operator which are
generated by large-size objects at the top leval@instruction building site. The objects
represent obstacles in the field-of-view (FOW) o€rane operator. These are located
within the construction environment and include addition to structural building
elements such as walls, columns and slabs, alspor@nstructures such as formwork,
dumpsters, and material palettes. Since the gepraed position information of these
temporal components may not be necessarily avaifabin engineering drawings and/or
building information modeling [114], this chaptdiized a commercially-available time-
of-flight pulsed laser scanner for as-built andogqaphic surveys. The artifacts such as
noise and outliners in the collected point cloudadare manually removed. Once the
point cloud data have been cleaned, the develojgeditam first detected the present
job-site objects on the top floor of the buildigterwards the blind space analysis was
started. The tracking data of construction resaukgas finally integrated into the blind

spots map to identify any potential unsafe worlahrdvior.

The data processing algorithms were developed ilabfd. The results were
plotted using a CAD software package. A flowcharttlee research methodology is
shown in Figure 20. The major components of the@ggh are detailed in the following

sessions.
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Resource Tracking

Work in Blind Spots

Tracking | . Integration to
Data > DataFiltering > Tracking Data
Point Generating Generating Blind
Clouds Occupancy Grid Spaces Map
. Computing Computing
Data Cleaning Voxel Normal Boundaries
Clas\sllg)c(zrlson of |, Data Clustering
Jobsite Hazards

Analysis (Blind Spots)
Figure 20 Flowchart of computing blind spaces anddentify unsafe work behaviors.

5.3.1 Point Cloud Data Noise Removal

Two types of data noise in the as-built data that @llected by a 3D laser
scanner were considered: (a) mixed pixels and @gencaused by frequently moving
objects on the job site’s top floor. Mixed pixele artifacts in most laser scan data. They
are caused by the laser spot straddling two swsfdbat lie at distinctly different
distances from the sensor [138]. Mobile object® @lguse noise in laser scan data as
multiple points of the same object would be cobeécas the object traverses. Examples
are moving equipment and/or personnel. Fast lasemers though can help reduce such

noise artifacts.

Several noise removal technique and outlier detecthethods for point cloud
data have been studied [139][140][141]. Some ofrbise reduction tools exist in the
literature are Point Cloud DeNois¥r3D, Point Clouds Library (PCL), and Pointshop
3D. However, the effectiveness and performanceheké techniques is very much
constrained by the complexity of the scanned s¢&B@]. The presented algorithm does
not focus on the automation of noise removal impolouds. Furthermore, the scale of
the area that was scanned was large (20m x 40m}, Tioise (artifacts in the air; trees
and bushes outside of the construction space; ltapesof larger pieces of moving
equipment on a road) was manually removed frompthiat cloud. This task included

drawing a bounding box around larger noise objant$ deleting the points inside of it,
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takes a few minutes per object for an experiensed. INoise removal largely depends on
the laser scanning equipment that is used (measumteerrors) as well as on the

complexity of the environment (space and ambientlitmns) that needs to be scanned.

5.3.2 Building a 3D Occupancy Grid Representation of the Point Cloud

The point cloud from the laser scanner is expodaed text file containing the
spatial information. The exported spatial inforroatis stored in a matrix “index, x, y, z".
The spatial information is then utilized to constria 3D occupancy grid, which is
established along the X, Y, and Z axis. The grisl &a@onsistent user-defined size (length,
width, height) which determines the resolutionh# blind space map [142]. A cell in the
grid is called a voxel (volume pixel). The fill tac of a voxel can be measured by
counting the points of the laser scan point clounctv is within the voxel. Otherwise, a
grid cell is empty and does not further impact tladculation of the blind space. Fine
grids result in more accurate blind space calcutatibut may lead to higher

computational complexity, for example, the timedexkto process the point cloud data.

5.3.3 Computing the Surface Directions of Voxels

Generating complex solid model based on point cloada of surfaces is
generally challenging [58]. As detailed solid madglis not necessary for the purpose of
this study (computing blind spaces), surface edionadased on features which relate to
specific height levels of objects is performed.igdistic but computationally efficient
geometric approach to locate entities and estitegtdlind spaces was used. It relies on
representing as-built objects with basic geometeigresentations (extrusions; convex
hulls). When the size of the each voxel is setiBagmtly smaller than the scale of the
object, the surface of the object can be fittedahyarray of fitting planes of the points
contained in each voxel. The surface directionawfhefitting plane is computed using a

multiple-regression method.

The directions in the occupancy grid are sorted three types: (1) horizontal
surfaces which have vertical normal vectors offitieg plane (align to Z-axis with a +5
degree tolerance); (2) vertical surfaces which Hawézontal normal vectors (align to X-
axis or Y-axis with a 5 degree tolerance); and &B)itrary surfaces which have a

random surface direction.
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The surface directions of the n x m x p occupanay ge indexed and saved to a
3D matrix A(nh x m x p). The 3D matrix is called therface direction matrix. Each of its
elements a(i,j,k) has a directional vector (x, )y, The surface direction matrix is utilized
to distinguish the object types from each other. &@mple, points belonging to a floor
have a vertical directional vector (surface normBbints observed between two floor
levels having a horizontal surface normal are @ereid as columns or walls. Points with
arbitrary surface normal indicate a more complepeaththat does not fit in the category
of the first two.

5.3.4 Segmentation of Voxels

The surface direction matrix is classified by etema The distribution of the
number of voxels that contain as-build data aldre\ertical direction is obtained from
the surface direction matrix. Applying a distrilorti histogram helps in sorting the

objects in respect to the elevation direction.

The top floor of a building under construction thetbres many as-built or
temporary objects is used as an example. Pendmgoth site layout, the number of
voxels that belong to floor areas is typically siigantly larger than the number of
voxels that belong to other objects (e.g. colunwel]s). The blind spaces to a tower
crane operator are generated by obstacles thah dahe FOV. Only those objects that
limit the FOV are considered for further blind spamalculation. These objects are taller
than a pre user-defined height (greater than Ofemner equivalent to the highest point

once a person is bending).

5.3.5 Data Clustering and Object Classification
A clustering algorithm is implemented on the suefatirection matrix in the

defined height range to separate the objects fraoh @ther. Data clustering is a data
mining method in statistics, which divides a sebbgervations into subsets so that the
observations in a subset are similar to each @hene or more properties. There exist
several clustering methods, such as hierarchicataling, partitioned clustering, and
spectral clustering [143]. According to the chaeastics of the as-built data, a data
clustering algorithm called Density-Based Spatikistering of Applications with Noise
(DBSCAN) was selected. Existing research implenckiteés data clustering method to
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rapidly model work spaces using imaging sensorgd][1BBSCAN finds a number of

clusters starting from the estimated density distion of corresponding nodes [145]. As
opposed to other clustering method such as k-m&BSCAN does not require to know
the number of clusters in the data a priori. Ituisgs two parameters: the minimum
number of points required to form a cluster and itieeximum distance between two
points within the same cluster. The algorithm isstiyinsensitive to the order of the

points in the data set.

The accuracy of the clusters formed by DBSCAN ddpean the distances
measurement and the point density in each cluSterexample, a small max distance
will result in a failure and divide an object imtaultiple parts. A large will lead to an
error that two adjacent objects fall into one ausand are merged. In terms of the
observed point density, DBSCAN results in bad elssivhen large differences in data
density exist, because the minimum number of pomisPts is static during the
computation, and the combinationsé&nd minPts cannot be chosen appropriately for all
clusters with significant variance in point densiBuch impacts are insignificant in our
case, since the point cloud data collected by lasanner has a high resolution. This is
true, especially because multiple laser scans watieered and registered. A Euclidean
distance measurement metric was implemented. Tleetesm of other distance metric
may influence the computational complexity, butlrs@omparison was not part of the

objectives of this study.

5.3.6 Computing Boundaries
A convex hull algorithm is applied to construct theundary of the clustered

voxels. The boundaries of the clustered objectsrepeesented by a number of nodes
within sequence. Since the voxels are classified three categories according to the
directions, their geometric representations varythe case that the clustered voxels have
horizontal or arbitrary surfaces, a 3D polyhedmonstructed to represent the geometry
of the corresponding object (Figure 21a). In cageduster consists of only voxels with
vertical surfaces, the geometry of the clusteemesented by extruding a 2D polygon. A
2D polygon is created by computing the 2D convelkdnuthe horizontal cross section of
the cluster. The geometry of the clustered obgtheérefore represented in 2.5D which is
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the extrusion of the 2D polygon. The extrusion afise is the height of the cluster
(Figure 21Db).

Since laser scanning was only performed from treurgpl/worker level, a full
shape representation of all present site objeciaatébe guaranteed. For example, laser
scanning only captures spatial details of a surfacebject within line-of-sight to the
scanner. Therefore, the as-built data may form aca@ee polyhedron. Most 2.5D

geometric representations don’t significantly déei@om the object’s real geometry.

£ [m]

15 8

‘ @® Point clouds O Vertices Surfaces on polyhedron Extruded surfaces ‘

Figure 21 Geometric representations of clusteredogects: (a) convex boundary for
voxels with horizontal and/or arbitrary directions and (b) 2D extrusion for voxels

with vertical directions.

5.3.7 Computation of Blind Spaces

A ray-casting algorithm computes the blind spaceprojecting a line from the
position of the tower crane cabin to the verticestlre obstacles. The combination of
verticesi and their projection to the groumdform a convex polygon. The polygon and
polyhedron commonly refers to blind spots/areas spaces, respectively. Figure 22
shows a sketch to a blind spot/area and spacedayse column that obstructs the FOV
of a tower crane operator. The size of blind ®@ats and spaces can be calculated to

each object based on the coordinates of the namlesa¢h object. The quantitative
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measurement of the blind area was used to evahmielarge the obstructions (and
potentially safe/unsafe) a tower crane positiod ige blind spot caused by an obstacle is

calculated using the following steps:

(1) Compute the coordinates of the nodes projeateithe ground level

X = HX, — Z,X, oy = Hy, — 2y, (Eg. 5-1)
H -z H-z

(2) Construct 2D convex hull of the projected nodes
(%, 9,) =convhul{(x,y) | (x Y)O(x ¥, ) O (%, ¥} (Eq. 5-2)

(3) Compute the area of blind spot based on veriigéh known coordinates
1 n-1 * * * *
Blind SpotAreazEZ(f(j Via =% ¥, ) (Eq. 5-3)
i=1

Location of
crane cabin

(Xm Ve, H)

Line of
sight

Concrete column and
its geometric nodes

/ (%, Vi, Zi)
""-,_.Blind spots

}.. Projected nodes on
. - the ground level
o

""/;Ol(ﬁ*jr §%. 0)

Figure 22 Blind spot caused by a column.

5.3.8 Real-time Location Tracking of Dynamic Resources on the Ground Level

As one of the main motivations for this chapter wadind ways that reduce
incidents from cranes swinging over workers, thigater also measured collected and
analyzed the frequency of workers entering suchdbdireas/spaces. As is mentioned in
Chapter IV, a good number of sensing technologgvislable for real-time tracking of

construction resources [58]. Selection of one paldr technology depends on the
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application, any line-of-sight (LOS) issues betwessmsors and sensed objects, the
desired tracking accuracy, the required signahgtte the format of data that it generates,

and the calibration requirements [146].

We used Ultra Wideband (UWB) technology to recohg focation of the
construction resources such as workers, mateaald,equipment on the ground level.
Earlier research indicated that this technologgdpable of recording spatial-temporal
data of dynamic objects accurately and in real-imeutdoor construction environments
[18]. As little material and equipment moved on #ite on the day of observation, only
worker locations were recorded though.

The outliers of the tracking data were removed Roaust Kalman Filter [146].
Worker trajectories were integrated into the 3[@ &tyout map that contained the blind
spaces. Intrusion of workers and their frequencylind spaces became visible. Entry
and exit location, distance traveled, speed, mowdimgction, and duration of workers
within blind spaces are measurable. Such data earséd in future studies to conduct in

depth analysis of job site layout and travel patiesf resources.

5.4 Experiments and Results

This section presents spatial and tracking dateatan at a construction site and

testing of the developed ray-casting algorithm llnal space measurement method.

5.4.1 Environment of the Experiment and I nstrumentation

The construction of a four-story tall campus buigliwvas selected to conduct a
case study. The size of the building was approxhgatO0m by 40m. At the time of the
experiment, the second floor was already undertoaet®on. Rebar was being placed and
some columns for the third floor had been eredith floor height was approximately
5m. Most of the work tasks were observed to hamethe second floor. A tower crane
had been installed next to the center to one ofldhger sides of the building under
construction. A range scan with a commercially-lde laser scanner determined that
the crane cabin was 46.5m high above the grourel.lev

The same laser scanner also gathered 3D point<iivoch two positions which

were then registered. Two dark circles in the aeotéhe plan view indicate the location
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of the laser scan station (see Figure 23). Thercwoa range point indicates the
reflectivity of each point. Blue and green valuedicate high reflectivity and

subsequently low errors. Dark areas had no distaregsurement. Due to experimental
schedule and access constraints, range pointslyotioa second floor were measured.
The second floor consisted of a partially finisheahcrete slab on the floor level,
columns which were approximately 4.5m high, anceptibjects such as material carts in
temporary positions, material dumpsters of varisiaes and heights (all up to 1.5m tall).
Most of the workers present on the site were inedlwith tying rebar, carpentry such as

formwork, and electrical/pipe installation. Somenagement staff was present as well.

A commercially-available Ultra Wideband (UWB) rdahe location tracking
sensing (RTLS) technology was utilized to recore tlocation of workers and
management present on the second floor. Each werktering the work zone was tagged.
The crane hook was also tagged. Available UWB tegged from low to high location
data refresh rates (1 Hz to 60 Hz) and from lowhigh power (5 mW to 1 W). The
decision on which tag type was applied to eacthefresources (workers or hook) was
made based on resource type, velocity it was tsavgr and type of the closest
operational environment it was operating in. Fig8and Figure 24 show the plan and

elevation view of the point cloud collected of #exond floor on the site.

In a manual effort — that takes an experiencedr lasanner user only a few
minutes — the range point cloud contained datanty the building site and its upper
floors. As previously explained, the point cloudsnalso cleaned manually for some
noise such as extreme data outliers, mixed pixaisl other noise. Irrelevant spatial
points from adjacent building structures, environtakobjects such as trees and bushes,
and temporary construction resources such as moxghgles, workers as well as the
crane parts, were all removed. The cleaned datam#tined 2,027,763 as-built data

points.
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Figure 23 Plan view of the construction site, send floor, and crane location,

orientation.
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Figure 24 Elevation view of the second floor anche crane location.
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5.4.2 Object Detection

The final spatial data were saved in the data forofidx,y,z”. The occupancy
grid consisted of a series of equal sized voxelsleneach voxel was 0.2m x 0.2m x 0.2m
long. The size of the voxels can be modified adogrdo the scale of the site scene. The
voxel size impacts the level of detail to represamtobject. Voxels were filled, if they
contained at least three range points. The numben@ls along the elevation was then
counted. A total of 64,623 voxels were construdtedtore all 2,027,763 as-built data
points. Each voxel had on average 31 data poirtiserefore spatial data density was
sufficient enough for the developed algorithms torkwsuccessfully. Figure 25 shows the
distribution of the number of voxels along the aliéan. Based on empirical judgment the
range between -0.2 and 0.2 m was set to be thaifigrtevel” of the second floor. Four
major object categories were established (see &ig6) based on their height. These

were objects:

1. Taller than 1.5 mFew voxels were counted that belonged to coluamd

walls.

2. Higher than 0.2 m but lower than 1.5: mhe number of voxels increased.

Included were fence material, temporary structuaad, other miscellaneous objects.
3. Between -0.2 m and 0.2 ifhe floor level contained 88.3% of the voxels.

4. Lower than -0.2 mFew voxels which belonged to scaffolding at thading

edges of the floor slab and in areas of rebarliatitsn were counted.
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Figure 27 Orientation map of voxels (blue=horizordl, red=vertical,

green=arbitrary, yellow=unknown).

The orientation of each voxel was computed to mai@th voxel with a single
object. The range point data to each voxel wasditb a flat plane. Its normal vector
represented the direction of the voxel. Figure [R&trates two independent voxels that
have vertical and horizontal normal vectors, retpely.

A rule-based approach was taken to classify theablgach voxel belonged to.
For example, voxels with elevations between -0.and 0.2 m, and vertical orientation
were considered to belong to the floor slab. A Vawéh locations higher than 1.5 m and
a surface normal oriented horizontally was matcted wall or column. Figure 27
illustrates a voxel-based representation of thestraation site.

Each pixel in Figure 27 indicates the locationhef tenter of one voxel. The color
shows the orientation to each voxel: Voxels belogdb horizontal surfaces are in blue;
voxels belonging to vertical surfaces are in reskels that belong to neither horizontal
nor vertical surfaces (arbitrary surfaces) are mresnd voxels with no or unknown

orientation (less than three range points in eactel are in yellow.
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The voxels were clustered based on the topologyoanskveral elevation ranges.
Voxels of the same surface normal direction andh wistances to each other less than
one meter { = 1m) were classified to the same cluster. An tamthl criterion (to
eliminate smaller objects that may not obstruct @/ of a crane operator) was that
each cluster must contain at least eight voxetsdler to form a 2 x 2 x 2 cube. Scattered
groups which consisted of less than eight voxelewensidered as outliers and were not
clustered.

The minimum number of voxels to form a cluster dam altered manually
according to the density of the point cloud dathe Thoice of the threshold values,
including the size of each voxel and the minimummbar of voxel to form a cluster, may
vary and depend on site specifications. They depenthe level of detail that a cluster
needs to form to satisfy the requirement of clasation of an object. Since the clustering
process started in the tallest range (objects hatights greater than 1.5m), voxels that
had already been assigned to a cluster were remdWéiavoided duplicating clusters as
well as to increase the computational speed.

The results to clustering are shown in Figure 28ugh Figure 30. For visibility
reasons, each figure shows the clusters (objeetg€ctbd at pre-defined object heights
(taller 1.5 m, between 0.7 m and 1.5 m, and betvde®m and 0.7 m). The left image in
each figure demonstrates the clusters (objects) wiesie found using the developed
algorithm. The numbers of the corresponding objectsprojected on the plan view of
the point cloud (see right images).

The results show that voxels on large objects wiscaée was greater than 0.2 m
x 0.2 m x 0.2 m can be clustered. Figure 28 givegxample of clustered objects that
were taller than 1.5 m. Thirteen objects includmge columns (No. 2, 3, 4, 5, 7, 8, 10,
12, and 13), a concrete peer (No. 1), a materilgtiga(No. 6), and two big containers
(No. 9 and 11) were accurately identified. Simitafrigure 29 and Figure 30 illustrate
the results to 36 clustered objects that had heigbtween 0.5 m and 1.5 m. A total of 49
clusters were formed. The railing system surrougdire site is clustered in 14 individual
parts (see Figure 29: No. 1, 5, 15, 17, 18, 20232 and 25; see Figure 30: No. 1, 4, 13,
14,19 and 21).
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Figure 29 Detected objects with a height rangingdiween 0.7m and 1.5m.
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Figure 30 Detected objects with a height rangingdiween 0.5m and 0.7m.

5.4.3 Calculating the Size and Visualizing Objects and Blind Spaces
Since the position of the crane operator is knoswflind spot/area and space

calculation to all the detected clusters (objewtay performed. The boundaries of the
detected objects were represented by vertices whmlited from constructing a convex
hull to each cluster (e.g., columns, railing, duteps and floor). A ray-casting algorithm

helped in detecting the invisible spaces to thae@erator.

Major obstructions on the ground level consiste¢a@timns and structures with
vertical surfaces such as box and cylinder shapegire 31 shows the geometric
representation of a column which was 5.42 m tdlle Blind spaces invisible to a crane
operator are marked in red color. The length aneh aof the blind space were
automatically calculated to be approximately 5.amd 4.9 r, respectively.

The vertices to all objects which were taller thars m were utilized to
automatically generate a blind space map. The isameew of the blind space map of
the entire job site as it relates to columns aadrfklabs is illustrated in Figure 32. Blind

spaces generated by clusters (concrete columnsaithdaller than 1.5 meter and by the
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leading edge of the top floor can be seen. Thexalétithe blind spaces would go all
around the building under construction. Howeverttepiles and a neighboring building

restricted the blind spaces on the lower floor leve only a portion of the new building.

Figure 31 Geometric representation of columns antlind spaces.
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Figure 32 Isometric map of blind spaces to columnand lower level.

Further analysis was done to measure the impddliraf spots by alternating the
crane location. Although such a task would makatinedly little sense for existing tower
crane positions on a project that is already undgyvgimulating the impact of blind
spaces based on crane positions can make a loendesfor safe and productive
construction operations planning. The optimizatofrcrane positions is already a very
active research field. Many researchers [147] haeently used BIM to coordinate
critical lift planning. However, a lot of projecits the as-built environment do not have a
BIM available. They would also first rely on documetion, for example laser scanning,
to gather enough 3D information of the environmiengenerate objects accurately in a
BIM. One benefit of the developed algorithm is thaworks using the point cloud data
and subsequently, does not rely nor require thergéion of a BIM.

Seven potential crane locations were manually tedeto determine their impact
on the size of blind areas. The method then iredutieasuring the size of blind areas for

all of the seven crane positions for nine columnghe second floor (work level), four
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other objects on the second floor, and areas terddground) level. As the position of the
crane cabin (origin for ray-casting) could be \afty moved, the developed algorithm
was able to easily measure the sizes of blind &pEtses for seven different crane cabin
locations (all at the same height). The results sirewn in Figure 33. Figure 33a
visualizes the blind spaces to each crane cabatitotin isometric view, and Figure 33b
shows the corresponding plan view.

Quantification of the size of blind spots/spaces a0 performed. The results
are presented in Table 5. Crane position four hasmallest total blind space area that is
generated by columns and other major obstructiorth® second floor on the job site. As
the numbers illustrate, the size of blind spotsmthvidual objects or to the ground level
varies based on the location of the crane.

What has been done in the past manually and basedxperience can be
performed with assistance of data gathering andiysisa Quantitative data in Table 5
indicates that the position of the crane as it masbilized in the field was ultimately also
the best crane position to minimize the blind spbidwever, such analysis may vary as
site progresses or the shape of building envelopebailding elements differs. Further
studies are needed to evaluate the developed tgofor more complex projects and at

varying time scales.
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Possible Crane locations 7

(b) Plan view of blind spaces at different cranzatomns.

Figure 33 Optimizing the tower crane location toncrease crane operator’s

situational awareness.
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Table 5 Comparison of build areas for columns andther objects on the second

floor, and to the lower level at different crane pasitions.

Blind Area [nf] Crane Position

#1 #2 #3 #4 #5 #6 #i
Column 1 9.24 7.77 6.37 5.04 3.82 3.17 3.31
Column 2 8.41 7.70 5.74 4.43 3.08 3.73 4.99
Column 3 5.28 4.15 3.53 2.97 3.31 4.49 5.82
Column 4 7.17 5.94 5.12 4.84 5.07 6.00 7.11
Column 5 5.06 4.35 3.65 3.31 3.74 4.23 4.72
Column 6 5.59 4.67 3.88 4.95 6.47 7.82 9.18
Column 7 6.60 5.56 4.95 5.88 7.05 8.13 9.22
Column 8 10.14 8.68 7.74 8.98 10.64 12.12 13.59
Column 9 15.67 14.28 12.89 12.04 13.55 15.09 16.64
Sum for Columns 87.04  76.26 66.49 65.16 70.00 78.6389.51
Object 1 3.95 3.67 3.40 3.31 3.69 4.03 4.37
Object 2 2.98 3.02 3.14 3.26 3.40 3.55 4.19
Object 3 2.77 2.48 2.19 1.90 1.58 1.29 1.00
Object 4 4.19 3.98 3.90 4.23 4.59 4.96 5.36

Sum for Columns
and Objects 100.93 89.41 79.12 77.86 83.26 92.46 104.43

Lower Level 681.98 630.29 578.72 513.49 470.16 419.82 370.95

5.4.4 Integration of Blind Spots Measurement with Real-time Location
Tracking Data

RTLS data of workers was mapped on the previoushegated blind spots/space
map. Fusing the data sets allows understandingtef-relationship among construction
resources such as the geometrical distance betweeimg workers and obstructions that
limit the FOV of crane operators.

The spatio-temporal analysis for a single workeshewn in Figure 34. The path
of the worker shows where and when the worker visrimg/leaving a blind space that
was not visible to the crane operator. A detaileglvwof the trajectory of the worker

(white polylines) is illustrated in Figure 34.
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Figure 34 Worker trajectories mapped on laser scamwith blind areas taller than
1.5m.

Vision lines of
crane operator

Trajectories
of worker

Figure 35 Worker entering blind space.
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According the ISO standard (ISO 5006) that measwmsrator visibility of
construction equipment, a 1.5 m tall and 0.6 m wadanding box should be utilized to
simulate a worker near a piece of equipment [6%hdugh such a rule may not (yet) be
in place for tower cranes, this experiment procded&h a similar methodology to
evaluate if a worker can be seen by the crane typerabox is placed along the path of
the worker to measure visibility to the tower craperator. As shown in Figure 35, the
worker was completely obstructed by a column. Alidjio the duration in the blind space
was only for a few seconds, frequency of the sammikev traversing blind spaces can be
calculated. In total, the same worker entered aftdfdéur times the blind space to two
columns. The worker spent about 10 seconds tothleblind areas in a five minute long
experiment.

Although the demonstrated results to a single woskem to be very specific and
offer no immediate consequence to change the wetting, adding information of (1)
location and (2) size of blind spaces, (3) freqyeatworkers, (4) routes of workers,
equipment, and materials, (5) time of workers spebiind spaces, and (6) where, when,
and how close workers get to crane loads, may ymesite layout planning undiscovered
potential to design for and execution of safer tmsion. For the particular site
investigated, no major work task was observed enlind spots detected on the second
floor and/or on the ground level. During the tinfeegperiment the tower crane operator
had always good situational awareness and workevernwere below crane parts or
loads, but this again may change on differing (7@ sonditions, (8) schedules, (9)

structures to build, and (10) tower crane locations

5.5 Conclusions

Advanced topographic survey technologies (lasenrsog) have made it possible
to quickly and accurately document as-built cowdis. As such technologies become
available they lead to novel solutions in identifyiand resolving potential design and
operational issues, including mitigation of riskssaciated to safe site layout and
equipment operator visibility. This research denu@ted the capability of detecting
objects from large as-built spatial data sets ctéld by a commercially-available laser

scanner.
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The objective of this chapter was to locate andhjfyathe blind spots/areas and
spaces based on 3D range data. For a large carmtrgetting, multiple scans should be
conducted and registered. After removing the nars outliers of the gathered 3D range
data, the developed algorithm detected the locatiahsize of blind spaces that obstruct
the field-of-view (FOV) of a tower crane operat®his work has also offered a solution
to utilize trajectories of workers to identify (waie) locations of workers that are (not) in

the FOV of tower crane operators.

The developed approach has great potential totgskmte hazard analysis. Once
integrated in information models, it can detecteptilly dangerous work spaces. During
construction, crane activities in conjunction wifife site layout and workers’ trajectory
can be analyzed and accordingly improved as needed.

Further and more detailed studies are necessaparticular how well existing
safety practices and design can be improved. Leng-experimental validation may also
find additional benefits and barriers of the depeld approach. A set of standards of
evaluating the crane operator’s visibility has ® dstablished so that the blind space
analysis in different construction site settings de&e validated. In addition, current
approach considered the worker entering blind spasainsafe, but the determination of
a real hazardous situation requires the positidoramation from the crane boom and
hook. A detailed analysis of proximity hazards amgnound workers, crane load, and
the corresponding blind spaces need to be invéstgan future research. Several
limitations were observed, for example, the blipdts analysis and site layout evaluation
so far can only be fulfilled offline and is not figautomated. Especially the point cloud
noise removal is accomplished based on a manueégspwhich could be less efficient.
Range scanning and data processing may significhstimproved by scanning from or
closer to the tower crane cabin. However, this naglg significant complexity in
handling the gathered data set, especially if sgmed is slow and ranges are short. In
summary, the utilization of as-built documentatiamd blind spot analysis can detect

potentially hazardous work spaces that are relatéolwer cranes.
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CHAPTER VI

EVALUATION OF PROXIMITY HAZARDS OF HUMAN
INTERACTING WITH CONSTRUCTION EQUIPMENT
AND ENVIRONMENT

The previous two chapters introduced the approathestrieve the location information
of construction resources and the geometric infdroma of major obstacles on
construction sites. Through the analysis of thegvate-temporal relationship, this
chapter introduces an approach that can automalycavaluate the proximity hazards of

personnel interacting with construction equipmemnd &nvironment.

6.1 Introduction

Construction sites may have unique size and ssitihgt a general setting is
comprised of similar types of resources involvirgggonnel, equipment and materials. In
order to perform highly dynamic construction adies, workers are often required to
present at close proximity to traffic, heavy equgmty and various other hazardous
substance and conditions. Statistics shows thatimgproximity to hazards has resulted
in a big fraction of construction fatalities. Fr&2f03 to 2010, 3,171 workers were killed
due to exposure to various hazardous situationsidimg contacting with objects and
equipment, falling from floors, exposing to cheniécand flammable substance, and
struck by vehicle. These fatalities accounted fppraximately 40% of the total
construction fatalities and 6% of the total worlgaafatalities experienced during that
period.

Existing research summarizes several risk factmasdause worker to be exposed
to hazardous situations, which includes [148]: tamtty changing job site environments
and conditions; unskilled laborers; high diversibf work activities occurring
simultaneously; and exposure to hazards resultorg bwn work as well as from nearby

activities. According to these risk factors, theltie hazards are grouped as chemical,
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physical, biological and ergonomic. Alternativetiijs research classifies the hazardous

situation into two categories based on the spatiapbral characteristics of the hazards.

Many hazardous situations occur when dynamic messusuch as heavy
construction equipment, vehicles and materialperating in close proximity to ground
workers. This type of hazardous situation is alwiayslved in congested working areas.
Contact collision between ground workers and tliggemic resources can increase the
risk of injuries and fatalities for constructionrpennel [149]. BLS reported that of the
818 fatalities in construction industry in 2009,948151 fatalities) were caused by

workers being struck by an object or constructignigment [15].

Compared to the moving resources, the other typdazfard has relatively
constant location and geometry, such as toxic, atsrand flammable substance, high-
voltage power line, edge of elevation, and blindcgpto crane operator. These static
hazardous conditions have caused a number ofgathhonfatal injuries on construction
job site. The topical and chemical substance iredudusts, mixtures, and common
materials such as paints, fuels, and solvents [E54kting of high-voltage power line is
always associated to the operating safety of cear derrick [151]. Fall from floor
opening and edge If elevation has been the lead@&gpn of construction fatalities for the
past years [17]. Equipment operator visibility, dpeally operator blind spaces,

contributes to contact collisions between mateaald ground workers [69].

Specific controls including OSHA safety regulatipadministrative policies, best
practice, and new proactive sensing technologieg tlave been established and
developed are vital to reduce the proximity hazavdenever possible and when workers
necessarily have to perform activities in the samea as heavy equipment and harmful
substance. However, a deep understanding, evailyatial monitoring of workers’ safety
performances under proximity hazards is still lagkiwhich request scientific analysis of

the spatial and temporal relationship between wsrkad hazards.

6.2 Evaluation of Proximity Hazards

This chapter focuses on analyzing the spatio-teaipelationship between personnel and

hazards found on the construction site. As is @efim chapter Ill, groximity hazards
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a situation that poses a potential level of thtead worker’s safety, which occurs only
when the worker approaches to such a situation.cbheidered hazards are classified as
dynamic and static. The dynamic hazards includeilmgioound vehicles and equipment,
and cranes. The static hazards include flammabtmical, and toxic substance placed at
fixed position on construction site, floor edgegng at elevation that are associated to

fall hazards, and any pre-defined areas that dyeameessible to authorized personnel.

The goal of this chapter is to develop an algorithat can evaluate and measure
the safety performance of construction personne¢@ally when they conduct activity
proximate to the abovementioned hazardous conditibn order to achieve this goal,
several sub-objectives have been defined. Thedbpctive is to automatically generate
hazardous areas surrounding the existing static dymé&mic hazards on the specific
construction site settings. The second objectiveo iautomatically analyze the spatio-
temporal conflicts between each worker and eaclidered hazard. The last objective is
to define an indicator that can be utilized to nseashe safety performance of workers.

A flowchart of measuring the proximity issue betweworker and various
hazardous conditions based on real-time locatiorsisg and as-built ranging data is
shown in Figure 36. The technologies and technigugdemented for tracking the
spatio-temporal data of construction resources gattiering the geometries of major
objects on construction site have been introducedhiapter IV and V. This section
details the development of an approach that usilitee known tracking data and
geometric information to measure the proximity hdga The developed approach
includes three major parts: generating hazard zoswesounding specific source;
analyzing the spatio-temporal relationship betweerkers and generated hazard zones;
computing an indicator that can be used to evali@roximity hazard.
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Figure 36 Flowchart of measuring proximity hazard

6.2.1 Hazard Zones

In general, a hazard zone is represented as agoly@t is generated based on
the location and geometry information of the patdritazards. The method that is used
to generate a hazard zone varies according tohfacteristics of the hazardous source.
The characteristics of hazardous sources are fidssis static and dynamic. In static
case, a hazard’s is either pre-defined accordintpeoconstruction environment whose
geometry is known (e.g., access-controlled spaet¢ ¢mly authorized personnel is
allowed to enter), or monitored through remote fiocatracking and sensing technology
(e.g., UWB). In dynamic case, the location of adndzis gathered utilizing real-time
location tracking and sensing technology. The feiflg sub-sessions introduce the

methods of generating hazard zones in differertoatsns.
Pre-defined Hazard Zone

As one type of the static hazard zones, pre-defiazérd zones are formed based
on the existing construction site settings andcsétinal components. Examples include but

are not limited to the following cases:
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» Edge of roof and/or big openings on elevation
» High voltage power lines
* Unstable excavations and trenches

» Confined and other limited-access space

Since these components always maintain on a catisinusite and do not change
frequently, the hazard zones attached to them figsed locations and geometries. The
locations and geometries of site components areeth by conducting survey using
ranging sensing technologies such as Robotic TStations and Laser scanning.
Detecting objects’ boundaries and retrieving thggometries from as-built data have
been introduced in Chapter V, whose results cadifteetly imported into the algorithm

to generate pre-defined hazard zones.

After gathering the geometries of these site corapts) safety diameters if
necessary are utilized to generate pre-definedrtdazanes. For example, according to
the OSHA standards subpart M 1026.502 [152], thehaweical equipment is not allowed
to being used within the 6 feet range from the eafgee roof. In this case, a polygon with
6 feet width along the roof is formed as a prestdi hazard zone. Operating inside this

zone is considered as a hazardous situation.

A pre-defined hazard zone is represented by thenday of its representing
polygon. The polygon’s boundary is denoted by tberdinates of its nodes, which are
ordered counterclockwise. Figure 37 illustratesaaalnd zone represented by a polygon
and the corresponding data structure that a hazarel is stored. Since the coordinates of
nodes are either imported from the results of amady the as-built ranging data or
measured through on-site survey, the shape ofefhresenting polygon can be convex or

concave which is only determined by the site coonst and geometries.

In most cases, since a pre-defined hazard zoneseqmis the hazards existing on
the same elevation level as the workforces, it tisjgeted into 2D polygon and
represented by the centroid of the polygband a safety radius(the maximum distance

from polygon nodes to the centroid) which are cotragwsing flowing equations:
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whereA is the polygon’s signed area,
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Figure 37 A hazard zone represented by a polygomd its data structure.

Static Tagged Hazard Zones

Another type of static hazard zones are generatedta the temporal placement
of construction materials or substances that hatenpial and rapid negative impact to
human safety, health and productivity. Exampledunte but are not limited to the

following cases:
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* Flammable liquids, such as petrol, alcohol and weddyas
* Chemical and toxic substances, such as acid arali a&lvents

* High-voltage power generating unit

Similar to the pre-defined hazard zones, the géioaraf a tagged hazard zones
requires the location of the hazards as well asfetys diameter. Since these hazardous
existences are not counted as permanent resources gonstruction site, they only
occupy a temporal area and can be moved to supaoous work tasks during the day.
Surveying and ranging technologies which is utdize determine pre-defined hazard
zones are not able to monitor the actual geomettrthis type hazards. Instead, this
hazardous condition is monitored through the imgetation of real-time location
sensing technologies. In this dissertation, theattimis substances and materials are
tagged by UWB sensors, so that their location data be gathered in real-time. The
outliers of the location data are removed througihl®t Kalman Filter [146], and the
filtered data are processed to form a polygon, Whiepresents the geometry of the

hazard.

As the geometry of the hazard polygon is knownazahd zone is represented by
extending the hazard polygon using a buffering rélgm. The hazard zone surrounds the
hazard and the buffering distance between the rifetences of the hazard zone to the
hazard polygon is called safety diameter. This éi@mis defined by existing safety
regulations. For example, OSHA standard requird@bclear distance of workers to an
individual portable flammable liquid tank when tbapacity of the tank exceeds 1,100
gallons [153]. If the safety diameter is not avialéafrom the existing safety regulation,

user can specify an appropriate factor based aemusituation.

Figure 38 illustrates the buffering method thatised to extend a hazard polygon
into a hazard zone. A series of buffering circledack dashed lines) with safety diameter
are created on the circumference of the hazardgpalyblue solid lines). The circles are
centered at the polygon nodes (blue solid dotsyelsas points along the edge. A new
polygon which is the hazard zone (red solid linesthe given hazard is formed by

connecting the external tangential point of eacffelbing circle. The geometry of the
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tagged hazard zone is stored in the same datdwstwas is used for pre-defined hazard

Zone.
3
25| Hazard Zone i
ol Hazard Polygon i
1.5} 1
£ 1 Buffering > o 7
> __|Circles  safety
05! /j:/j:::‘\:\:\\ Diameter 1
ol i
-0.5 i
-1 w ‘ ‘
-1 0 1 2 3

X[m]

Figure 38 Polygon extension using buffering algatim

Dynamic Hazard Zone

Besides static hazards, workers on constructioa aie often continuously
exposed to another type of hazardous conditionskiéep changing in location, shape,
scale and orientation over the time. In this disdiem, this type of hazards is regarded as

dynamic hazards. Examples include but are notdinio the following cases:

* A worker is walking across a traffic road withousing the crosswalk while a
pieces of construction equipment or vehicle is mptward him
» A worker is performing work tasks behind a pieceafipment or vehicle while it

is reversing
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* Aloaded crane hook swings over a crew of grounkers

» A worker is performing work tasks inside the blsmhce of ta crane operator

while the operator is maneuvering the load

The generation of a dynamic hazard zone requingsgdarameters, which include:
scale, function type, location, and velocity of tumsidered equipment. The equipment’s
scale influences the size of the hazard zone. Thetibn type defines whether it is a
piece of ground equipment or lifting equipment whaonsists of carrier and a revolving
component. The location of a dynamic hazard detemithe position where the
corresponding hazard zone is centered. The mowehaciy determines the orientation

and shape of the generated hazard zone.

The scale and the function type are specified Br,ushich becomes constant
parameters. In contrast, a dynamic hazard zone doesave a fixed location and
velocity, which are derived by averaging the posisi and speed vectors measured by
multiple UWB tags mounted on the equipment. Figd®eillustrates the procedures of
deriving location and velocity from the trackingtalan a 2D case. The scale of the
equipment is denoted by its length L and width Wiltidle UWB tags are mounted on
the equipment at various positions which are dehbyer;, 4 and %, whose values range
from -0.5 to 0.5. A positive value indicates tha tag is mounted on the front (left, up)
side of the equipment. Assume a piece of equipnegemhoving along a curve, the
positions of tags are collected by the UWB receiaad velocity of each tag is
represented by the displacement over a short fitge&-5). The effective positidd and

velocity V of the entire equipment at the timnis derived using the following equations:

_ AP _

V., =—, where P, = [x;,v;,z]" Eq. 6-5
t
-

_ i—1 V]

gz ViV, ;] (Eq. 6-6)

_ yr P _

P = Zl_#, where B! = [x],y!,z{]" Eq. 6-7

L l l
I L a1
7 =PB—|-%, v, of|al (Eq. 6-8)
0o o ulyH
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[ | Equipment
UWB Tag

(x2, ¥2 zz)‘

® UWB Tag (x; v, z))

O  Equipment Location (x, y, z)

Figure 39 Compute equipment’s location using traclkg data collected by multiple
UWSB tags.

When computing the effective position and velootyhe equipment (equation 6-
5 to 6-8), the basic idea is using chord to appnateé the movement of the equipment on
a curve. In Figure 39, the velocitidg and locationsP; of multiple UWB tags are
averaged according to their relative position faresent the equipment’s movement as if
it travels along the chord. This approach worke fivthen the equipment moves along a
curve that has high curvature. A special caseaigeting straight forward or backward,
which means the curvature is zero. In this caseesall the UWB tags have an identical
moving direction, the overall velocity of the equient theoretically equals the average
of the velocities of all tags. However, this apmloéhas a limitation to estimate the
velocity when the equipment is conducting pure hémng actions. One example is a
skid-steer loader steers by braking one-side whegfout changing its position. In this
case the traveling curvature is infinite, which ules in big uncertainty when

approximating the arc using its chord.
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As the four key parameters (scale, function typeation, and velocity of the
considered equipment) are determined, they are tesddrm dynamic hazard zones.
Taking a piece of ground equipment as an instafigeire 40 illustrates how a dynamic
hazard zone is generated. The equipment is trdokseveral UWB tags, and each tag is
mounted on the various parts of the equipment. pbsition of the equipment is
represented by its center poir®® {n Figure 40), which is derived by computing the
geometric average of the tracking data collectedtH®se tags. Besides the location,
several input parameters are required to generai@zard zone around the equipment.
These parameters include: the wid) @nd the lengthL( of the equipment; a safety

buffering diameterr to the equipment; braking timelt] that the equipment operator

needs to slow down the equipment before hittinglgiact; and possible steering ang# (

when the equipment moves.

T _ Input factors

\ - O: Equipment Position
b E : F oo \ 0 -W: Equ!pment Width

\ E \ . - L : Equipment Length

: A - r : Safety Buffering Distance
around Equipment

- At: Braking Time
- 0 : Possible Steering Angle

[

v-At/2

. Computed factors

i - Lo-v Moving Velocity

A 1 * - R;: Radius of the Front Safety Arc
f 2 z - - R,: Radius of the Back Safety Arc

%(q .- @ : Front Edge Angle
’ ‘- @ :Back Edge Angle

D Equipment
D Warning Zone

O Hazard Zone

Figure 40 Generation of a dynamic hazard zone suounding a piece of moving

vehicle.
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Knowing these parameters, a polygon utilized toeegnt the hazard zone around

the equipment is generated through the followiragedures:

1. Expand the length and width of the equipment uiegsafety diameter to form a

warning zone (hatched area).

A warning zone indicates a clearance area sucletieat though the equipment is
not moving, work should still keep a certain dis&araway from the equipment.
This zone is defined in order to avoid potentigliip such as worker being hit by
the unexpected movement of equipment, or workengoéit by the revolving

component of the equipment.

2. Extend the warning zone by a distance%ﬁf-t on the equipment moving

direction to form the boXA-E-F-J The velocityy is computed through the

tracking data, and t is the braking time as a gipamameter.

Zone A-E-F-J represents the area that can be ab\mréhe equipment over the

braking timeat if the equipment is moving straightforward at #peed of’. The

braking distance i%ﬁ - At when a linear deceleration model is utilized.

3. Rotate the boA-E-F-J with the anglec both clockwise and counterclockwise

about the fixed center at O to form two boke€-D-I andB-G-H-K respectively.

Considering the equipment operator may steer duhadorake in order to avoid
upcoming objects, the moving direction of the equept may vary. Boxes M-C-
D-l1 and B-G-H-K indicates the area that can be pedéy the equipment if the
operator steer on both left and right directionnfrthe very beginning till the

equipment stops.

4. Connect nodesA-B-C-D-E-F-G-H-I-J-K-M to form a polygon, which is the

dynamic hazard zone around this piece of equipment.

The dynamic hazard zone is generated based on utient kinematics and
geometric status of the equipment. It is also aiptien of the area that can be
covered by the equipment over the braking timee @namic hazard zone will

be stored using the same data structure as iedfos static hazard zones.
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Several intermediate parameters are computed tisendollowing equations at
the timet when the position of the equipmentpis= (x, y)T and the velocity of the

equipment i7 = (v, vy)T on a 2D projection:

L vt z
R1=\/(E+r+7> +(r+7) , Where v = |7| (Eq. 6-9)
L\? W’
R, = <r+z> +<r+7) (Eq. 6-10)
9= ._1<2r+L) 0 —¢ o Wt2r (Eq. 6-11)
=sin\g) O =t () @
-1 vy 14
a = tan (v_)' p=0c+0, y=0+80 (Eq. 6-12)

X

In a fixed known Cartesian system XOY, the coortiraf each node is computed
using the following equations:

Denote a vector Z = Z(¢) = (cos ¢, sing)T (Eq. 6-13)
F=(F,F)=p+R,-Z(a—0) (Eq. 6-14)
G=(G,G,)=p+R - Z(@a—0+0) (Eq. 6-15)
H=(H,H,)=p+R, - Z(a—p) (Eq. 6-16)
I1=(I,1)=p+Ry-Z(a—m+7Y) (Eq. 6-17)
J=Uwly)=P+Ry-Z(a—m+0") (Eq. 6-18)
K=(K.,K,)=p+R, Z(a—nt—0c+80") (Eq. 6-19)

Notice that the dynamic hazard zone is symmetoo@lthe central axis, therefore the
coordinates of the rest of the nodes can be compute

Figure 40 and equation 6-9 to 6-19 details the g#iom of a dynamic hazard
zone attaching to a piece of ground equipment sisctruck, loader, and dozer. One of

the common features of the ground equipment is ttiticomponents of the equipment
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moves together as a whole. In contrast, the otjper ©f equipment has connected parts
that can perform movements separately, such ahbecknobile and tower cranes. Since
the operation of this type of equipment always Imgse rotations, the equipment is
simplified into translating part and revolving pafiaking mobile crane as an example,
the substructure such as the crane’s cabin andercaonducts forward and backward
translations while the revolving part is the supeture including the boom, the hook
and the load. In case of the equipment with remgj\vdomponents, two hazard zones are
generated separately: one is a dynamic hazard peméering at the translating
component; the other is another dynamic hazard zenéred at the revolving part. If
the substructure of the equipment has to maintamabile when the superstructure is

operating, the substructure’s hazard zone becotags. s

To be noticed, two approximations have been peddrmhen forming the hazard
zone. First of all, following step 1-3, the hazawahe should have two arcs with radius R1
and R2 on the front and back phase respectivelg.arb representation requests a great
number of nodes along the arc to be recorded iardadrepresent a hazard zone, which
will significantly increase the computational comity when later performing spatio-
temporal analysis. Therefore, when the dynamic rdbzane is generated, the arcs on the
front and end phase are replaced by the chordfiadahe coordinates of only limited
number of nodes need to be stored. Secondly, mhsteasing straight edge C-B and H-I
on both left and right side, a dynamic hazard zsmeuld have broken edges like C-p-B
and H-g-I shown in Figure 38. Nodes p and q argdims of line C-M and B-G, and K-

H and D-l, which make the hazard zone concave. dJdinoken edge requests
significantly computational resources when the @llg;y has to repeatedly generate
dynamic zones at each time frame and generallydymamic hazard zone has to be
updated 2-5 times every second. Moreover, theréifiee of generating the dynamic zone
using broken edge and straight edge becomes ifisagmti when the possible steering
anglec is less than 15and the braking timeit is smaller than 5 seconds, which covers
most of the cases in the human-equipment proxisiityations. Therefore, the broken

edges are simplified as straight edges when gengratdynamic hazard zone.

Hazard Zones with Blind Spaces
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Besides static dynamic and static hazards that hmeen introduced in the
previous paragraphs, a construction site genem@lysists of numerous multi-sized
objects which represent obstacles in the fieldietw(FOV) of an equipment operator
and create significant large blind spaces. Grouatker working inside the blind spaces
when a part of or the entire piece of equipmempsrating close to the same area is
considered as a dangerous situation. In this caseew hazard zone combining
equipment movement and blind spaces has to be gjederAs the computation of the
geometry of blind spaces has been introduced irpteh&/ and dynamic hazard zones
have been generated in the previous sub sessitinsoéhapter, the new hazard zone is
generated through Boolean Operations of the blratass and dynamic hazard zones.

The hazard zone with blind spaces is formed underdifferent situations: case
of ground equipment and case of equipment withlu@vg components. In the first case,
since the operator moves together with the equipmtte blind space will change
accordingly. Figure 41 illustrates the formation t&fzard zones of a piece of ground
equipment with the blind space generated by araolestvhen the equipment approaches,
passes and leave the obstacle. As the equipmerdaagbes and leaves the obstacle, the
obstacle itself is outside the dynamic hazard zblwechange will be made to the hazard
zone. As the equipment is passing the obstacleblihd space created by the obstacle
overlaps with the dynamic hazard zone. Since iassumed that operator will not
intentionally crash the obstacle, the obstacle peséorms as a protection to the resource
behind it. The eventual hazard zone is therefogediinamic hazard zone minus the blind
space. However, it does not necessarily mean tbéting inside a blind space is safe.
Instead, a spatio-temporal analysis has to be adeduvhich will be explained in the

next sub session.
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1. Approaching

2. Passing 3. Leaving

Figure 41 Hazard zones of ground equipment with lohd spaces.

In the second case that the operator operatesetl@ving components at an
immobile position, the blind space maintain stafigure 42 illustrates the formation of
the hazard zone in this situation. Taking mobikneras an example, when no movement
is performed, two static hazard zones (shadeddrirrd=igure 42) are generated around
the crane base and crane hook respectively. Irtiaddihe blind space (hatched area)
generated by an obstacle is formed within the jptessirane coverage area. When the
crane boom starts swing, the hazard zone arountdbk becomes dynamic. When the
crane hook enters the blind space to the operatoew hazard zone (highlighted in red

solid lines) is formed as the joint of the dynamm&zard zone and the blind space.
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Figure 42 Hazard zones of revolving equipment witholind spaces.

6.2.2 Spatio-temporal Analysis

As worker’s location has been tracked in real-tievel the hazard zones on
construction sites have been defined, their indationships are studied through spatio-
temporal analysis. In general, the spatio-tempanalysis examines whether any worker
intrudes any existing hazard zone at a given morheand predicts the intrusion in a
short period at the time+ At. Figure 43 shows the determination of a proxirhiégard
of one worker. The worker’'s safety status at curreoment () is determined by the
worker’s intrusion status at both current moménad predicted time+ At). A worker
being inside a hazard zone is marked as true intrushile a worker being outside any
hazard zone is marked as false. A worker is safgibhe/she is outside any hazard zone

at both current and predicted moment. Thereforeek#y to determine the safety status of
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a worker lies in checking the geometric and spag#tionship whether the worker’'s
current and next position is inside a safety potygo

Current Moment (t)

True False

=
N o L
& | @ | Proximity | Proximity
:‘c_; ~ | Hazard Hazard
€
o
=
o
8 | ¥ | Proximity
+— 0

= Safe
§ & | Hazard
a

Figure 43 Determination matrix of a proximity hazard.

In computational geometry, numerous algorithms haeen developed and
modified dealing with the point-in-polygon probleniBhese algorithms are classified
into two groups: ray casting algorithm (crossingnter algorithm) and winding number
algorithm [154]. In this dissertation, the crossingmber method is utilized, which
counts the number of times a line starting from keos position crosses the safety
polygon boundary edges. The point is outside whes 'tcrossing number” is even;
otherwise, when it is odd, the point is inside. Hane procedure is repeated on the
current and predicted positions of a worker.

The process of detecting proximity hazards can ibglgied as two steps:
generating hazard zones and conducting point-iggool query. As these two steps are
expensive in computation, and the algorithm is idgaWith several million pieces of
tracking data, redundant computing has to be adoid®rder to increase the efficiency.
Figure 44 presents a flowchart of the spatio-temlpanalysis utilizing spatial filtering.
The spatial filter makes sure that the zone geioeraind point-in-polygon computation
run only when a worker is close to a hazard. Asagnthe algorithm is detecting the
proximity hazard of worker versus equipmerjtwith their known positiondVposand
Hposat the timey, the worker’s position at the next moment is ded@sWpos:
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Figure 44 Flowchart of detecting proximity hazard.

When the hazard is not from equipment, it impliedaic hazard. The algorithm

hazard zone, it is detected as a proximity hazard.

computes the distances from worker’s current/ptedipositions to the centroid of the
hazard (computed by equation 6-1 and 6-2). If ib#se two distances are greater than
the zone radius (equation 6-4), the worker is atered as safe. If not, the static hazard

zone is generated. Either of the worker’s currenpredicted position is inside the static

When the hazard is from ground equipment (not Qratiee algorithm first
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the distances from both the current and predicteditipns of the worker to the
equipment are greater th&a. Otherwise, a dynamic hazard zone is generatedase
that an obstacle is insid® range of the equipment, the dynamic hazard zonérms
the blind spaces created by the obstacle (Figuye Ether of the worker’'s current or
predicted position is inside the combined hazartezd is detected as a proximity hazard.

When the hazard is from a crane, the algorithm idens the crane carrier as a
static hazard and the crane hook as general eqotpraspectively. In case of crane
carrier, the blind space is compute when an olestagists inside the crane boom
coverage area (Figure 42); in case of crane hoaknamic hazard zone is generated
only when the hook’s elevation is greater thanvegithreshold, which on-ground hook
and load will not be considered as a hazard.

As a case of proximity hazard is detected, the esponding information
including ID of involved entities, location, timejuration, and relative velocity is
recorded and stored. The algorithm will iterategshme procedure on the next hazart,
next workeri+1, and next timestamp.i, respectively, till the entire dataset has been

analyzed.

6.2.3 Proximity Hazard | ndicator
As a statistic technique, work sampling has beetelyiused to evaluate the labor

productivity by measuring the proportion of timethvorkers spend in various defined
categories of activities [155][156]. The produdiwvis therefore represented by direct
work time rate using the following equation:

Y. Time of Direct Work

Direct Work Time Rate = Total Time (Eq. 6-20)

Similarly, the spatio-temporal analysis has sampted worker’'s activities and
performances into safe and unsafe when the wodker(slose to considered hazards.
Therefore, the worker(s)’ safety performance is soeed by the Proximity Hazard
Indicator (PHI), which is achieved through the $amisampling technique using the

following equation:

Proximity Hazrd Indicator (PHI)

Y.i ki X Counts in Hazardous Zone i

Total Observing Time [min] (Eq. 6-21)

- 106 -



wherei is the index of a hazard zone defined in the previsession ang is the safety
factor of each hazard zone. The PHI representsditem the observed target is exposed
to various defined hazards within the observingqgoerThe observed target could be a
single individual, or a crew of workers.

Compared to traditional work sampling technique aatety inspection which
relies on random observation, PHI is achieved bagedontinues monitoring of the
working progress. User can choose appropriate henftobservation periods. Within
each period, a unique PHI for a specific target bancomputed. As the work and
monitoring progresses, a series of PHI can be aelieThe distribution of the PHI over
the time can be utilized in statistical analyse§irtd out the target has significantly high
rate of unsafe performances. Several examples mputing and using PHI are given in

the following session.

6.3 Experiment and Results

This chapter uses three experiments to explain th@vproximity hazards are
analyzed based on real-time tracking data and getmmetric information. The first
experiment uses real data in combination with sataa data to demonstrate that the
algorithm is able to detect simulated proximity &as. The second experiment is
conducted in a controlled environment, while thetipgants including personnel and
vehicles are performing various safe and unsafes tag following pre-scripted scenarios.
The third experiment tests the algorithms by usheydata collected from uncontrolled
real construction site. The results and discussioineach experiment are presented

accordingly.

6.3.1 Real Datain Combination with Simulated Data
An experiment was conducted in an outdoor envirorinh@ simulate a material

handling working scenario (Figure 45). This expenmintended to test the performance
of the algorithm when detecting various types afafa proximity cases. The experiment
occupied 85 meter x 35 meter flat ground area without obstacles. Six UWB reegesv

were set up on the ground plan and a camera wastatbfrom a higher vantage point so
as to monitor down upon the site. Five participamése recruited and given UWB tags,

while one participant also wore the RTS prism amdeninstructed to keep the prism in
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line-of-sight to the RTS station. The purpose oplementing RTS is to measure the
error of the tracking data collected by UWB usihg approach depicted in chapter IV. In
this experiment, 163,007 pieces of UWB data wecenged within the 6 minutes period.

The error analysis shows that the UWB data havé th8ters as average tracking error
and 0.16 meters as standard deviation [157].

The goal of this experiment was to test the algaoritof detecting proximity
hazards under abovementioned situations. The duesgrerimental setting consisted of
the following components: Two participants weretrimsted to move several boxes from
two fixed source to another two fixed destinies;,ofkrer two actors were instructed to
approach the previous two participants to simudaseenario that equipment travels close
to ground workers; Two sets of UWB tags were matdiiae a red cone and a trolley to
simulate static hazards; A series of data was nderge the collected data set to simulate
the movement of a crane hook (not shown in phdtedjdes, a dummy object which was
2 meters high was placed to simulate an obstacle.

Figure 45 showed the experiment setting and thectaies of participants. 35
unsafe proximity cases were detected whose locatizere plotted in the same figure.
Figure 46 (a) plotted the details of two cases tim&t participant walked through a static
hazard (small red dots inside purple polygon) dedsame participant walked proximate
to a dynamic hazard (big red rings inside red patygIn the second case, the red
triangle with black fills represented the positioh the equipment at the moment of
proximity, and the red polygon represented the dyoahazard zone. Figure 46(b)
plotted the detail of another case that a partitipgalked from outside into the blind
space when the simulated crane hook swung over Asnis discussed in chapter 6.2.2,
this case is considered as unsafe proximity.

The results of all the detected unsafe proximigesawvere summarized in Table 6.
This table counted the total number of unsafe pnityibetween each pair of worker and
hazard. It can be noticed that, none of the padrt had exposed himself to static hazard
#1 and both of them experienced unsafe proximitgtatic hazard #2 equipment #2 and
the simulated crane hook. Besides, further inforonaincluding proximity duration,
minimum distance, the time when the minimum distawere recorded since the start of

the experiment, and the speed at that moment wasatized in this table. In case of
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static hazard, the minimum proximity distance waputed as the distance from worker
to the centroid of the hazard zone, and the speedalisolute. As a contrast, in case of
dynamic hazard, the minimum proximity distance #mel speed represented the relative
displacement and movement between hazard and worker

Taking the proximity analysis between worker #2 arghe hook as an instance,
more detailed information of the 7 detected ungadximity cases was listed in Table 7.
In this table, the height of the crane hook wassmered when computing the minimum
distance. As the result, the distance maintaingt tvhen the crane hook was lifted (case
1-6) even though the worker is almost right undatim¢he crane hook. The entering and
exit time indicated the start and end moment of gheximity case. The positions of
worker and crane hook as well as their relativecigy were recorded.

The results of this experiment showed that the ldgeel algorithm was able to
detect three types of unsafe proximity cases: wagkes through static hazardous zone,
worker walks proximately to moving vehicle, and wear stays inside the blind space of

crane operator.
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Figure 45 Example 1: Simulated working scenarios.
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Figure 46 Detected proximity cases, (a) Proximit{o a static hazard and a moving

vehicle, (b) Proximate to crane hook and inside alind space.

-111-



Table 6 Summary of the result of the simulated wdiing scenario.

Static Static Equipment| Equipment| Crane
hazard #1| hazard #2 #1 #2 hook
Counts [No.] 0 10 2 2 11
Worker DL_Jrati(_)n [mm:ss] n/a 00:32 00:03 00:02 00:40
#1 l\/I_m. Distance [m] n/a 1.90 2.57 2.41 12.59
Time [mm:ss] n/a 05:17 04:25 02:36 01:54
Speed [m3] n/a 1.44 4.49 2.90 2.47
Counts [No.] 0 1 0 2 7
Worker DL_Jrati_on [mm:ss] n/a 00:04 n/a 00:04 01:07
#2 Min Distance [m] n/a 2.10 n/a 1.78 3.33
Time [mm:ss] n/a 05:41 n/a 04:01 04:49
Speed [m3] n/a 1.43 n/a 3.01 3.27
Table 7 Details of each detected proximity case.
Case #1]| Case #2| Case #3| Case #4| Case #5 Case #6 Case #7
Min. Distance [m] 13.07 12.91 13.03 12.6D 12.72 672, 3.33
Duration [mm:ss] 00:09 00:07, 00:06 00:09 00:12 @0:1 00:12
Enter Time [mm:ss] 02:16 02:47 03:1y 03:43 04:03 :254| 04:49
Exit Time [mm:ss] 02:25 02:54 03:23 03:52 04:15 3%:| 05:01
Worker X [m] 14.55 14.06 14.85 14.20 14.87 14.91 15.{58
position Y [m] 25.46 25.57 25.87 29.08 29.238 28.91 29.77
Z[m] 0.13 0.16 0.24 0.15 0.08 0.10 0.14
Equipment X [m] 14.69 15.18 14.59 13.94 13.66 13.70 12.97
position Y [m] 28.97 28.21 29.23 29.38 30.59 29.68 31.09
Z[m] 12.59 12.59 12.59 12.59 12.59 12.59 1.59
Vy[ms'] | -0.91 0.98 -0.91 -0.87 -0.67 0.72 -0.5p
Speed V,[ms' | -0.41 -0.19 -0.42 -0.50 -0.74 0.69 -0.76
V,[ms] | 0.02 0.07 -0.05 0.04 -0.04 0.03 -0.04
V [ms] 2.15 3.56 2.92 3.93 3.58 3.13 3.27

6.3.2 Experiment and Results from Controlled Environment
In order to validate the accuracy and efficiencytted developed algorithm on

detecting proximity cases when the subject is ooitusly exposed to various hazards,

another experiment in a fully controlled environmems conducted. By comparing the

results of the algorithm to manual observing, tleeusacy was measured by the

percentage of successfully detected proximity hasaand the efficiency was measured

by the time that was required to achieve the result
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The experiment was conducted on the top floor mdirking deck, which occupied
a50m x 110m rectangular area (Figure 47). The UWB system witlitiple tags was
deployed to collect the spatio-temporal data fromn participants. The RTS system was
utilized to set up the UWB infrastructure as wallta collect ground truth tracking data
and measure the tracking errors. In this experiméet tracking error of UWB system
had mean as 0.27m and standard deviation as 0.346]. [In addition, three video

cameras were set up to monitor the entire site vilneexperiment progressed.

00w

Figure 47 Layout of the controlled experiment withscripted scenarios.

Figure 47 showed a plan view of the site and thipted experimental scenarios
for the participants were plotted. Two static hdzasnes (red polygons) were involved in
this experiment, one of which was measured by RiBtlae other was defined by a static
UWB tag (green triangle). Two crosswalks were p&hon both sides. The experiment
participants included two vehicles (dash lines) awel participants (solid lines). The two
vehicles drove following the lanes in clockwise awcdunterclockwise direction,
respectively. On one side of the site, both vebiclere instructed to speed. The five

participants were instructed to perform the follow/scripts during the experiment:
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Y [m]

Y [m]

Y [m]

» Scenario #1 (S1) always walked off the traffic, @his considered safe

» Scenario #2 (S2) moved parallel to the traffic l&yekeeping a safe distance to
the moving vehicles. W2 had to walked across &statzard zone

» Scenario #3 (S3) regularly crossed the traffic $ane

» Scenario #4 (S4) walked inside the parking ared,aoss the traffic lanes using
the cross walk. W3 also temporally walked on tlafitr lane

» Scenario #5 (S5) crossed the traffic lanes with witbout using the crosswalk,

and randomly approached to the moving vehicle faotvtrary directions. W4

also entered the UWB tag defined hazard zone

—— Paths of workers

—— Paths of vehicle #1

Paths of vehicle #2
Proximity to static hazards

O  Proximity to dynamic hazards
Drive lanes

Crosswalks

Figure 48 Trajectories and detected proximity casein the controlled experiment
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An extra participant was involved in the experimeninspect participants’ safety
performance using behavior-based safety (BBS) iqulkr38]. The inspector was semi-
blind to the experimental scenarios such that he @rdy instructed on what types of
unsafe behavior would occur during the experim&he inspector had to observe the
performances of participants from a fixed locatisithin the inspection period (5
minutes in general), and navigated to another ioedbr the next round of inspection.
The BBS technique only recorded the number of gpents that were exposed to
different hazards without reporting the repetitimighe same participant involved in the
same hazard. In addition, the experiment progressrecorded by three video cameras,
and the video clips were analyzed by another vekmtvho was blind to the developed
proximity analysis algorithm. The participants’jeetories, the locations of the proximity
cases detected by the algorithm were plotted inr€ig8. Table 8 counted the number of
detected proximity cases by manual analysis ofovidgs and the automated analysis of
algorithm, and summarized the number of participavito were found to be exposed to
hazards by using BBS.
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Table 8 Summary of proximity cases detected by abgithm, on-site behavior based

safety inspection, and the analysis of video clips.

Static hazardous zones

Dynamic hazardous zone

No. Static 1 | Static 2 | Static 3 | Dynamic 1 | Dynamic 2 el
A 16 22 22 5 6 71
Round 1 | C 16 21 22 5 6 70
BBS 2 2 0 1 1 6
A 15 4 18 6 8 51
Round 2 | C 12 4 18 6 7 47
BBS 0 0 2 1 0 3
A 8 10 9 10 7 44
Round 3 | C 6 8 9 10 6 39
BBS 2 2 0 2 0 6
A 12 12 11 8 10 53
Round 4 | C 12 10 10 7 7 46
BBS 0 0 0 1 0 1
A 6 6 17 7 5 41
Round 5 | C 5 5 16 6 5 37
BBS 0 0 2 0 0 2
A 57 54 77 36 36 260
Subtotal | C 51 48 75 34 31 239
BBS 4 4 4 5 1 18
A 188 72 260
Subtotal | C 174 65 239
BBS 12 6 18

A’: Algorithm analysis. C Video clips analysis. BBSBehavior Based Safety

Table 8 showed that the algorithm always detectedtgr number of proximity

cases than the analysis of video clips. Considdhirgnanual video clips as ground truth
of detecting unsafe proximity cases, comparisonwden the results achieved by these

two approaches were detailed in Figure 49. The emispn was performed on the cases

of static and dynamic hazards separately.
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Figure 49 Results validation by comparing to the ideo analysis.

Based on the comparison, two types of error wamadomiss-detection and over-
estimation. A miss-detection meant that a proxinti&ge was recognized in video but
was not detected by the algorithm. This type abrewras caused by insufficient quality of
the tracking data when the tracked target was aeithe line of sight of the UWB
receivers. In this experiment, four miss-detectibappened in the dynamic case and
none in the static case. This indicated that 9304% e manually recognized dynamic
hazardous cases can be accurately detected bygtivéhan, and all the static cases can
be detected by the algorithm.

Another type of error was over-estimation, whichamtethat the algorithm
detected a proximity case that was considered safdthe manual analysis. Further
exploration suggested that the over-estimation Ishot always be considered as wrong.
In some cases, the algorithm was more consistantttite human judgment. For example,
in the static hazard situation, as the algorithnomatically generated a dangerous zone
based on the given safety diameter, an intrusiém such a zone was considered as
unsafe. Since manual video observation relied dazay process, an intrusion not so
close to the hazard can be incorrectly considesesbée. Similarly to the dynamic case,
since the manual observation from the video alwaysd to estimate the moving speed,
especially when the vehicle was speeding, the igorgave more consistent result. In
this experiment, all 14 times over-estimations lué static cases were caused by this
reason, which also caused 7 out of 11 times ov#rasons of the dynamic cases. The

other 4 times over-estimations occurred when thacle was steering at high speed,
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which were caused due to the limitation of the atbm. As is mentioned in chapter
6.2.1, the dynamic hazardous zone generated bgigloeithm became less reliable when
the equipment was performing pure steering, siheevelocity vector in this case was
uncertain.

As a summary of the results from this experimeln¢, detection accuracy was
98%, which was the percentage of the unsafe proxioases can be detected by the
algorithm. The algorithm can improve the detectamcuracy by 9% by providing more
consistent measurements, in spite of that, theritthgo had 2% uncertainty. The above

percentages were calculated using the followingaggus:

No.of algorithm and video recored hazards

A = Eq.6 — 22
ceuraey No.of video recored hazards (Eq )
Improvment Rate
No.of Improvements by algorithm
_ No.of Impr Y 49 (Eq.6 — 22)
No.of video recored hazards
) No.of Wrong detection by algorithm
Uncertainty = (Eq.6 —22)

No.of unsafe case according to algorithm

The participants traversed among the five experiaiescenarios until every
participant had been involved in each scenario. Praximity Hazard Index (PHI) of
each participant was calculated for every 2 minuteval using equation 6-21, and the
results were plotted in Figure 50. It can be natitleat any participant who performed
scenario 4 and 5 had significantly high PHI valwdich indicated that these two

scenarios requires the workers to be regularly sggao various hazards.
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Figure 50 Distribution of the Proximity Hazard Index of all the participants.

6.3.3 Experiment and Result from Real Construction Site

The developed algorithm was tested on an experine@mducted on a
construction pit, whose setting has been desciibéte previous session 4.5.1 and in the

author’s paper [146]. One crew consisted of a neotrihne operator and 11workers were

involved in the work activities.

Several sensing technologies had been involveldisnetxperiment. A Leica laser
scanner was utilized to gather the geometric in&tiom of the site environment. The
collected point cloud data were processed throbghriethod depicted in chapter 5. The
results shown in Figure 51 indicated that the hdmas condition on such a site included

power lines, and building structures which may t@ddind spaces to the crane operator.
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Moreover, a UWB system was deployed to collectgbatio-temporal data of the crew.

The average error of the tracking data in this erpent was 0.34m.

The proximity detection algorithm was utilized toadyze the collected data and
the results were plotted in Figure 51. The entrevcworked proximately to the power
line 156 times and to crane hook 2 times within $Beminutes period. Taking every 2
minutes as safety measurement intervals, a disribof the PHI of the entire crew was

illustrated in Figure 52.

According to Figure 52, 73% of the unsafe proximagses occurred within the
last 20 minutes of the experiment. Trajectory asialymplied that the frequent proximity
cases were caused by the crane operation. Theerwhihe delivered materials into the
working area three times and the first deliverytethat 37" minute. For each delivery,
the ground crew had to yield the crane boom movénvemch lasted for 2-6 minutes.
During these periods, workers kept safe clearaigtarete to the lifted load attached to
the crane hook. However, they were crowded proxaiyato the power line, which

eventually cause high PHI values.
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Figure 51 Detecting hazardous conditions and unsafproximity cases in a construction pit.
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Figure 52 Distribution of the crew’s PHI value conputed by algorithm

6.4 Conclusion

Advanced real-time location sensing and topograghiwvey technologies have
made it possible to quickly and accurately documspéatio-temporal data of the
construction resource and environment. As suchmtaolgies become available they lead
to novel solutions in identifying and resolving @otial safety issues, including human-
hazards proximity. This chapter demonstrated thpaloidity of measuring the workers’
safety performances using existing remote sensicignblogies in combination with date

processing technique.

The objective of this chapter is to understand,luate and monitor workers’
safety performances under proximity hazards. Thapter details the development of a
proximity detection model. Such model measuresvibekers’ performances based on
the analysis of the site geometry, spatial, tempaad kinematic characteristics of
various construction resources. The developed mioaelbeen tested in three different
environments, and has been validated by compadniipe video records. The results
demonstrate that the model can accurately, consigtaend reliably detect and measure

the workers’ safety performance under proximitydrds.
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The developed approach has great potential tostassi measuring the
construction site safety by using PHI as a leadiafety indicator. Once the safety
performance of each individual and/or crew has baged by PHI, it is feasible for the
safety manager to identify frequently occurred proty hazards before any incident
could happen. Appropriate safety training and etloisacan be therefore introduced to
the individual and/or the crew. In addition, théesa performances of the workers/crew
can be automatically, continuously and consistemtignitored and tracked, which
essentially overcomes the drawback of manual saispection.

Further and more detailed studies are necessapgrticular how to eliminate the
uncertainty of the algorithm when the equipmentfqrenrs pure rotary movement.
Moreover, the algorithm utilizes several exterralgmeters such as: equipment breaking
time and possible steering angle. Since these Eaeasnare currently defined arbitrarily
and inappropriate parameter setting may resultliabfe measurement, the model can be
improved if these parameters are well defined thhothe further study of construction
traffic. Last but not lease, the spatio-temporalgsis developed in this chapter can be
extended to other construction management domah as workers’ health and labor

productivity analysis.
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CHAPTER VII

DATA FUSION OF REAL-TIME LOCATION SENSING AND

PHYSIOLOGICAL DATA FOR ERGONOMICS ANALYSIS

Previous chapters have focused on tracking thetiogaf material and equipment and
the development of a new measurement for proximainards. There is a lack of studies
on remote monitoring for improving the health ot thonstruction workforce. This
chapter extends the spatio-temporal analysis apgnofor monitoring ergonomically
safe and unsafe behavior of construction workehg Jtudy relies on a methodology that
utilizes fusion of data from continuous remote rwyimig of construction workers’
location and physiological status. This chaptergamets the background and need for a
data fusion approach, the framework, the test bedrenment, and results to some case
studies that were used to automatically identifheaithy work behavior. Results of this
chapter suggest a new approach for automating remmbnitoring of construction

workers safety performance by fusing data on tleeiation and physical strain.

7.1 Introduction

Despite improvements in construction safety anditiheahe industry is still
striving to improve work site conditions and belwawef construction workers. Whereas
innovation in working methods and use of technoldms eliminated some of the
traditional hazards [158], in 2002, constructionrkess had the second highest job
related illness and injury rate of all industriesthe U.S., accounting for more than 37%
of all illnesses and injuries [159]. In 2008, 28)3#bnfatal occupational injuries resulted
in musculoskeletal disorders [160] and 3,020 warksuffered from lower back pain.

Several well-known reasons have been suggesteglaire these recurring statistics.

Construction work tasks are typically characteriasgphysically demanding tasks
that are often performed in harsh environmentsfalit, many construction activities
include heavy lifting and carrying, forceful exeris, pushing and pulling, sudden

loadings, repetitive motions, vibrations, and awikdvavork postures [161][162].
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According to several researchers, there is a recgbrrelationship between physically
demanding work, safety, and productivity [163][1/64pb][166][167][168]. As a result of
the continuous and repetitive exposure to physiadimanding work, strains and sprains
are the most common type of work-related, nonfafaries. Furthermore, the continuous
exposure to an excessive level of physical stramlead to physical fatigue, which may
result in decreased productivity and motivatiomtientiveness, poor judgment, poor
quality work, job dissatisfaction [169] and increas the risk of developing worker-
related musculoskeletal injuries (MSIs) or cardsmdar disorders [170].

Previous research found that lower back injuries amnong the most common
MSIs [171]. These occur when the demand of workeesls the capacity of a worker’s
body, or the worker repetitively performs heavyihaties. MSIs can also be found in
other parts of the body, such as the shoulderstsyand knees. MSIs are usually caused
by overexertion, which is a leading cause of timeslinjury for construction workers
[160]. An overexertion occurs when either the detnahwork exceeds the capacity of a
worker’s body or the worker repetitively performsalry activities. Statistics shows that
more than one quarter (25.7%) of the overall disgblvorkplace injuries are due to
overexertion [172]. Overexertion is not only theshoommon event category, but also
the most expensive, resulting in $12.4 billion iredt costs to businesses. In addition,
substantial indirect costs are caused through meeien, such as (temporary)
replacement of personnel and the human cost instesmpain and/or (long-term)
disability [173].

Examples of injuries caused by overexertion incltese related to inappropriate
execution of manual material handling (MMH) tas&ach as lifting, pushing, pulling,
holding, carrying, and throwing. The complex int¢i@n of factors that determine
physical load or exposure intensity makes it cinglleg to assess systematically the
performance of MMH activities in a dynamic constroe environment [174]. Moreover,
practitioners are only offered a lifting guide whibtas been issued by the National
Institute for Occupational Safety and Health (NIQ$H5].

Since heavy load lifting frequently leads to mussukletal injuries, the
identification and localization of repetitive matdrhandling activities is crucial to better
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understand MSI ergonomics. Previous studies sudgbastergonomic- and physiology-
related attributes, such as posture, body accelaraand heart rate can be measured
using remote sensing technology. One example isiBlogical Status Monitoring (PSM)
technology. Commercially-available PSM devices hal®wn to provide reliable
information during dynamic construction activitigs/6]. The problem with PSM is,
however, that it does not record nor relate thatioa of the worker to the location where
unsafe lifting events occur. This shortcoming carsblved by fusing PSM data with data
from real-time location sensing (RTLS) devices,sas Global Positioning System (GPS)
or Ultra Wideband (UWB) devices. Recent researctconstruction has shown that
sufficient accuracy is provided to track constrotpersonnel with these technologies
[146].

In summary, PSM and RTLS devices alone are usefiilresearch has yet to be
performed that integrates data from both approaf8M and RTLS) to identify a point
of departure from purely location-based or physiaal research. To fill this gap, this
paper aims at matching physiological and locatidarmation of construction workers to
detect the workers’ physical characteristic in atsptemporal relationship in the work
environment. The authors have conducted multipleeaments where workers were
instructed to perform specific manual material Haagdtasks of heavy load lifting. These
tasks required workers to repeatedly perform awgvgarsture of squatting and bending.
Pursuing data fusion, the authors have synchrorapedanalyzed the data streams from
(1) Physiological Status Monitoring (PSM) (that tonously monitors activity factors of
construction workers) and (2) Ultra Wideband (UW83hnology (that records real-time
worker location).

7.2 Background

Workers activity factors, including posture, accal®n and heart rate, can be
measured by a variety of remote sensing technaogiee capability of PSM to provide
reliable information of a worker’s vital signs dogi dynamic activities has been
demonstrated in commercial applications. Meanwhileal-time location tracking

technology has emerged that allows tracking ressur(e.g., personnel) in harsh
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construction environments with sufficient accura8iudies have yet to be performed that

fuse PSM and location data for advanced safetyhaatth analysis.

7.2.1 Monitoring and Analysisin Ergonomics

Significant improvements have not spared the caogtm industry from its many
challenges for ergonomics, occupational health, saféty. Several researchers have
studied ergonomics in construction. Ergonomic fa#ors for MSIs during construction
activities have been identified and analyzed fag general construction environment
[162], concrete formwork construction [177], andpsmtry and paving trades [158].
Research has found that ergonomic hazards can rdeolbed through safe workplace
design [178][179].

Similarly, research has shown that excessive badglarations can be related to
muscular-skeletal disorders. Most of these stuldée® collected data using synchronous
(i.e., direct observation) or asynchronous (i.@legtaping) visual observation techniques,
surveys and/or interviews of construction workesspervisors, or safety and health
experts to evaluate worker’s ergonomics. They mtdocused on a detailed analysis of
workers’ movements (e.g., body accelerations) amgkiplogical reactions (e.g., heart
rate). However, a more detailed worker behaviolyema can provide, if brought into
proper context with the work environment, additionemportant information on

ergonomics hazards analysis [180][181].

7.2.2 Location Trackingin Construction

Tracking the location in ergonomic behavior anaysi construction workers is
critical if the goal is to identify and correct, safe, unhealthy, or unproductive work
practices [63][182]. A variety of sensing technoésgare available for performing
automated location tracking on construction andastfucture projects [58][56][78],
range tracking [80][81], including vision trackij§1][92][93], and GPS [60]. Selection
of one particular tracking technology depends @ndapplication area, signal quality, data

stream provided, and the calibration requiremes§].

Ultra Wideband (UWB) is an active Radio Frequendgnitification (RFID)

technology that records location of resources (eqrkquipment, and material) in real-
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time. UWB employs a tag-to-reader approach [76]emhone or more tags can be
mounted on a person’s helmet or safety vest (sgerdi53 for installation on a
construction helmet). The tags communicate withermmas installed within 1,000 m.
Research has demonstrated that a commerciallyad@iUWB system is able to provide
accurate real-time spatio-temporal data of constmavorkers, equipment and materials,
while the tracking error in a harsh constructioniemment is lower than 0.5 m [146].
Obstructions, such as thick concrete walls, hawnhldentified as a potential line-of-
sight issue for UWB [18][82][83][146]. In additiorconventional GPS data logging
technology can provide a cost-effective alternataygproach, but only for outdoor
applications [146].

7.2.3 Data Fusion in Construction

The Data Fusion Model is a widely-used method fategorizing data fusion-
related functions [183][184]. Its applications haween studied in many fields including
military command and control, robotics, image pesteg, air traffic control, medical
diagnostics, pattern recognition and environmentabnitoring [185][186]. In
construction, for example, this model has been emginted in construction material
tracking [187] and location estimation utilizingromon attributes from multiple sensors
[188].

7.3 Research Objectives and Scope Limitations

By fusing data from real-time location trackers (i) and physiological status
monitors (PSM) this study attempts to identify dochte unsafe postures by construction
workers that can produce Musculoskeletal Injury (M8s workers may or may not be
aware of unsafe or unhealthy events, the identiinaof where and when these acts
occur is expected to help designing better workrenments.

The goal of this research is to measure and anaygenomic performance by
fusing data on vital signs and location of congtarc workers involved in repeated
manual material handling activities. The first abiee is to automatically identify “when”

inappropriate postures that are linked to MSIs occthe second objective is to
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automatically locate the “hot-spots” of the improgetivities, which indicate a larger

repetitive occurrence of ergonomic-related evergs, inhealthy postures).

This study is limited to fusing information from avspecific sensing technologies
(UWB and PSM). All tests were performed in a coltda study environment. Working
activities that were recorded with UWB, PSM, anded camera technology occurred
indoors and on the same elevation level. This stadyses only on activities associated
to the construction personnel, especially, heawayl Iifting. Social, legal, or behavioral
impacts on workers using UWB and/or PSM technogwere not part of the scope of
this study.

7.4 Methodology

Even though several data fusion approaches exisonstruction engineering
applications, including productivity monitoring amdaterial tracking [187][189][190],
data fusion of real-time location tracking data awatker physical information has not
been tested in construction. The use of worker iplogical data to correct imperfection
of purely location-based datasets fills a gap iistexg knowledge, since it departs from

previous data fusion approaches.

The researchers designed a novel testbed thatrameelg UWB and PSM
technologies to measure and analyze the ergonamiigasitioning factors of repeated
material handling activities. Results to an expental approach are presented.

Opportunities and barriers using UWB and PSM detanding are discussed.

The components of the experimental test bed arstifited in Figure 53. For later
control measurement, all activities were taped wittheo cameras. The data analysis
process is shown in the flowchart in Figure 54.aDanalysis consists of four major
components: work sampling, data synchronizationtiviac identification, and
localization. An empirical approach was selectedpi@ned later) for identifying
ergonomically unsafe worker motions, for exampléin heavy loads without bending
the knees.
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Figure 53 Testbed for experiments
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Since the study environment was indoors and ldbstructions were present, a
commercially-available UWB localization system wsalected to track the real-time
location of individuals participating in the tesases. UWB tags were placed on the
helmets of the individuals, and on relevant staimations in the test scenery (e.g., to
identify material bay, rest, and water supply axredke UWB system itself consists of a
central processing hub, which triangulates thetjrsof the incoming radio frequency
signal from multiple UWB receivers based on the @iDistance-of-Arrival (TDoA)
principle. These antennas were distributed sysieallgt around the work environment
and outside of any of the participating individuatavel paths. The UWB receivers were
connected to the hub via shielded CAT5e cables arstatic tag functioning as a

reference location was placed in the center ohtbaitored area.

PSMs can be described as non-invasive ambulatogless telemetry systems. A

variety of commercially-available PSM systems exiBhey can autonomously and
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remotely monitor workers’ physiological status withh hindering or interrupting their
routine activities for several hours. The systeitizet in the experiment was composed
by a chest belt that hosts conductive fabric sengod an integrated module that includes
a mobile transmitter. The selected device had liigyato perform live data transmission
wirelessly through a USB radio receiver, which waanected to a data logging PC. As
an alternative to real-time transmission, PSMsvalfor local data logging. The selected
PSM system monitored and recorded physiological mmudion data using wearable
electrocardiograph (ECG) sensor, breathing ratessemand a 3-axial accelerometer. It
transmitted the data in real-time to the receiviar & radio frequency signal. Among
various parameters, PSM measured the heart rat¢hanthoracic bending angle. Heart
rates were deducted from ECG data. The three-gxiattical, lateral and sagittal)
accelerometer was used to generate the subjedialtiactivity data measured in Vector
Magnitude Unit (VMU). VMU was measured as a portafrthe gravity acceleration (g).
The system built-in module used the VMU valuesdawk the subject’s thoracic bending
angles from the 3-axis gravity-compensated valdeuts#ted over the previous 1.008
second epoch. The angle was derived as a scalapusitive and negative values, where

zero degree represented the vertical right-up pestu

Meanwhile, a network camera was utilized to viguaicord the experiments.
The timeline of the video was regarded as a metnbjch means the temporal
information from both sensors had to be synchrahipethe video time. Visual analysis
of the video recording was implemented to estaldigiround truth validating the result

of the inappropriate posture identification.

7.4.1 Work Sampling

Work sampling is a technique implemented to deteenthe portion of the time
that workers spend in defined category of actigititn this paper, the tracking data
collected by UWB are sampled with the workers’ sphemdicating travelling and
stationary status. The walking speed is derivedhfthe spatio-temporal tracking data.
Since the UWB signal can be noisy with occasiondliers, the noises on the spatial
location records result in outliners on the derigpded, which violated the assumption of
the speed continuity. Thus, the UWB signal wagt@tl with a Robust Kalman filter [94].
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In addition to signal smoothing, the robust Kalnfidter rejects outlier measurements so
that the outliers do not corrupt the filtered sigestimate.

Meanwhile, PSM posture readings were sampled ticitated a subject’s posture
status, such as bending, and vertical up-righthef apper body. PSMs are able to
measure posture angles within the -90° to 90° ramigfe the 0° angle representing the
vertical up-right status; the positive value repregsg leaning forward, and the negative
angle indicating leaning backward. Since the acguod the posture angle measurements
depends on the way that the PSM chest belt is vaorh the feature of the dynamic
motions, the PSM signals are noisy with +100 onds tested on the vertical up-right
status. Thus, a threshold of bending angle is asdigo differentiate the bending and

vertical up-right.

7.4.2 Data Synchronization

UWB and PSM technologies collect heterogeneous dataces which have
difference levels of detail, data collection rateata representations, and time reference
systems. For example, the utilized UWB systemectdl the temporal data in UNIX
format, while the PSM and video record is in lotate format (HH:MM:SS). Data
fusion with other sensor signals requires data ® dynchronized. The data

synchronization process applied in this researdlustrated in Figure 55.

A

Ati = Ato + KtPSM,i
PSM events Vert_lcal Bend down Vert_lcal Bend down Vert_lcal

up-right up-right up-right

Time-stamped
Event i
. Walk free Bend Picking Stand | Walk with Bend . Stand
Video events ; Install material
hands down | materials up load down up
Time-stamped

Event i

UWB events Travel Stay in material zone Travel Stay in work zone
Time-stamped
Event i

v

Time line

Figure 55 Time lines for multiple sensors.
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Firstly, the timestamps are encoded into float nersistarting from the beginning
of each experiment with seconds being the unit. fflaguency chosen is that of UWB
data since it requires up-sampling of the PSM di@ogprevent any loss in information).
Secondly, the time-streams are synchronized thraugrear time lag propagation model.
Since the video time is regarded as the ground,tiuis assumed that the propagation of
time difference consists of two parts: initial tinskift and continuous time drift (see
Figure 55):

At; = Aty + Ktgensor 3 At = tyideo i — Csensor i (Eq 7_1)

where A4t; is the time lag between sensor and video whereaifgpeventi occurs. An
event refers to the switching of working behavrch as bending down, start to move.
Term tyideo,tvideo,i IS the video time when evenf{e.g., bend down, start to move) is
observed. Termsensortsensori IS the time recorded by the sensor’s clock whenstime
eventii takes place. When= 0i = 0, it refers to the initial status of UWB and PSM
sensors when they started recording data. THAtdt, represent the initial time shift
between the sensor and video recordings.

In addition, the built-in timestamps of the sensmisy have a clock drift or time
drift. For example, the UNIX time used in the UWBstm cannot unambiguously
represent the Coordinated Universal Time (UTC)tdss approximately a one second
drift at every UTC day. Therefore, the sensor clba#l to be corrected to match the clock
of the video. At the sensor timgensotsensor, the drifting time isxtsensoktsensor (IN
seconds). Parametak is the time adjustment factor, which corrects esetond from
the sensor to be equal to the video. A positivefers that the sensor clock runs slower
than video clock, while the negative value indisatine opposite. To determine
parametersxk andAtoAt, Aty,the linear time lag propagation model was trainea@ alata
set consisting of N random events such that

Z(tsensor i fsensor i)Ati ~ -
= - 'AtO = Ati - Ktsensor i

- )2
Z(tsensor ,L tSETlSOT‘ ,I.) (Eq 2)

Once the time lag propagation parameteasidAt were computed, the times of sensors

and video were synchronized, as follows
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fj = Aty + (1 + K)tgensor Jjo €= tuideo,j — f] (Eq 7-3)
where'fj tjis the predicted time on the corresponding videreline. Event jis recorded

from the sensor at sensor timgsoritsensorj INA€Xjj is the random event index from the

testing event set, angkis the predicted error. Once the sample size ofdbing eveng

jis large enough, the predicting erediollows Gaussian distribution.

7.4.3 Data Fusion

The data synchronization process aligned the degarss of the UWB and PSM
sensors with video data. These multi-sensor datduathermore fused by implementing
a centralized data fusion method. The data fusichitecture (see Figure 56) is based on
two stages: estimation of posture status by fuBiBll and video data; and estimation of
position using UWB data. Due to the nature of thme-grocessed video data — the
physical status and location status are of conééXtarmat — a fuzzy representation is
implemented to define the observed status fronséimsor. The posture status “bending”,
for example, happens when the corresponding poangke is greater than a pre-defined
threshold and if the subject is “inside a zone"ve3al sets of observation status are
generated at a series of randomly selected timieg) wise data synchronization model
(see equation three). The observation noise iseémehted to compute the likelihood
function using a Bayesian approach that given thg dgynchronization function the

likelihood function is:
P(A |S:eW)P(A | Sildstid)

[P(A1S5)
k=12

U(A | SreuSa) =2 (Eq. 7-4)

WhereA is Observation Status 8, is New Data from Sensd; S, is Old Data from

Sensork; andP(A |S;,S5,) is Prior Estimation in the previous data synchration

(o]

model.
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PSM
{ID, Posture, Heart +—
Rate, Time, etc.}

Fusion

Video {ID, Posture, Heart Rate,

{Time, Physical Status, > Position, Time,
Location Status} Physical Status, Location

Status}

UuwB

{ID, Location, Time,
etc.} —

Figure 56 Data fusion architecture.

7.4.4 Activity | dentification and Localization

Location (X,y,z, and time) and physiological (bemglangle and time) data were
utilized to identify those locations where workéend more than a predefined threshold
angle. Although the location and time of an unsaégker posture can be determined
fusing UWB and PSM data, insufficiency in the aabie data lies in determining what
activity type and motion constitutes as unsafe/atthg behavior (e.g., lifting a heavy
load, and walking). For example, bending more t®ardegrees without lifting a load is
typically considered safe, while bending the samgleawith a load could be considered
unsafe if repeated frequently. Since video dataldcowt be used to answer this
fundamental question (video data were gathered fomlyhe control of the experiment),

the answer requires an in-depth analysis of a wisrkeuscular system.

A worker’'s muscular system is indirectly relatedhe worker’s heart rate. When
a worker is conducting physically demanding adegit such as lifting loads, the muscles
are undergoing isotonic contractions, which resulta rise of the heart rate. The change
of the heart rate may be triggered by various g&ysand environmental factors, but it
may not occur simultaneously when the muscles réaist therefore very challenging to

explore the actual correlation between heart fasmge and posture change.

Instead, this paper analyzes the heart rate préipagaattern to identify the type

and status of a worker’s activity. Two patterngha heart rate signal differentiate a load
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lifting task from normal walking and bending acties. The first pattern uses data from
the absolute heart rate. As a heart rate changssdban the type or work a person
performs, higher heart rates exceeding a certaiastiold indicate isotonic muscle
reactions. A threshold has to be defined for ewedyidual by conducting a statistical
analysis of his/her absolute and statistical hesids. Since the absolute heart rate may
vary among the population (e.g., occupation, agd,sex) and the average heart rate may
also increase on physically demanding activitiesvgh the fatigue level, the second
pattern utilize the first differential of the heaate. Measuring the quickness of change in
heart rate of an individual finally allows settireg threshold value for the heart to

determine what type of activity is performed.

For example, lifting a heavy concrete masonry y@MU) is a physically
demanding activity which increases the heart r@ece the bending threshold and the
corresponding heart rate thresholds are set, tAeye used to distinguish the moments

when physically demanding activities start and end.

7.4.5 Experimental Setting
Three experimental settings were designed to siewanstruction tasks. All
experiments were conducted in a controlled indeohnology testbed environment. The

three simulated construction tasks consisted & Esgure 57):
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Experiments No. 1 and No. 2 Experiment No. 3

s X X X X X

Bay B — Experiment 1 Bay A — Experiment 2
Building a Wall Installing a Raised Deck| ?
Installation/Deinstallation Installation/Deinstallation
ea B1 eaAl
Bay A/B - Experiment 3
Assembling/Disassembling a Raised Deck
Material q q
Storage 52 - X while Sharing the Workspace
& (Pallet with g
Conerete 3
Tiles) 8
&
2 UWB Reference Tag
2 Rehydration
2 Station
5 Material R1 Material
§ Plastic Storage S3 Storage 52 "
- @ Pedestal (Pallet with (Pallet with
b o
s Supports Concrete @ Concrete ‘a
3 Subject A Concrete Subject B Tiles) Tiles)
S with PSM and Block with PSM and Concrete
= UWB sensors 231bs N UWB sensors. Tiles
2 Rehydration Concrete 161bs
] Station Tiles Material
2 R1 161bs aterial
Storage S1
— (Pallet with
Material S Plas‘: Concrete
Storage S1 upports)
(Pallet with
Plastic
Supports)
Subject 1
Plastic
Pedestal
Installation/Deinstallation Installation/Deinstallation Installation/Deinstallation Supports Installation/Deinstallation
Area B2 Area A2

Video “ &
K g x—‘ F&

Deinstallation

Figure 57 Experiment layout.
* Experiment No. 1Building a wall: one subject builds a wall usiag-lb concrete
blocks. One installation and one material areaaslable;

» Experiment No. 2Assembling a raised deck: one subject assemldeslausing
plastic supports and 16-Ib concrete tiles. Onealla&ion area and two material

storage areas exist;

» Experiment No. 3Assembling and disassembling a raised deck: aigest

disassembles a deck and stores material in a @atayiddown area, the other
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subject uses the material from the laydown areasgemble a raised deck in a
second work area. Assembly and disassembly areogpatporal dependent
activities. The two subjects share two storage sardmit have their own

installation area available.

Three construction tasks were simulated. The fixgd experiments were
conducted simultaneously, since the two subjectkeebseparately without interfering
work spaces. The experimental layout for the task (building a concrete wall) utilized
an installation area, a disassembling area, andllat dor storing the materials. The
layout for the second task was slightly differeranfi the first, and had two pallets
containing concrete pavers and plastic pedestdis.tfird task was performed by two

subjects sharing the facilities in an integratepesiment.

Written informed consent was obtained and the sibjwere instructed about the
experiment by a trained lab technician. The trginoovered three main topics. First,
subjects were trained on how to properly wear goerate UWB and PSM. Secondly,
correct material handling techniques and PPE @leves, foot guards, knee pads, hard
hat, and goggles) utilization were explained. Thwdrking areas and construction tasks
were described.

7.4.6 Performance of UWB and PSM in Experimental Setting

This section analyzes the performance (error rateraliability) of the utilized
sensing technologies UWB and PSM separately. Thergrental facility covers an area
of about 500 square meters. Based on previous iexpes and results of the researchers
using UWB [146], the experimental design asked ¢bieve high fidelity positioning
tracking in the order of a few centimeters. Praslg performed research in outdoor
construction environment [146] indicated that afermied tracking error distribution can
be observed within the coverage area of UWB recgivBince the experiments were
located indoors, UWB performance tests with thr&¥BJtags (one with 60Hz and two
with 1Hz signal refresh rate) were conducted tosueathe error rate. The observation
period collected 206,190, 2,495, and 3,050 datatporespectively. The average errors
of these three tags were 0.28m, 0.31m and 0.2&pectvely. Their standard deviation

was 0.16m, 0.35m and 0.12m, respectively. The relsess concluded that the selected
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UWB technology and sensor layout was adequate aviging reliable positioning
information of workers and decided to progress wille evaluation of the PSM

technology.

The PSM system performance test included the sisbjeariation in posture and
heart rate. There are several limitations of theezu physiological data logging sensor.
First, posture data are affected by dynamic movénitesst changes in accelerations
prevent the posture from being reliably measunedatt, posture measurement achieves
its maximum accuracy when the subject is in statisition and motion. Secondly, the
posture angle readings from a subject in a sithingtanding position will depend on the
shape of the subject’s torso and placement andtigosof the PSM immediately

underneath the garment.

Besides the posture angles, the PSM also recoedsuthject’'s heart rate. Similar
to the posture measurement, the heart rate readfregsubject are derived measurements
of subject’s Electrocardiogram (ECG) performancke ECG sensors are connected to
the garment’s conductive fabric that is touching slbject’s skin during the experiment
to record data. There are several factors thataffaet ECG performance. Though the
PSM will perform well with non-moistened sensorfaages, ECG and heart rate readings
can be more susceptible to movement artifact nomsker some circumstance. Lack of
skin moisture on a subject’s skin could producehseifects. The ECG readings could
also be affected by Electromyographic (EMG) noilB®IG signals are generated as
muscles on the torso contract and relax. The sgeah be quite comparable in
magnitude with the ECG signals. So, excessive fishese muscles, such as vigorous

arm-flapping can affect ECG detection.

Taking the above factors into consideration, bb#h posture angle and the heart
rate performance were collected with (some) nd&tadies on the measurement error
analysis of the physiological factors and its intpac the determination of the activity
type are outside this paper's scope. Hence, unddriiresholds determined by the
statistics of the measurements are implementedetatify the properties of the subjects’

activities.
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7.5 Results and Discussions

This section demonstrates the data fusing process rasults for the first
experiment (No. 1). The same methodology was ap@gain on the second and third
experiments (No. 2 and No. 3). One hour of datartak the first experiment will explain
the data fusion approach and the identification laedlization of ergonomically unsafe
worker behaviors. The subjects in all experimengsennot given instructions (to bend

safely or unsafely).

7.5.1 Sampling UWB Data

The tracking data collected from UWB was sampledtiy traveling speed,
which was implemented to identify several zones rehthe subjects were static.
According to the experimental tasks, the subjedttbastop when he was operating in the
installation, deinstallation, material bay, rehydna, and rest areas. Hence, it was
assumed that ergonomically unsafe behavior, edpebending with heavy loads, only

occurs when the subject was standing or moving wetly low speeds.

Since the UWB tag was mounted on the subject’s égliread motions such as
nodding and shaking may result in many small t@ z@eovements of the UWB tags
(which may lead future research to install locattoscking devices on the worker’s
clothing, preferably the belt). Moreover, subjettsved slowly within the work zone to
complete the work task. A speed threshold basestatistical analysis was implemented

to determine the subject’s walking and stayingustat

A histogram illustrates the observed walking speafdhe subject in Figure 58.
Two peaks can be noted. The histogram was fittetivbyGaussian distributions with the
mean at 0.19m/s and 0.91m/s and standard devaitid®1m/s and 0.11m/s, respectively.
The first Gaussian relates to a low speed (subjest static) and the second Gaussian
relates to a higher speed (subject was moving).tWbeGaussians connect at a value of
approximately 0.6m/s. This value separates theestilgctivity in static vs. moving.
Consequently, the threshold was set at 0.6m/sstinduish the subject’s stationary from

the traveling status.
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Figure 58 Walking speeds of a worker for one houexperiment.

According to the speed threshold, six clusterstatislocations/work zones were
identified (see Figure 59). The scattered positigriata were grouped using a convex
hull algorithm. Individual polygons denote theirogeetric boundary. When compared to
the testbed layout and video data, the locationthe$e zones match the installation,
material, rest, and rehydration areas. The metloggabf separating work from traveling

area validates the choice of setting the thresfwlthis experiment.

Zones where the traveling speed is less than 0.6 m/s
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Figure 59 Locations of clusters and work zones wheworker is in stationary

position.
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7.5.2 Event-Based Data Synchronization
Sensing data from multiple sensors were synchrdnigth the video time, where

the time clock of the video was considered as toeirgd truth. The general principle to
synchronize timelines among sensors was to contpareme clock of manually set time
flags, e.g. when a recognizable event occurreienltWB data, it should also appear at
the corresponding moment in the PSM data set. Ebemipclude entry or exit in a work
zone, rapid velocity changes, and/or rapid posthesmges such as bending motions.

For the purpose of synchronizing the UWB data ® \fdeo data, time flags (control
points) were set at all of the 96 times the sulgetered/left a static zone. The factors of
the time propagation model were determined=8x10° andAt,=1298048273.666s. The
parametek was close to 0, which means there was almost me trifting between
recorded UWB time and video time. The time shiftgoaeterAtowas high because of the
previously described difference in UNIX time anddbtime format. Thougltyis high
(actually refers to January 1, 1970, ~41 years agaol) it can be set to zero. The time
propagation model was tested on an additional 4fhpks. The mean error
synchronization is 0.2 seconds with a standardatievi of 0.6 seconds.

In a process of synchronizing the PSM data withwideo data, control points
were set to all 29 times bending and vertical baranccurred. Parameters wer=0.013
and4t,=-9.614s, which means the PSM clock runs one sefastdr in every 77 seconds
of video time. The time propagation model was tksia another 15 samples, and it
shows 1.2 seconds error in prediction, with a steshdeviation of 0.7 seconds. Since the
physiological data were collected at a 1Hz samale, the 1.2 seconds error represents
on average one measurement shifting during the lomeg experiment and it was

disregarded in the further data analysis.

7.5.3 Automatic I dentification and Mapping of Ergonomically Unsafe
Behaviors

Since musculoskeletal disorders were accountedhiffirst reason of nonfatal
occupational injuries in construction, a particidanphasis was placed on identifying the
ergonomically unsafe behaviors among the dynammstcoction activities. Specifically
in this experiment, one of the goals was to idgrttie working behaviors such when the

subject was bending (or lifting) with heavy load®. demonstrate how multiple sensing
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technologies can assist the evaluation processrgnemic behavior, synchronized
tracking and physiological data were fused. An ysialof the signal propagation pattern
between heart rates and posture angles providasoaddl reasoning into the subject’'s
behavior.

Safety guidelines for manual material handlingesté reduce the strain on the
back, a subject should maintain a posture of theeupody as vertical as possible when
lifting or placing heavy loads” [175]. No furthefficial statement has been made on
what constitutes a safe bending angle (most likglge a detailed determination depends
upon a variety of factors, including work enviromheand a subject's physical
characteristics). In this experiment, the subjectaterial handling activities are classified
into two categories: safe and unsafe (see FigureTd@ individual in this figure was not
a subject in the study.

Figure 60 Safe and unsafe work tasks

Using data from experiment 2 (Task No.2), FiguresBaws the histogram of the
posture angle. The average (and coincidently dlsontedian) bending angle is +15.5

degrees. Quite a few of the posture angles wererobd at negative level, which was
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due to leaning backwards and eventually also thepestof the subject’s torso and
placement of the PSM immediately underneath thengat. Subsequently, a +25 degree
posture angle for the body torso was utilized tstidguish bending from standing. A
further but important distinction is whether thebjget carries a load while bending.
Angles less than +25 degrees without or with logdraferred to safe standing/walking
activities of the subject. Angles greater +25 degrerith a load are considered unsafe
lifting/placing activities. Angles greater +25 degs without carrying a load in the

subject’s hand(s) are again safe activities.

150+ .

100 -

50+~

Number of Observations

-40 -20 0 20 40 60 80
Posture Angle [degree]

Figure 61 Posture angles from PSM data.

While a subject is conducting physically demandaagvities such as lifting and
placing loads her/his heart rate is higher thamadly. According to rules set by NIOSH
(2007), material handling with up-right body postis safe. A histogram of the subject’s
heart rate while the bending angle exceeded 25edsgis shown in Figure 62. Two
Gaussian distributions were differentiated. Onethagmean at 91 bpm (beats per minute)
and the other at 106 bpm. The higher the heartvaltee is, the more oxygen a subject
consumes. High heart rates in this experiment winectly associated with a subject
carrying a load. The two Gaussians connect at 98, bphich implies the transition
between bending with and without load. The threshads set slightly higher to 106 bpm

to differentiate safe from unsafe lifting/placingtions.
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Distribution of the heart rate when bending angle > 25 degree
50 [ [ 1 1 1 1 [l [l il

Number of Observations

60 70 80 90 100 110 120 130 140
Heart Rate [bpm]

Figure 62 Heart rate from PSM when posture angleare greater than 25 degrees.

Defining and applying only a heart rate threshatobably would not account for
other factors that influence the heart rate, foareple, subject fatigue or very fast
transitions between work activities. Therefore,adtgrn analysis for heart rate changes

was performed.

The signals of both heart rate and bending angla 80 seconds observation
period are shown in Figure 63. Two types of thetyp@sangle peaks can be noticed. One
with local maximum value greater than +25 degrée®$hold), which always represents
the motions observed in the installation zone atiogrto the video. The other one has a
local maximum smaller than +25 degrees. It repissdre activities performed in the

material zone.
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Figure 63 Comparison between posture angles and dm rates.

Several changes in the heart rate pattern can tbeedahat correspond to the
subject’s posture angle: (1) the posture angle® imrmd to be lower than the threshold
value when high heart rates were observed (tima &pan 1,000 sec. to 1,100 sec; the
subject might have already been tired due to tp&llgachanging motions); (2) both the
heart rates and posture angles were found at delesl or less than the threshold value
(time span from 1,030 sec. to 1,050 sec.; whicHiesghe subject’s torso was in vertical
up-right position and recovering to the normal ailon); (3) the heart rate maintained at
a high level while the posture angle increasesexgeds the threshold value (time span
from 1,100 sec. to 1,125 sec.; which indicates mmnohotions with loads; the heart rate
maintained at a high level because the body wasegovered from the previous motion);
and finally (4) rapid increments were observed athbheart rate and posture angle
(associated with several seconds delay: time spam 1,045 sec. to 1,052 sec.; and
simultaneously, time span from 1,105 sec. to 14€®); these also demonstrate bending
motions with loads). The first two patterns havearheate and posture performance

values indicating safe behavior. The last two pasieelate to unsafe work behavior.
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An additional consideration to analyze PSM datahtnige the analysis of the
slope change of heart rate values. The changirg(sédpe) of the heart pulse when the
subject bended more than 25 degrees consistsad tbolated peaks: the first one is at 0
bmp/min, the other two peaks were at 1.2 and -infi/tmin. The first peak implies that
the subject’s heart rate is maintaining, which @atits no physical action or idle status.
The other non-zero peaks are symmetrically aroure first peak representing the
transitional period of the subject’s heart ratenfrthe idle status to physical active status
or the other way around. Since this research facussafe behavior related to workers
bending with heavy loads, the positive peak (1.2nfopin) on the changing rate is
utilized to differentiate a physically demandingitdang from normal activities.

7.5.4 Localization of the Unsafe Behaviors

Fusing the heart rate data and the posture data R®M provides the capability
of differentiating safe from unsafe material handlactivities. The next step was to fuse
and visualize the spatio-temporal data.

Experiment No. 1

Trajectory and PSM information of one subject perimg a concrete wall
installation are shown in Figure 64. The weightath concrete block was 23 Ibs. The
distance between assemble and disassemble of walbiout 12 meters. The blue color
in Figure 64 represents the walking paths of thgesi between the installation and de-
installation areas, and to/from the rehydrationaar€he location where the subject
squatted safely is shown in green. The red colowots unsafe bending/lifting events
with a heavy load.

- 148 -



\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ 1o}
i | I | | | | —
| | | | | | |
c
| | | | | | | S
| | o | | | | =
| | T | b ©
| | | =
L ——. = -
| c 9
= o
| 5]
o o
| 2 c
| c O
| g N
Ny c____1___ e |
i | ) | B ™~
: ” | B : 3
e w
I I m I £
| P e | |
L___|S|____ o @ L ___al____ ] ™
o
I o o g I - |
() =
| L I £ 0 | 1S |
I [ IO N I E= |
| = & | I3 |
! 3 .
- -0 | - - - - - L2 .w‘R\ “““““ 1.—
| = | | =] |
—_ @©
| | I I [ I
I I I I 2 I
>
| | | | | = |
| | | | | e |
L 1 1 1 1 1 1 [T}
© N [ce} < o © N oY
« ~ — — — h
[w] A
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ [t]
r r - I | | | =
| | | | | | |
| | | | | | | c
| | | | | | | il
| | ("= K
o o -
T b -
"
| .mm
| 9]
| o g
S~
| c O
! = 2N
[ S A A R N R &~
| = | =
I o £ I 2
| o 5 8 I <
I £ S 2 I
k=] £
L il22cmt---- T ™
| o O o m | | c
I S Bm =6 ! I ks)
| 2L o 3 IO N I ®
I S © C [ I I &
I = »n O = | | -
[ \\\L\L.NF\\L \\\\\\ - __ ,.\M\R \\\\\\\\\ -
| | | | | |
c ©
I oo = I I = |
°
| | | | =S |
| | | | [ |
| i | | | 3 |
L 1 1 1 1 1 1 [Te)
© N © < o © (3 oY
N N — — - D

X[m]

I
I
=2 |
=
= I
s I
i A e e iy Bt
= O |
o L
o ®© I
Q5
g 2 ,
= O |
T [ A B D
I I
o I I
I I
I I
I I
1 1

26—
221 -

18f-----

18f -

10

6

ol

2

i

|

|

, o

, £

S N = N T N S VA B
| g9

| %B

| 2 0

| T T

| = 0

[ N Y R S D SR
| | | | | |

| a | | | | |

| | | | | |

| | | | | |

| T | | | | |

L | L | | | L

© N © < o © o~ N
~ ~ — - =1 )

X[m]

Figure 64 Experiment 1: Localization of safe and msafe material handling motions.

During the 62 minute long experiment, 105 ergonaithycsafe and 93 unsafe

motions were automatically identified and mappedufe 65 shows the analysis of all
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unsafe bending/lifting events over the observatiore. The unsafe events indicated in
red color relate to labor (install a concrete w#iat is physically very demanding and
leads to exhaustion. Manual video analysis confirrtteat the subject followed more
frequently safe bending practices at the beginointpe work shift. The guidelines were
followed when handling heavy materials during thretf8 minutes of the experiment.
Although the observation time was too short to fatatistically significant results for an
increase in unsafe acts over time, the number sdifienlifts slightly increased towards the
end of the work shift. Fatigue may have playedla keading to more unsafe lifts at the
end of the shift.
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Figure 65 Experiment 1: number of unsafe bending\er time.

As the algorithm automatically found, the subjedtydrated only once at the 59
minutes into the experiment, and since the work tesl already been completed, spent
the remainder of the observation time at the rediyain station. The subject did not take
any other break(s).

Experiment No. 2

Trajectory and PSM information of another subjestfgrming a floor installation
are shown in Figure 66. The blue line represenés walking paths of the subject.
Access/exit points to/from work zone areas (Al A, rest station, dehydration area,

and material storage areas (S1 and S2) are alpbigadly visible. Locations where the

- 150 -



subject squatted safely are shown in green whenesafe lifts/placements of heavy load

are represented in red color.
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Figure 66 Experiment 2: Localization of safe and msafe materials handling
motions.
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During the 45 minutes long experiment, 79 ergonaitjcunsafe motions were
automatically identified and mapped. Figure 67 shtlwe analysis of unsafe bends over
time. Although the observation time was again thorsto find statistically significant
results, the number of unsafe lifts seemed to besistent during the work shift. The
subject went once to the rehydration station atiyutes into the experiment. This visit

indicates that the work task was physical demandimjexhausting the subject.
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Figure 67 Experiment 2: number of unsafe bending\er time.

Experiment No. 3

This experiment included two subjects, one instglland one deinstalling floor
materials while they were sharing the same stoagas. Figure 68 and Figure 69,
respectively, show the graphic representation efttavel locations of the subjects, and

their safe unsafe material handling motions.

During the 1 hour and 30 minutes long experimedrg, algorithm identified and
mapped 284 ergonomically unsafe motions for suljaetand 84 for subject two. Figure
68 and Figure 69 show the trajectory informatiosubjects to/from work zone areas (A2
and B2), rest areas, dehydration area, and mastdedge area (S1, S2 and S3). Green
and red color marks show the location where thgestisquatted safely and unsafely,

respectively.
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unsafe material handling motions.
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Figure 69 Experiment 3 — subject 2 (installing madrials): location of safe and

unsafe material handling motions.

The analysis of unsafe bending over time for bathjects is shown in Figure 70

and Figure 71, respectively. Both subjects hadistergly unsafe bending throughout the

observation period. A difference though is in tmeqtiency of unsafe bending acts.

Although the deinstallation work task that Subjggberformed was very similar to the

motions of Subject 2 who was simultaneously instglthe floor system, Subject 1 had a

significantly higher number of unsafe bending tl8ubject 2. Focused education and

training on subjects (e.g., construction workem)ld potentially resolve such behavior.
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Compared to experiment one and two, both subjects ihore frequently breaks (at least
two) and rehydrated at least three times. Thesakbrevere separated roughly evenly
over the work task period.
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Figure 70 Unsafe lifts over time (Subject 1).
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Figure 71 Unsafe lifts over time (Subject 2).

Additional resultsto the experiments

A tabular analysis for all three experiments wasndtmted to identify the

“hotspots” which present the largest occurrences eojonomically unsafe lifts.
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Comparison is only possible for experiment thredctvthad more than one subject

involved.

According to Table 9, most of these unsafe bendoayrred in zone A2, B2, S2,
and S3. These were the locations were concreteritponaterial was either to be stored,
removed, or installed. Any of these work areas @dod improved by providing elevated
work platforms, for example, the storage areasdbel elevated in the future to allow a
subject (worker) to easily grab or place material.

Table 9 Number of unsafe bending per subject andevk area.

Al | A2 | B1|B2|S1|S2|S3|R1|R2|R3|Total

Experiment 1: 57 | 45 0 102
Experiment 2: 43 | 29 4 | 3 0] O 79
Experiment 3: Subject 1 48 9411977145 1| O 284
Experiment 3: Subject 2 35 16| 5|15/ 11| 1| 1| 0O | 84
Experiment 3: Both Subjeq 83 1101 24|92 | 56 | 2 1| O | 348

Secondly, improvements to work environment requiuether attention. Area S1,
in particular, had relatively small numbers of Uedaending. The reason is that light and
small plastic pedestals were stored in this aréayTnay not cause as much damage to
health over time as would occur when heavy materiplaced/lifted. However, even this
work area could be elevated to decrease the tirsabjact is required to squat. Instead of
a wooden palette on the ground a forklift tempdydifting or a fixed palette at raised
height might be installed.

Table 9 summarizes the number of unsafe bendingteveerformed by the
subjects in each experiment and by specific wodaatn experiment 3, a significant
difference in the number of automatically detectedafe bending (squatting) motions
between Subject 1 and Subject 2 can be noticede&ubne performed a total of 284
unsafe bending acts while subject two only had Bg.explained previously, proper

education and training might be provided to Subjet stop unsafe bending.
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7.5.5 Validation of UWB/PSM Data Fusion Approach with Video Camera
Data

The detecting of unsafe/unhealthy material handiangvities was validated
through a manual analysis of the video data thaewecorded for all three experiments.
The analysis of work activities using video senasdground truth. The results from the
video were also divided into two categories: safé ansafe bending. Results from video
and UWB/PSM data were compared against each atheoriclude on the error rate of

the developed automatic ergonomics algorithm.

The comparison of video and UWB/PSM data is shawhkigure 72. The figure
shows four confusion matrices (one per experimadtsubject). These matrices present
adequate validation of the comparison. The horaladitection of each confusion matrix
describes the ground truth observation using mamitatpretation of video camera
footage. The vertical direction of the matrix shosafe/unsafe bending the algorithm
automatically detected. The diagonal elements efriiatrix represent the true positive
cases (squat performed safely) and the true neg@ouat performed unsafely) for both
video observation and UWB/PSM algorithm. The noagdnal elements indicate the
number of false positive and false negative casgsidentifications). On average the
data fusion approach of UWB and PSM performed ateuwletection of unsafe bending

with an average success rate of more than 90%.

False positive cases were due to rapidly changosjupes. The utilized PSM
technology yet has to be adapted to constructieir@ment and may not have always
reported a subject’s heart rate precisely. A typgsample for such an event is when a
subject performs several unsafe bending acts iera short sequence of time (basically
one after the other, also called rework or adjustmerk to the same concrete block).
As the subject does not carry a load during thersg:¢time of bending, but the heart rate
is still elevated (the body has not recovered yap,developed algorithm interprets the

PSM signal as another unsafe bend.

The false negative cases are another type of egpresenting situations where
the algorithm considers an unsafe lift as a saféiamoThis error occurs because the
PSM recordings of a subject are always slightlyagedl (up to one second) during

physically very demanding activities. A typical exale is when a subject bends and lifts
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a heavy load, then very rapidly stands up, and svalkay. As the subject's torso angle is

high at the moment of the lift, the heart rate migfil be slow.

Evaluated by algorithm (ldentified)

Experiment 1

Evaluated by algorithm (ldentified)
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Figure 72 Results validation by comparing manual Meo data analysis to the
approach of fusing UWB and PSM data.

These two types of errors can be reduced by céhigréhe physiological factors
such as heart rate for each individual. Usefulredsthe developed approach may also
depend on improvements in technology, for examgiésting PSM technology has not
been configured to suit construction industry aggilons. Measurement error can also be
solved by increasing the data collection frequeacg adding a physiological response

function to compensate for signal delays. Since uljest's physiology response
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mechanism depends very much on the individual,ilit ve a future research task to
develop a uniform model that fits most users indbestruction industry. Further study is
necessary on the developed rules, such as thenslaip of bending angle and heart rate,

thresholds, and their interactions to preciselyiiie ergonomic hazards.

7.6 Conclusions

Rapid technological advances such as Ultra Widel§aidB) and Physiological
Status Monitoring (PSM) technology have facilitatetbnitoring the position and
physiological status of construction personnel.difranally, data from these sources
have been independently used and eventually arthtgzimfer about the status of entities
being observed. However, data collected from varigaurces can be integrated with the
goal of achieving a higher level of knowledge. Whpossible, the capabilities and
benefit of fusing the data from multiple sensoiguiee further study, which is the aim of
this investigation. Using a set of experiments emteld in an indoor facility, this paper
demonstrated that UWB and PSM data can be fusadttonatically identify and localize

the ergonomic related unsafe working behaviors.

The results show that current technology is satiefdy reliable in autonomously
and remotely monitoring subjects during simulatemhstruction activities. Partially
validated through video analysis, these resultgesigthat data from these sources can be
successfully fused to augment real-time knowledfecanstruction workers’ status.
Nevertheless, the selected monitoring technologlesw limitations that have to be
addressed to fully validate the proposed algoritRor. example, the bending threshold
utilized to differentiate the squat from normal fawe is ambiguous because of
constraints in the existing technology. Therefdhe connection between the bending
threshold and the performance of the PSM in dynaiti@tion requires further study. In
summary, the present work showed that potentiaktcoction applications of some

technologies lie in the integration of various tealogy-specific data sources.
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CHAPTER VIII

AUTOMATED TASK-LEVEL ACTIVITY LEVEL ANALYSIS

Knowledge of workforce productivity and activityasicial for determining whether a
construction project can be accomplished on timel avithin budget. As a result,
significant work has been done on improving ancessisig productivity and activity at
task, project, or industry levels. Task level praduaty and activity analysis are used
extensively within the construction industry forrigas purposes, including cost
estimating, claim evaluation, and day-to-day projemanagement. Nevertheless,
assessment of task level productivity and actiarsy mostly performed through visual
observations and after-the-fact analyses even thastgdies have been performed to
automatically translate the construction operatiotata into productivity information
and to provide spatial information of constructioesources for specific construction
operations. This chapter presents an original agmio to automatically assess labor
activity. Using data fusion of spatiotemporal andrkers’ thoracic posture data, the
authors have developed a framework for identifyamgyl understanding the worker's
activity type over time. This information is usegerform automatic work sampling that

is expected to facilitate real-time productivitysassment.

8.1 Introduction

As several researchers reported, productivity enabnstruction industry has been
declining over the past decades [191][192][193]]19Phese analyses, however, are
based on assembled measures from multiple govetathregencies (e.g., Census Value
of Construction Put in Place, BLS work-hour datagd 8EA structures deflation index)
and do not regard the broader concerns regardiagaticuracy of such productivity
measures [195][196][197][198][199][200]. Up to tgglathe aggregated productivity
performance is not measured for the most part [20 to the lack of suitable and
sustainable approaches to accurately and autoryatioanitor the actual activity and

work output. In addition, an aging and decreasioigstruction workforce magnifies the
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effects of these issues on the predictability addpictivity performance. Before the
economic recession, the construction industry etffegmployment to approximately 8%
of the total civilian employed population in theitdéd States of America [202]. However,
after losing about 2.5 million jobs during the resien, the construction industry
workforce only accounts for about 6% of the totalmestic employment [203]. In
addition, recent studies have highlighted thatrdwession has produced another effect:
the construction industry workforce is aging beeawsrkers are delaying retirement
[204].

As workforce productivity is a major aspect in detming whether a
construction project can be accomplished on timé waithin budget [205][206], an
effective and timely approach to productivity mamagnt is crucial to the success of
construction projects and construction companieseX@ensive literature on construction
productivity has confirmed the importance of thesencepts to the success of
construction projects and companies. Productivégeasment has been found to be
crucial in (a) supporting prompt and informed dieis to avoid productivity loss or
enhance the productivity in ongoing operations [2(l7) assessing project performance
for internal and external benchmarking [208], am) ¢reating a basis for future
improvement [209]. Even the introduction of leanoguction techniques to the
construction industry while de-emphasizing the foou productivity improvement [210]
has heavily relied on productivity analyses to ssdbe effectiveness of lean construction
approaches [211].

Due to the characteristics of the construction sty the productivity of this
industry can be assessed at three levels: tagkechrand industry level [212]. Task level
focuses on single construction activities, suchst@sctural steel erection or concrete
placing. Task level productivity is used extenswvelithin the construction industry.
Different construction tasks are combined at thagqut level. Obviously, different tasks
imply different inputs and/or outputs. Thus, iniscessary to use adjustments to combine
the individual task productivity. At the highest noulative level, industry-level
productivity comprises data from all the individyaiojects. The productivity indices
calculated by the Bureau of Labor Statistic (BLS§ @&xamples of industry-level

productivity performance measurements. Such indeast for industry sectors like
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manufacturing. For reasons stated by [195][196], BhS, however, currently does not

maintain a productivity index for any sector of the&. construction industry.

Productivity assessment at each level can be peeidrand reported in several
separated ways. Each serves as an independent foetuinderstanding the productivity
performance. For example, the majority of metrecagsess the productivity performance
at the task level are single factor measures klaiéh labor productivity. However, a
standard and universally accepted definition oragiqu of productivity assessment does
not exist in the construction industry. Traditiorsproaches for productivity analysis
includes project-level information systems, diredbservation methods and
survey/interview based methods [92]. The applicatmf these methods has been
constrained by its limitations, including the higlost of performing manual data
collection, the risk of interfering with activitiasnder observation, and the tendency to
produce inaccurate data. Moreover, these meth@sastly manual intensive, so they

result in delayed information analysis and exchdBdé][215].

Current practice strongly relies on historical protibn rates to develop estimates
for future projects, but the accuracy of thesengsties highly depends on the steadiness
of the assumptions while requiring a comprehensig@agement of productivity records.
Whereas on-site productivity analyses provide irtgodr information necessary for
timely jobsite decision-making, changes in workércomposition are expected to
produce uncertainties in historically-based promuncestimates. Hence, there is a need
for data collection and processing approaches wioatid produce real-time automated

productivity assessment.

Gathering relevant data that represent the perfocmaf construction operations
is crucial to measure productivity [92]. During thmast decades, cutting edge
technologies have been introduced and used to tlagsefficiency level of engineering
and design operations of construction projects. igreasing number of information
sources is today available for data collection andlysis, including remote sensing
technology that allows for autonomous and remot& dallection of construction
resources. Data collected from various sources lmanntegrated with the goal of

achieving a higher level of knowledge about thetiestbeing observed [146].
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This paper presents an original approach to autoaligt assess labor
productivity. Using data fusion of spatio-tempasad workers’ thoracic posture data, the
authors have developed a framework for identifyargd understanding the worker's
activity type over time. This information is utiéid to perform automatic work sampling

that is expected to facilitate real-time produd¢yassessment.
8.2 Background

8.2.1 Definition of Productivity

Previous researchers have identified numerousrathat can affect the success
of projects. Despite the vast quantity of idendfiactors, four parameters are usually
agreed upon as the most important for determinuggess of a project: cost, quality,
time, and safety. However, obtaining the expectedlity, cost, and time is strongly
related to the achievement of the expected prodtictirherefore, productivity is widely
used as a performance indicator to evaluate camitruoperations throughout the entire
construction phase.

A consensus regarding a common productivity dedfinitas well as standard
productivity measurement techniques has not besgchesl by the construction industry
or academia [216][217][218]. A common measuremémpiroductivity describes the ratio

between the outputs of a production process ogenpiuts, which is defined as

Physical @itput (Unt)
Labor ($) + Equipmen{$) + Materials($)

Factor Prauctivity= (Eq.8-1)

Nevertheless, the selection of how to define impubutput is strictly related to
the scope of the measure itself and, frequentl{hecavailability of data. In general, it is
possible to define Single Factor Productivity (SBPMulti Factor Productivity (MFP)
[216][217][218]. SFP, which is also known as parfector productivity, requires the
ratio between a measure of output (e.g., grossvatlded) and a measure of one input
(e.g., number of man-hours). In computing MFP, \whis also known as total factor

productivity, several parameters (e.g., labor, nete equipment, energy, and capital)
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are considered simultaneously as inputs that infleehe output. Factor Productivity is
an example of MFP.

Since it is relatively difficult to measure totactor productivity on a typical
construction project (the utilization of equipmemtd materials often remain relatively
constant from one project to the next), insteadsafig MFP, partial factor productivity is
widely accepted for productivity assessment [1Z%]cording to the Organization for
Economic Co-operation and Development [219], lgivoductivity is the most frequently
used, followed by capital-labor MFP, and capita), (lkbor (L), energy (E), materials (M),
and services (S) MFP (i.e., KLEMS). This paper daddghe labor productivity metric,
which is defined as the number of work hours neargs® complete the unit of physical
outputs [220]. As is shown in equation (Eq. 8-2)e tlabor productivity does not
explicitly consider the cost of labor.

Work_hours

Labor Prodictivity=— :
Unit of Plysical Ouput

(Eq.8-2)

8.2.2 Productivity Assessment Method

At the end of the 19th century, Frederick W. Tay$parted theorizing about
scientific management (i.e., Taylorism). Since theaveral productivity assessment
methods have been created and adopted within th&traction industry. In particular,
methods can be grouped in two main categories: Uetwity Measuring Methods
(PMMs) and Productivity Improving Methods (PIMs)MRIs’ goal is to measure
productivity performances for internal and/or ew&dr benchmarking. Examples of
PMMs include the Method Productivity Delay Model PRAM) [221], the Construction
Industry Institute (Cll) site-level labor produdty assessment [222], the XYZ model
[223], and the Construction Productivity Metric &m (CPMS) [208]. PIMs aim to
evaluate how effectively equipment and workforcéization are managed. Many PIMs
rely on the motion and time study theory, includife) time studies (also called
stopwatch studies); (b) questionnaires and intervige.g., questionnaires for craftsmen
or foremen; Foreman Delay Survey, FDS; Craftsmaesfonnaire Sampling, CQS); and,

(c) activity/work sampling.
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Work sampling technique, which utilizes alternatifgisson process, has been
widely used to understand the characteristics wbek process in industrial settings. In
the construction industry, this technique is impdeed as an indirect method to measure
activity level and productivity. Another PIMs exalmps activity analysis, which is the
evolution of the practice of work sampling [219]h€T activity level is defined as the
percentage of time that craft workers spend on dicpéar activity [219]. The
productivity is therefore represented by the dinwork time rate, which is shown in
equation (3). In fact, measuring work rate is @ same as measuring productivity. A
strong relationship between these two factors loadeen fully established yet. There is
some evidence from case studies though that suggestweak to strong
relationship. Reasons for this lack of a strorigtienship are the influences of rework,
turnover in the labor pool, and of poor work plarn{224]. Compared to the traditional
work sampling technique, the activity analysis teghe includes significantly more
detailed observations and is able to provide moescudptive assessment of the
effectiveness of the utilization of craft worketishe, and can continuously identify the
areas for productivity improvements.

Direct Wolkk Time Rag = Time of Drect Work (Eq.8-3)
Total Worl Time

8.2.3 Available Sensing Technologies for Productivity Measurement

Even though several existing productivity measurgnmethods can generate
useful information to improve construction actiegi [207], many of these methods
present severe limitations [67][214][215][225], lmding being manually intensive,
involving human judgment, and being ineffective providing timely and accurate
control data. Thus, it is reasonable to assume db&imated productivity assessment

methods can be very beneficial for the construatiolustry.

With the development of new information and sensednnologies, it is possible
to provide a steady and reliable data stream o$tcoction process. Video recording of
construction activities is now commonly used argl bienefits have been extensively
studied [226][227][228]. However, the process ofnomly review video-recordings is

inefficient. To overcome this limitation, a videoterpretation model, which formalizes
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key concepts and procedures from the video witbimstruction domain, was developed
to automatically translate the construction operetidata into productivity information
[214]. Nevertheless, automated image and videogreaation requires advanced pattern
recognition and computer vision techniques wittia tonstruction context [67]. A four-
dimensional (4D) reality model based on photogragis is implemented for automated
construction progress monitoring [229]. Automatéslon tracking techniques have also
been studied to provide spatial information of d¢ongion resources for specific
construction operations [93][230][231].

Despite of the advantages and achievements of wsilegp cameras, it is still a
challenge to monitor multiple targets in the hacehstruction environment in real-time.
Besides vision technology, sensor-based trackinghni@ogies show potential
applications on assisting automated work samplimg noaterial installations [60].
Selection of one patrticular tracking technology elefs on the application area, signal
quality, data stream provided, and the calibratequirements [232]. Ultra Wideband
(UWB), as an active Radio Frequency Identificati®#ID) technology, employs a tag-
to-reader approach [76], which allows recordingatan data of multiple resources
(worker, equipment, and material) in real-time. &esh has demonstrated that a
commercially-available UWB system is able to previdccurate real-time spatio-
temporal data of construction workers, equipmeidt @aterials, while the tracking error

in a harsh construction environment was less tladirahmeter [146].

8.2.4 Data Fusion Applicationsfor Construction Engineering

Data fusion is a technique that combines data frouitiple sources with the
purpose of achieving refined identity estimates aridrence [183][184]. Data fusion
applications span a very wide domain [190] inclgdmilitary command and control,
robotics, image processing, air traffic control,dical diagnostics, pattern recognition
and environmental monitoring [186][233]. In constian engineering, data fusion has
been studied for automated tracking of material87]1 for the identification and
localization of engineered components [60], andtlier analysis of site operations [93].

Moreover, the implementation of Real-time Locati®ansing (RTLS) technologies in
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combination with Physiological Status Monitors (P§Mwas used for analyzing

ergonomic performance of construction tasks [232].

8.3 Objective and Scope

By integrating data from real-time location sens@RTLS) and thoracic
accelerometers this study attempts to continuoashess task activities of construction
worker(s). The goal of this research is to autontha&e process of activity analysis by
fusing information on body posture and positionfagtors of repeated manual material
handling activities in construction environmentfieTfirst objective is to automatically
identify and characterize the various site geometnelated to different activities
including work zone, material zone, and rest zombe second objective is to
automatically measure the direct work time ratecbynputing the time lapse of both
productive and non-productive activities includiwgench time, material time, traveling

time and rest time.

This study is limited to fusing information from avgpecific sensing technologies
(UWB and PSM). All tests were performed in a coltdab study environment. Working
activities that were recorded with UWB, PSM, anded camera technology occurred
indoors and on the same elevation level. This stadyses only on the labor productivity
measurement. All the working activities associate the construction personnel,
especially, those involved in heavy load lifting.

8.4 Methodology

To date, research efforts have not explored thenpal of fusing real-time data
on construction location tracking and posture ttomnate activity analysis of multiple
targets. This paper proposes a data fusion apptoafththis gap. To test this approach,
the authors designed several working scenariogeméated material handling activities
involving multiple workers. The goal of this paper achieved by integrating and
analyzing the location data and thoracic postuf@rination of the workers. The
automated data analysis methodology is shown irowachart in Figure 73. The
methodology consists of three major componentsa gagparation and site geometry

identification, activity identification and sampginand productivity analysis. Further,
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two trained raters accomplished a manual activiglysis based on the experiment video
recordings to verify the automated data analystsiracy level. A description of manual

activity analysis protocol is here provided:

» Work: the participant is performing the assignedstrnuction task within a work

zone (e.g., assembling the deck).

» Material: the participant is handling constructimaterial within a material zone

(e.g., picking up supportsftiles).
» Travel: the participant is moving between, mateaal rest zones.

* Idle: any activity that is not work, material, oravel (e.g., staying inside

work/material zone with free hands, re-hydratiradking, and checking PPE).

Activities Identification and Sampling

User Defines Activity Zones
(Zone type, Zone location)

Automated Zone
Identification
Spatial Data

Clustering
Work Samplin
Data Interva’T ¢
Synchronization Workers |

(e.g. 5 minutes) Zones?

Data Collection
(UWB and PSM)

Data Filtering

Generate Next WOrk
Productivity Sampling
Analysis Interval

A
Report i

Analyzed?

Statistics of Trajectory Activity Level

Cycle
Determination

A
A

Information Based on Estimation Based on
Productivity Analysis Spatio-temporal Data Time Spent in Zones

Figure 73 Flowchart of automated activity analysisand productivity measurement

by reasoning the workers’ spatio-temporal data angbosture status.
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8.4.1 Data Preparation and Site Geometry | dentification
Data Collection and Filtering

This approach is tested in an indoor environmegit lad a simple site layout and
lacked major obstructions. Therefore, a commeiscialailable UWB localization system
is utilized to monitor the real-time spatial anchporal information of the participants in
the test case. The UWB system consists of a ceptaglessing hub, several receiving
antennas and active RFID tags as signal transmitidre location of the UWB tag is
automatically triangulated by computing the Timestance-of Arrival (TDoA) of the
received radio frequency signal from multiple UW&eivers. The UWB tags are placed
on the helmets of the participants for locatiorckiag purpose, as well as at static

positions to identify special site geometry, inchgdmaterial, work, and rest zones.

A commercial PSM system was employed to autonongaarsdl remotely monitor
the posture of the participants. The selected systeequipped with a wearable 3-axial
thoracic accelerometer. The three-axial (vertitafleral and sagittal) accelerometer is
used to generate the participant’s posture measuneim Vector Magnitude Unit (VMU).
VMU is measured as a portion of the gravity acegien (g), which is used to derive the
participant’s thoracic bending angles from the ®&agravity-compensated value
calculated over the previous 1.008 second epoch.dEnived bending angle becomes a
scalar with positive and negative values, where degree represented the vertical right-
up posture.

The location tracking and thoracic posture datahef participant is collected
separately, while both data streams carry noises tiu various data collection
mechanisms. The noises of the spatial data cotldayethe UWB system may result in
unexpected outliers of travelling speed, whichaswkd from the first differential of the
spatiotemporal data. Since the traveling speedrmaies the moving status of the
participant which directly link to the result ofedtification of the participant’s activity
type, it is necessary to smooth the UWB signals @mdove the unexpected outliers.
Thus, the location tracking data are filtered wdtRobust Kalman filter [146]. The UWB
data error analysis as well as PSM/UWB data symehation has been explained in
detail in [232].

- 169 -



I dentifying Work, Idle, Travel, and Material Handling Zones

The UWB tracking system is setup based on a knaeal ICartesian coordinate
system established at the workface. Several tdatetezones represented by polygons
are initially identified by the user based on the Ryout and work plan. The task-related
zone categories include work, material handlingl, @st zones. Since the site layout may
change as work activities advance, zones need aptat match the participant’s
spatiotemporal pattern accordingly. Filtered spat&a are implemented to dynamically
update each zone’s geometrical properties (locarehshape) by reasoning the workers’
moving statuses. Whereas zones were initially definy the user, each zone’s location
and shape may change over time, and a new zondavayto be assigned. For example,
an initially defined material zone may shrink andtlermore disappear when the
materials inside the corresponding area have ba@aopwved; or a new rest zone has to be

defined if a worker takes frequent stops in thedi@af traveling.
Data Synchronization

Since the PSM and UWB systems monitor the workviiets on two different
aspects and independent timelines of the same iexgret; the attributes of the location
tracking and posture information have to be fugeing these two data streams requires
the data to be synchronized. As a network camemsa wtitized to visually record the
experiments, the temporal information from bothsses is synchronized to the video
time. The two data streams are then transformedr{eiampled or up-sampled) into a

uniformed data log frequency to perform data fusing

The synchronized data streams from UWB and PSMossrae fused through
probabilistic inference. A fuzzy representationingplemented to define the results of
spatiotemporal reasoning and activity status rdaagonThe spatio-temporal status is
therefore described as “inside” or “outside of ang® and the activity status is
represented as “bending” and “walking”. The likelitdl function using Bayesian
approach is computed at a specific reasoning sigtas a given data synchronization

function, such that
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|_| P(A |Srl1(ew)P(A |Scl)ld Sjld)

(A |SiaSia) =5 (Eq.8-4)
[P(A IS
k=12
where Sf is new datum from sensok, Sf, is old datum from sensok, and

P(A, | S;4S;q)is the prior estimation in the previous data synofration mode!.

8.4.2 Activity Sampling
The fused data stream including location and pesattributes is utilized to

assess the work activities based on defined datgsyqgules. In order to achieve an
accurate work activity assessment, it is crucialébne a set of proper activity categories,
which must suit the need and the objective of thdysand the feature of the work tasks
that are being monitored. In addition, the deficatkgories must be able to involve all
activities that might be observed. In this paplee, activities are sampled into four work
categories: direct, material handling, travel, ate. Then the activity sampling
characterizes the proportion of time that the pgrdint performed on specific activities.
This process uses a two-step reasoning mechanigatiogemporal reasoning and

activity reasoning.
Categorize activities by spatiotemporal reasoning

The fused data stream is firstly queried on theialpand temporal aspect. The
geometrical relationship between the participantagectories and the updated zone
definition is checked, and the relevant data ateaeted such that the location tracking
data are intersected with zones. Three zone tyjgeassigned by the user including work
zone, material zone, and rest zone. TrajectorieReoparticipant presenting inside zones

are classified and characterized with specific zype.
Categorize activities by activity status reasoning

The extracted location tracking data that intersétht various zones are further
reasoned by the thoracic posture of the particigatatying in a specific zone will not be
identified as a corresponding activity unless aiomthange of the participant’s thoracic
posture status is observed. The fused data are dlassified and characterized with

identified activity status including working, trdireg, material handling, and idling. The
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identification of direct work activity requires thehaviors of the participant to meet two
criteria: the participant has (1) to be presenthi@ work zone; and (2) to have a high
posture angle. Activities in the work zone with mgit posture will be considered as
either traveling or idling according to the pamp@nt's moving speed. Similarly, the
material handling activities are identified throutje posture status and movement of the
participant inside and/or outside the specific Zorkor example, the trajectories outside

zones are regarded as traveling or idling accorttirtje moving speed.

8.4.3 Productivity Analysis

As the activity type has been identified, the woykle information such as the
start time, end time and the duration that a padid conducts each identified activity
can be determined. The activity level, which isresented by the rate of direct work time

versus total time (equation 8-5), can be theredotematically computed.

To be noticed, the estimated direct work time (atpiation 8-5) computed by this
approach might be an over-estimation of the aciotVity level due to the accuracy of
activity identification. Under the approach adopiedthis paper, a work activity is
determined from the participant staying inside Wk zone while assuming a possible
working posture. This approach cannot accuratefntify whether a participant is
actually performing the work activity or mimicking For instance, a participant could
bend down inside the work zone while waiting mateto be delivered. Whereas this
should be recorded as idling, the approach wouklead record it as direct work.
However, inaccuracy of visual observations is etguto be higher due to a combination
of inconsistent judgment of the work activity agasters and individual rater’s test-
retest subjectivity. Therefore, the activity leveéasured by the proposed approach can

be utilized as the upper bound of the actual cass) that

Time of Icentified Direct Work
Total Time

EstimatedDirect Work Time Rag¢ =

> Actual Direct Work Tme Rate= Time of Drect Work (Eq.8-5)

Total Time
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8.5 Experiment and Results

The researchers designed a set of experiments asuree and analyze the
productivity performance of several crafts whenytbenduct repeated material handling
activities. Experimental data were used to testpgreposed approach, and results are
presented in this section. This section also ptesiae work cycle information that can

be generated from fusing location tracking andahierposture data.

8.5.1 Experimental Setting

A total of three experiments were performed to $atesuconstruction tasks. These
experiments were conducted in a controlled indoarirenment without major
obstructions to avoid risk of interferences in pnepagation of the wireless signal. Figure
74 shows a layout of the experimental testbed. Acuigtion of these simulated

construction tasks is also provided:

» Experiment No.1 (assembling a raised deak)e participant assembles a deck
using plastic supports and 16-lb concrete tilese arstallation area and two

material storage areas.

» Experiment No.2 (building a wall)one participant builds a wall using 23-lb

concrete blocks; one installation area and onenmastorage area.

» Experiment No.3 (assembling and disassembling sedadeck).one participant
disassembles a deck and store material, anothgcipant uses this material to
assemble a raised deck in a different work areaembling and disassembling
are dependent activities; two storage areas usetolbly participants and two

installation areas used separately.

Three simulated construction tasks were perfornmethé same space using a
similar experimental layout (see Figure 74). Foidew cameras were installed on the
perimeter of the experimental area. The first twgpegiments were conducted
simultaneously, since the two participants workefdasately without interfering paths.
The experimental layout for the first constructtask (right on Figure 74) consisted of an
installation area, a disassembling area, and arialatéorage bay area. The layout for the

second task was slightly different from the finsthich had two material storage areas
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containing concrete blocks and plastic footingse Third task had interaction of both

participants in the entire work area.

Experiment 3
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Figure 74 Experiment settings.

The participant’s location and thoracic posturéustas monitored by a UWB and
a PSM system. The error of the UWB system was redild using three specific spots
with known coordinates. Three additional UWB tagghwnultiple frequencies (one 60
Hz and two 1 Hz) were placed on the same spoteasetlrence tag was located. All tags
maintained stationary during the error calibratidine three reference tags collected
206190, 2495 and 3050 data points, respectively dVverage error to each tag was
0.28m, 0.31m, and 0.27m, respectively. The errgp@ated with standard deviations
was 0.16m, 0.35m, and 0.12m, respectively. The cbedperrors demonstrated that the
UWB infrastructure layout in this experiment seaftihad capacity to provide reliable
location tracking data. This technique confirmedvorus research that indicated that a

uniform location estimation error distribution da@ observed within the coverage area of
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UWB receivers [146]. In further experiments, thésgs supplied ground truth data to
moving UWB tags inside the experimental setting.

In addition to the location data that were gatheogdUWB, the participants’
variation in posture status was determined by aelamometer. The accelerometer was
embedded in a PSM device that was mounted on d bk#sthat a worker wore. The
utilized PSM system had also the capability to gram live data wirelessly through a
USB radio receiver, which was connected to a daggihg PC. The PSM’s data stream
included data from several sensors, including eettaxial (vertical, lateral, and sagittal)
accelerometer, with which the device generatesptmticipant’'s default activity data
measured in Vector Magnitude Unit (VMU, which isamared in portion of the gravity
acceleration: g). The participant’s instant postde¢a are derived through the PSM
system’s built-in module using readings from theederometer. The posture data carry a
scalar with positive and negative values, whereeQree represents vertical right-up
posture(s).

8.6 Results

This section demonstrates the results of the &gtievel estimation and the work
cycle analysis from the three experiments. Expeninido. 1 and No. 2 were conducted
by a participant whereas two participants were Ivew in Experiment No. 3. This last
experiment was designed to assess if the propgsgeach was able to analyze the
productivity performance of multiple participantBurther, this section presents the
manual activity analysis output and compares ithwite automated activity analysis
estimation.

Experiment No. 1

In experiment 1, the speed distribution of the ipgrant was fitted by two
Gaussians with the mean at 0.19m/s and 0.91m/shendtandard deviation at 0.01m/s
and 0.11m/s, respectively. The two Gaussians mtirft. 60m/s, which was set to be the
speed threshold to distinguish the participant’svimgp and stationary status. The speed
threshold was utilized to classify various taslatetl zones. In Figure 75, two work
zones (Al and A2), two storage zones (S1 and 8#&)tvao rest zones (R1 and R2) were
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clustered from the trajectory data. Four typesativdies including direct work, traveling,
material handling, and idling were classified frdire fused data. Their paths and

locations are plotted in Figure 75.
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Figure 75 Experiment 1: results of classified actities of the first participant.

Table 10 to Table 15 show the results to the fiesticipant in experiment 1. The
tables include number of trips between zones (€aple 10), total and average duration
of the trips between zones (e.g., Table 11 anderan), total and average traveling
distance (e.g., Table 13 and Table 14), and avdrageling speed (e.g., Table 15). The
diagonal elementsg, (i) in each table represents the corresponding irdbom when the
participant stayed inside the same zone. The nagedial elementi,(j) of the matrix

represents a cycle from zont|.

Table 10 represents the count of traveling cyclesray specific zones, which
exposes the travel pattern of the participant. Tragel pattern is determined by the
layout of the experimental settings as well asdégigned work plan. The values in the

non-diagonal elements in Table 10 represent trgpuéecy that that participant traveled
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from the origin (row) to the destiny (column), avide versa. To be noticed, the diagonal
elements of the table have significantly greaténevéhan the non-diagonal elements. The
high value in the diagonal element in Table 10 duzsmean that the participant entered
and exited the same zone very often. Instead, ahees in the diagonal elements of this
table represent how many times the participant $elodvn to perform related work such
as installation, de-installation, and picking up tenmgls. In this experiment, the
participant bends down 65 and 66 times to instatemals in work zones Al and A2,
respectively. This participant stayed a total sééntimes ({R1, R1}=1 and {R2, R2}=2)
in the rest zone to take breaks.

The graphical interpretation of Table 10 in FigudEeis a bit more difficult. Table
10 shows that the participant travels from A2 tod®2e, but in Figure 75 the only path
entering zone R2 is from Al. As a matter of faleg participant starts traveling from A2,
passes through Al, and eventually arrives at R&ZeSihe participant does not stop on
the route and the algorithm computes a new cyclg when the participant changes
kinematic status, passing through a zone withocapsng will not be identified as an
entering or exiting activity. Therefore, in thisrpeular instance, the participant traveled
from A2 to R2 and not from Al to R2.

Table 10 Number of stays within one zone and numbef travel cycles between

zones.

Number of cycles [No.] A1 | A2 | S1| S2| R1| R2
Al 65| 3| 12|43
A2 3166|1235 1| 1
S1 13| 13| 2§
S2 42| 35/ 1| 8(Q
R1 1 1
R2 2

Table 11 and Table 12 represent the total and geetaration of the trips that the
participant made between zones. Similarly to Tallle the diagonal elements have
significantly greater value than the non-diagoraients, since they represent the total
time that the participant spent in each specifivezo
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Table 11 Total time spent within a zone and travatg between two zones.

Total Time [MM:SS]| Al A2 S1 S2 R1 R2
Al 15:25| 00:28| 01:42| 02:40
A2 00:29| 14:26| 00:46| 04:15| 00:12| 29
S1 01:34] 00:44| 01:33
S2 02:34| 03:57| 00:08| 03:17
R1 00:06 00:33
R2 03:42

Table 12 Average time spent within a zone and traling between two zones.

Avg. Time
[MM:SS] Al A2 S1 S2 R1 R2
Al 00:14| 00:09| 00:08| 00:04
A2 00:09| 00:14| 00:04| 00:07| 00:12| 00:29
S1 00:07| 00:02| 00:04
S2 00:04| 00:07| 00:08| 00:03
R1 00:06 00:33
R2 01:51

Table 13 and Table 14 list the total and averageetrdistances between zones.
Non-diagonal elements that represent the movememteen work zones and material
zones such as {Al, S1} and {Al, S2} have relativéligh values, which could be
interpreted as long traveling distances. Sincezthmes are relatively small, these high
values stem from small movements (e.g., small sigps back and forth) a worker
performs inside a zone. Additional distance ermight be added from UWB reading
accuracy (e.g., UWB tag positions on helmet migliven more frequently than if
installed on the worker's belt) and tag refreste rét.g., 60Hz vs. 1 Hz). Since the
participant spends most of the time inside a zonthis experiment and UWB location
data were collected at 15Hz, the cumulative measuiazel distance inside a zone over a
longer period is therefore higher than expected.
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Table 13 Total traveling distance within a zone athbetween two zones.

Total Traveling

Distance [m] Al A2 S1 S2 R1 | R2
Al 279.25| 33.65 | 105.77 132.82
A2 32.26 | 254.14 33.04 | 259.86 6.65| 20.35
S1 112.60 34.63 | 37.96
S2 139.84 255.52| 6.59 | 88.87
R1 6.74 4.73
R2 46.01

Table 14 Average traveling distance within a zonand between two zones.

Average Traveling

Distance [m] Al A2 | S1| S2 | Rl | R2
Al 4.30| 11.22 8.81| 3.09
A2 10.75| 3.85 | 2.75| 7.42| 6.65| 20.35
S1 8.66| 2.66| 1.46
S2 3.33| 7.30] 6.591.11
R1 6.74 4.73
R2 23.00

Table 15 Average traveling speed within a zone araketween two zones.

Average Traveling Al A2 | s1] s2| R R2
Speed [m/s]
Al 0.37|1.19| 1.06| 0.87
A2 1.14| 0.36| 0.74| 1.03| 0.53| 0.69
S1 1.14/ 0.79] 0.52
S2 0.91| 1.07| 0.84| 0.51
R1 0.88 0.15
R2 0.23

Table 15 shows the average travel speed of theiparits during the experiment.
The speeds on the diagonal elements of the tablsigmificantly smaller that on the non-
diagonal elements. The low speed is caused byattigtat the participants do not move

very often inside specific zone when certain tasksh as direct work and material
handling are conducted.
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Figure 76 Result of automated work sampling for eery 5 minutes (experiment 1,

Participant 1).
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Figure 77 Result of manual work sampling (Experimat 1, Rater 1).
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Figure 78 Result of manual work sampling (Experimat 1, Rater 2).

Results of the automated and manual activity arsafgs experiment 1 are shown

in Figure 76 to Figure 78. Table 16 presents therage difference and the standard

deviation of the differences between the automated manual activity analysis. The

activity level of the participant is assessed eveminutes, which is represented by the

ratio of direct work time to the observation tinia. this experiment, the productivity

level maintained at 50% for the most of the experital period, and it decrease at the

end of the experiment due finishing up the work arnadnger rest.

Table 16 Average and standard deviation of the dérence between automated and

manual activity analysis (Experiment 1).

Rater 1 Rater 2
Work | Material | Travel | Idle | Work | Material | Travel | Idle
Average | g 100 130  -4.0% -3.79 0.9% -1.2%  -0.1%  0.3%
difference
Stand. dev.of , o, 5300 3706 4206 3.4% 25%  41%  6.3%
differences

Experiment No. 2

The same analysis method was repeated for the desgeriment. The results to

the second experiment are plotted and listed imrEig9 to Figure 82 and Table 17 to
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Table 22. In Figure 79, a user marked the initiarkvzones (B1, B2, and R2). The

developed algorithm automatically identified twodagnal zones (Idle Zones 1 and 2)

based on the trajectory analysis. Both of thesezwes were clusters that corresponded
to speeds of the participant that were slow. Thaver hull to each of these zones is

represented by a series of ordered nodes, whiledhsecutive nodes form a polygon.

Entering the polygon triggered the data recordorglie particular zone. In this particular

case, the slow speed and no direct work activitthese zones indicate either a rest or
idle zone. Manual analysis of the video recordiogsfirmed this observation.

No material handling activity was observed (seaif@@0). Since the work tasks
of the participant is to de-install the concretedkl from one work zone and use the same
materials to install another concrete slab inside other work zone, the algorithm

determines both activities as productive work.
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Figure 79 Experiment 2 — work zones and trajectoss of travel cycles of the second

participant.
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Table 17 Number of stays within one zone and numbef travel cycles between

Zones.
Numberof | o) | 5y | Ro |11 |12
cycles [No.]
B1 108] 98 | 1| 1
B2 98 | 118 1
R2 32
I 1 3
2 1 3

Table 18 Total time spent within a zone and travatg between two zones.

Total Time
[MM:SS] Bl B2 R2 11 12

Bl 11:03| 17:51| 00:38| 00:10

B2 18:51| 08:31 00:04
R2 02:23

11 00:07 00:53

12 00:13 00:21

Table 19 Average time spent within a zone and beeen two zones.

Avg. Time
[MM:SS] Bl B2 R2 11 12

Bl 00:07] 00:11| 00:38| 00:10

B2 00:12| 00:05 00:04
R2 00:05

11 00:07 00:18

12 00:13 00:07

Table 20 Total traveling distance within a zone ash between two zones.

To'gal Traveling B1 B2 R? 11 12
Distance [m]
B1 218.81| 1239.8839.84| 8.10
B2 1224.03 261.43 3.34
R2 34.87
11 7.37 9.21]
12 10.78 4.03
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Table 21 Average traveling distance within a zonand between two zones.

Avg. Traveling B1 B2 RO 11 12
Distance [m]
Bl 2.03| 12.65 39.84| 8.10
B2 12.49| 2.22 3.34
R2 1.09
11 7.37 3.07
12 10.78 1.34

Table 22 Average traveling speed within a zone araetween two zones.
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Figure 80

Avg. Traveling
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Bl 0.52| 1.15] 1.05| 0.86
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R2 0.38
11 1.06 0.19
12 0.86 0.28
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Result of automated work sampling for esry 5 minutes (Experiment 2).
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Figure 81 Result of manual work sampling (Experimat 2, Rater 1).
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Figure 82 Result of manual work sampling (Experimat 2, Rater 2).
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Table 23 Average difference and standard deviatioof the differences between the

automated and manual activity analysis (Experimeng).

Rater 1 Rater 2
Work | Material | Travel | Idle | Work | Material | Travel | Idle
Average | ;.00 NA  0.7% 0.7% -10.0% NA 9.7%  0.3%
difference
Stand. dev. of

4.6% NA 4.0% 5.0% 5.4% NA 4.4% 5.2%

differences

Experiment No. 3

The results of the activities that were automaljcaletected of the two
participants in the third experiment are plottedrigure 83 and Figure 84. Two work
zones (A2 and B2), three material zones (S1, S8.S4), and four rest zones (R1 to R4)
as well as the corresponding activities in andetwieen them were identified. The two
participants worked as a team. While the firstipgorant’s duty was to de-install material
from one work zone and deliver the material tosterage zones, the task of the second
participant was to use the material available atstorage zones to install a floor system

in another work zone.

Table 24 to Table 30 list and compare the stasisgicthe work cycle from both
participants. Numbers to each participant aredistethe tables. Both participants were
conducting activities simultaneously. Data analysisnilar to the previous two

experiments can be conducted.

Data in Table 24 show how often the participants/edi in a work zone. For
example, Participant 1 stayed in A2 99 and in B2 fihes. Similar information can be

generated to any of the zones.

Table 25 can be analyzed in the following way: Padipant 1 spent less time inside a
work zone, because the task was material removal fich was quick and easy to do).
The time spent on traveling from one zone to anothes therefore significantly
higher than the ones of Participant 2. In contrastParticipant 2 who had to

accurately install the floor material and had to beconcerned of the quality of the
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final product significantly spent more time in thework zones. For example, adding
the values in

Table 25 for work zone A2 and B2 for Participantanid 2 equals to 11 minutes
and 32 seconds and 32 minutes and 36 seconds,ctigshje The travel time of
Participant 1 to areas S1, S3, S4 equals 26 miranes31 seconds, while Participant 2
spent 10 minutes and 52 seconds traveling to time saeas. Other data in the table can

be calculated and used for travel cycle analysis.

Table 26 to Table 29 relate to travel speed anmies within and to each zone.
As previously explained, some values in these $alden become more useful for
practitioners than others, e.g. in assessing wodklyztivity, site layout, ergonomics
analysis. Many more applications exist where swedhriology could be applied and
become useful, e.g., how often do workers takeufred) breaks.
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Table 24 Number of stays in one zone and number thvel cycles between zones.

Number of Cycles [No.] A2 | B2 |S1|S3|S4/R1|R2| R3| R4
AD Participant 1 99 20 74
Participant 2 | 233 11| 86 1 2
B2 Participant 1 11519 | 82
Participant 2 1 |254| 15 91 4
s1 Participant 1 16/ 17 391 | 2| 2| 1
Participant2 | 14 | 20 | 35
s3 Participant 1 83 88 1
Participant 2 | 86 90
sS4 Part?c?pant 1 76 1 88
Participant 2 91 95
R1 Participant 1 77 2
Participant 2 3 4
R? Participant 1 1 1 1 20
Participant 2
R3 Participant 1
Participant 2 4 2 6
R4 Participant 1
Participant 2 1 1

Table 25 Total time spent within a zone and travetg between two zones.

Total Time [MM:SS]| A2 B2 S1 S3 S4 R1 R2 R3 R4
AD Part?c!pantl 06:38 01:04 11:37
Participant 2 | 15:11 00:38| 05:07 00:39 00:22
B2 Participant 1 04:5400:56| 12:54
Participant 2 | 00:03| 17:25| 00:36 04:31 00:56
s1 Part?c?pantl 00:48 00:58| 01:18| 00:15| 00:50| 00:15| 00:07
Participant 2 | 00:47| 00:58| 01:31
s3 Participant 1 12:11 02:00 00:39
Participant 2 | 05:23 03:18
sa Participant 1 | 13:06 00:11| 02:27
Participant 2 05:34 03:40
R1 Participant 1 01:2000:10
Participant 2 00:23 03:45
Participant 1 | 00:08 00:07 00:03 09:33
R2 the
Participant 2
R3 | Participant 1
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Participant 2 00:27 00:05 02:03
R4 Participant 1
Participant 2 00:11 02:11

Table 26 Average time spent within a zone and traling between two zones.

Avg. Time

[MM:SS] A2 B2 S1 S3 S4 R1 R2 R3 R4
A2 Participant 1| 00:04 00:04 00:10

Participant 2| 00:04 00:04| 00:04 00:39 00:11
B2 Participant 1 00:0800:03| 00:10

Participant 2| 00:03 00:04| 00:03 00:03 00:14
s1 Participant 1| 00:03 00:04| 00:02| 00:15| 00:25| 00:08| 00:07

Participant 2| 00:04 00:03| 00:03
s3 Participant 1 00:09 00:02 00:39

Participant 2| 00:04 00:03
s4 Participant 1| 00:11 00:11)| 00:02

Participant 2 00:04 00:03
R1 Participant 1 00:1200:05

Participant 2 00:08 00:57

Participant 1| 00:08 00:07 00:03 00:29
R2 —

Participant 2
R3 Participant 1

Participant 2 00:07 00:03 00:21
R4 Participant 1

Participant 2 00:11 02:11

Table 27 Total traveling distance within a zone ash between two zones.

Total. Traveling | > | B> | 51| s3 | s4 | RL| R2 | R3 | R4
Distance [m]
A2 Part?c!pant 269.81 69.12 933.20
Participant | 454.93 37.44| 311.98 22.65 17.29
B2 Participant 297.85| 60.83| 1037.57
Participant . 3.16 |546.72| 40.71 290.63 44.28
s1 Participant 52.37 68.03| 51.68 16.49 60.48| 14.62 7.72
Participant .| 47.25 | 53.21 | 51.41
s3 Participant 999.10 118.08 38.48
Participant .| 309.18 129.11
sS4 Participant | 1057.24 17.12| 139.21
Participant . 332.32 150.14
R1 Part?c!pant 31.70| 10.16
Participant . 23.11 47.86
Participant 9.22 7.49 3.84 200.71
R2 o~
Participant .
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R3 Participant
Participant . 28.19 3.83 27.8(
R4 Participant
Participant . 11.29 25.8¢

Table 28 Average traveling distance within a zonand between two zones.

Avg. Traveling | 5 | B> | 51 | s3 | s4 | RL | R2 | R3 | R4
Distance [m]
AD Participant 1 2.73 3.46 12.61
Participant 2 | 1.95 3.40 | 3.63 22.65 8.65
B2 Participant 1 259 320 12.65
Participant 2 | 3.16 | 2.15 | 2.71 3.19 11.07
s1 Participant 1 | 3.27 4.00 133 16.480.24| 7.31| 7.72
Participant 2 | 3.38 | 2.66 | 1.47
s3 Participant 1 12.04 1.34 38.48
Participant 2 | 3.60 1.43
sa Participant 1 | 13.91 17.12| 1.58
Participant 2 3.65 1.58
R1 Participant 1 453 5.08
Participant 2 7.70 11.96
Participant1 | 9.22 7.49 3.84 10.p4
R2 —
Participant 2
R3 Participant 1
Participant 2 7.05 1.92 4.63
R4 Participant 1
Participant 2 11.29 25.85
Table 29 Average traveling speed within a zone araketween two zones.
AVg. Tr?r‘r’f/’g]”g Speed n> | B2 | s1| s3| s4 | RL| R2| R3 | R4
A2 Participant 1 1.08 1.10 1.35
Participant 2 | 0.58 1.01 | 1.08 0.59 0.81
B2 Participant 1 119 112 1.34
Participant2 | 1.04 | 0.65 | 1.20 1.20 0.89
s1 Participant 1 1.10 1.18 o0.80 113 1.20 1/00 1,23
Participant2 | 1.04 | 0.94 | 0.62
s3 Participant 1 1.37 1.04 1.00
Participant2 | 1.00 0.72
sS4 Participant 1 1.36 1.68 1.01
Participant 2 1.11 0.75
R1 Participant 1 047 1.01
Participant 2 0.99 0.22
R2 Participant 1 126 1.14 1.28 0.41
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Participant 2
R3 Participant 1
Participant 2 1.05 0.78 0.25
R4 Participant 1
Participant 2 1.08 0.20

Participant 1 took four breaks during the experim@ee Figure 85). The total
resting time was over 7 minutes in a work task thak about 90 minutes. More than 70%
of the time was spent on traveling since the padrm’'s duty was to deliver materials to
the storage areas that the second participant Uibeddirect work time rate was therefore
significantly smaller than in any of the two prewgoexperiments. Manual study of video
material and in particular measuring the times fist participant was traveling
confirmed this observation.
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B Work m Material Travel mldle

Figure 85 Result of automated work sampling for eery 5 minutes (Experiment 3,

Participant 1).

Figure 86 shows the direct work rate of Particip2nin the same experiment.
Since both participants were conducting the adtisiait the same time, a correlation of
the productivity performance can be noticed bydbmparing the results with the direct
work time rate. At the beginning of this experimeRarticipant 2 (installing material)
had to wait more than 40% of the first time segnfenhis team member (Participant 1)

to set up the materials. Participant 1 (de-instglimaterial) took two breaks during the
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20-25 and 76-70 minute time segments since limitederials were available for de-
installation (or in other words, Participant 1 cdeted the first de-installation task within
approximately 22 minutes). Based on the informationFigure 85 and Figure 86,
Participant 2 had significantly more bending tagkperform and took more frequently
breaks. The reason is very likely the intense efitistallation work that Participant 2 had

to perform.
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Figure 86 Result of automated work sampling for eery 5 minutes (Experiment 3,
participant 2).

Results of the manual activity analysis for Papticit 1 and 2 are shown in Figure
87 to Figure 90. Table 30 and Table 31 presenttleeage difference and the standard

deviation of the differences between the automatetimanual activity analysis.
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Figure 87 Result of manual work sampling (Experimat 3, Participant 1, Rater 1).
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Figure 88 Result of manual work sampling (Experimat 3, Participant 1, Rater 2).
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Figure 89 Result of manual work sampling (Experimat 3, Participant 2, Rater 1).
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Figure 90 Result of manual work sampling (Experimat 3, Participant 2, Rater 2).

Table 30 Average and standard deviation of the dérences between the automated

and manual activity analysis (Experiment 3, Partigpant 1).

Rater 1 Rater 2
Work | Material | Travel | Idle | Work | Material | Travel | Idle

Average 0.8% 0.0% 41% -49% -1.5% -2.4% 9.5% -5.6%
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difference

Stand. dev. @

) 4.5% 3.0% 15.3% 18.4% 4.6% 3.4% 15.8%  19.49
the differences

Table 31 Average and standard deviation of the dérences between the automated

and manual activity analysis (Experiment 3, Partigpant 2).

Rater 1 Rater 2
Work ‘ Material| Travel ‘ Idle Work | Material ‘ Travel ‘ Idle
Average 15% -1.1% -0.8% 03% -1.7%  -43%  8.0%  -2.0%
difference
Stand. dev. @

8.5% 2.6% 7.1% 14.8% 8.6% 2.6% 10.1%  16.39

the differences

8.7 Conclusions

Previous research has found that remote and rapmsdiregy such as Ultra
Wideband (UWB) and Physiological Status Monitoril@SM) technology can
effectively facilitate automatic monitoring of thmosition, posture, and physiological
status of construction personnel. However, thesbn@ogies have not been used to
improve productivity and activity assessment. Piddlyp, data from these sensing
technologies can be integrated with the goal ofeaihg a higher level of knowledge of
work productivity and activity performance. Thispea describes results of a study that
was designed to test the capabilities and benéfitsing the data from these sensors.
Using a set of experiments conducted in an indamilify at the University of
Washington, this paper demonstrated that UWB andl Rfata can be fused to
automatically identify the dynamic zones associdtethe work activities as well as to

categorize the work activities for the purposeaivity assessment.

The results show that current technology is satiefdy reliable in autonomously
and remotely monitoring participants during simethtonstruction activities. In addition,
the authors have found that data from various sgrsburces can be successfully fused
to augment real-time knowledge of constructionvégti(and potentially productivity)
assessment, which would reduce, if not avoid, thertsomings of traditional visual
observation and estimation of productivity ratebe Toutput of the proposed approach

could be used by contractors to evaluate the maximagtual production against the
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planned production as a way to automatize projeatrol functions and perform true
real-time “productivity and activity assessmentheTreal-time productivity and activity
assessment will enable project managers to actyraietermine the progress of

construction operations and easily share the indtion with all project parties.

Nevertheless, at this time, the proposed approaobniy able to estimate the
upper boundary of the actual activity due to tedbigical constraints, such that the fusion
of the location tracking data and thoracic postieia are not able to provide accurate
information of activity details. Moreover, the appch is currently more oriented to
assess the labor activity that is involved in retpetwork tasks such as assembling work
in prefabrication shops. To ensure accurate andl rggatio-temporal data collection a
more sophisticated sensor infrastructure settingedgiired for large deployment on a
construction site. In summary, the presented wods lshown the potential of
technologies lies in the integration of varioushtemlogy-specific data sources. While
technology manufactures are quickly improving tieel of integration and the richness
of data collected, research as the one describt#dsipaper advances knowledge of data

fusion for construction applications.
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CHAPTER IX

DATA VISUALIZATION FOR CONSTRUCTION SAFETY

AND ACTIVITY MONITORING APPLICATIONS

Data on construction resources (personnel, equignreaterials) as they operate in the
field are vast, but the effort to collect, analyaed visualize even parts of it is hardly
taken. Considering how well the quality of decisiaking can be improved once real-
time data collection, processing, and visualizatieahnology become available, the use
of any such enabling technology becomes a prioggpecially in construction-related
resource intensive operations. Although recent ldgveents in remote data sensing and
intelligent data processing have been made to mp@ht manual data recording and
analyses practices, few data visualization toolscamstruction exist that accept data
from dynamic resources and stream it to a fieldistia real-time virtual reality
environment. This chapter presents a new framewmkfocuses on streaming data from
real-time remote location sensing technology teeal#time data visualization platform.
Results demonstrate that some important constnuctitormation related to both safety
and activity in field operations can be automatigahonitored and visualized in real-
time, thus offering benefits such as increasedasdnal awareness to workers,
equipment operators, or decision makers anywhetbérfield or world.

9.1 Introduction

The distributed nature of construction project infation and the presence of
multiple teams performing on site are well knowareltteristics of a typical construction
project. Communication of essential information agpeonstruction project stakeholders
is considered a key for successful constructionine®ging and management.
Traditionally, an enormous amount of site inforroatihas been communicated among
project team members by means of paper-based dotsinmeluding two-dimensional

drawings or verbal communication. A significantidigincy in the traditional information
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delivery process has been that the project tearatialways in the position to make rapid

and correct decisions because of unavailable affiogent information [234].

For the purpose of making more timely and more teudecision during
construction, at multiple timescales, and for npldtientities, a deeper understanding of
construction activity information is needed in réale and additionally in a visually
appealing format. In addition, it is believed tlamore effective use of gathered and
distributed real-time site information would gerteraew knowledge that can assist
project stakeholders in making more effective affidient decisions on-site or even from

a remote location [146].

Important site information such as the location adnstruction resources
(personnel, equipment and materials), includingrtieer-relationships and temporal
information on specific work tasks, is currently stig manually monitored and recorded
[146]. Such observation tasks require typically exignced observers but many
observations remain error prone as they are véoy lamtensive and subjective. Moreover,
manual observations are made through the viewpmditihe observer and the particular
perspective can often not be shared with a prdgsrn in or near real-time. These are
some limitations of current practices that can bez@ bottleneck for fast and accurate
decision making on a busy construction site. Esplgcilarge capital facility projects
require more oversight, and one of the primary iappbn areas is safety and

construction site monitoring.

Effective construction safety and site monitoriteyisat the front-end of a project.
Several approaches have been taken in the pagiotdicate design and planning of
construction with site organization and layout. Qvesy of finding potential clashes or
hazards is using walkthroughs in virtual realityR)V models. VR is a method of
visualization, aligning the virtual objects withetleal world. Many applications of VR
technology have been found in building science dogeboth project design and
construction operation levels. Immersive VR systats have wide applications in
practice and education of architects, engineeid,cantractors who deal with design and
construction of buildings. The main reason of isgng implementation is that immersive

VR has the unique capability of giving users a seoispresence and scale, as if they
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were observing a realistic world. By immersing thger in a computer generated
synthetic environment, VR learning and trainingeddf an active learning experience
where the user is in control and is required tolbdeate proper actions. VR also
facilitates the understanding of complex constorciprocesses by the interaction within
the VR environment [235].

Tracking and visualizing dynamic resource data infiedd-realistic virtual
environment in real-time has additional benefitsatproject team [146]. For instance,
spatial constraints of a work environment, workbbemselves, and their safety behavior
can be improved once their inter-related risks hbgen identified and are assessed
properly. Such risks often have the origin in thetiwation to achieve higher levels of
productivity that pushes workers to work ‘near #uge’ and beyond the zone of control
or recovery [210]. One alternative is to preventttipg workers in such risky
environments by educating and training designeydanners at the front-end of projects
[114]. As they can eliminate most hazards beforekers are sent into the field to carry
out work tasks, it would be useful for them to hawrmation available what impact
design has on hazards. Monitoring equipment andkevsrin a design model may give
further conclusion on how to design or plan corctom work more safely. Most
importantly real-time safety data visualizationlvaénefit safety engineers and managers
to react in real-time to an accident, and evendioate search and rescue efforts more
effectively. Another potential benefit of real-tindata gathering and visualization is that
data can be documented and used afterwards toligistatiore efficient and effective

safety best practices, education, and training ouksth

This paper focuses on one of the key researcherctgdb in real-time pro-active
construction safety and site activity monitoringatfering and processing construction
resource data in real-time and visualizing relevaatety and activity performance
information to a decision maker in real-time. Aftediterature review, remote sensing
and visualization technologies are introduced thanitor, record, and visualize safety-
critical data of construction resources (personegliipment, and materials) in real-time
and within a realistic and rapid virtual immersivisualization environment. The
developed framework and results to case studi¢mafdbefore the paper finishes with a

conclusion and an outlook for future research.
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9.2 Background in Data Visualization Technology

Many efforts have implemented virtual environmerits the purpose of
visualizing architectural designs and facilitatifilding construction and project
management level. The use of virtual mockups tdaoepexisting physical models by
developing a virtual reality (VR) environment forcaurthouse project was investigated
by [236]. Another study was conducted to descriteeldarriers that impact the practical
implementation of VR, such as management suppedred of business competition,
coordination of design resources and participadioend users [237]. An immersive large
scale VR projection system was developed for stisdenthe architectural engineering
program in order to experience and experiment wWitke-dimensional (3D), full scale
virtual models of construction projects [238]. VIRpéications were also used in an
architectural design studio to coordinate andagu#i student work within a collaborative
virtual environment (CVE) [239][240]. A Virtual Ry Modeling Language (VRML)
[241] was developed to represent the steel strecamd construction equipment with

online project information access.

Visualization technology has been a widely appliedl even in construction
management. Virtual construction allows stakehalderdetect and inspect construction
problems early in the design phase and enablesaocboits to manage projects more
efficiently [242][243][244][245]. 4D graphics for oostruction planning and site
utilization were developed to assist planners tal deith daily activities and site
management [109][246]. Researcher also worked tenlasyout optimization [109]. It is
suggested that a 4D VR model increases the compesadilty of the project schedule
and allows users to detect potential problems ssckcheduling conflicts prior to the
construction [243]. They have suggested that thargr using 4D simulation is likely to
allocate resources more effectively. The use of @BD also assists the planner in
avoiding schedule conflicts, examining constrain@nd evaluating alternative

construction methods.

As the literature review shows, most of the recessearch focused on cost,
scheduling, and the extent of architectural desif.technologies have since then been

implemented successfully in Building Information tkds (BIM) and resulted in
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significant cost savings in particular when applieccomplex projects. To date, there is
little VR research focusing on factors such as-tiea¢ pro-active safety and activity
monitoring, or any analysis that focuses on thestrantion task level. Few have so far
addressed adequate real-time data visualizatiorusaaf it. As other research literature
states “a clear agenda for use of real-time coastn site data collection visualization is

missing” [146].

Real-time safety hazard recognition, reporting, andualization prompted
researchers to investigate these topics at théestagossible stage in the construction
process [51]. Traditional safety hazard identifmatin construction has been using a
combination of site drawings and project schedulgsto today, very often decisions are
being made based on visual site inspection(s).eSfistd drawings are mostly in 2D,
safety managers have often difficulty understandihg spatial constraints in the
environment [247]. The application of VR has so fat been very common at the
construction task level since most VR models asetan simulated data or prerecorded
data. Such models or data cannot represent or depeothe changing nature of a
construction site. In addition, existing VR tooéjuire expert knowledge to handle and
customize the intensive graphical and dynamic aharistics of construction task
modeling [248]. Immersive VR at the operational eevalso focuses on displaying
resources (personnel, equipment, materials, terrbimlding objects) over time.
Researchers formalized a descriptive languagedibtéée automated communication of
simulated dynamic construction scenarios that ¢amalize construction operations in a
3D virtual environment [249]. They also developegnamic 3D visualization and
simulation of articulated construction equipmenigisas a crane or excavator, by using
the principles of forward and inverse kinematic®(JR Their research proposed an
approach to achieve smooth, continuous motion fiai construction resources based
on discrete and simulated information. Recent mebe&vestigated the generic and
scalable techniques to accurately represent 3Domgiaths in dynamic animation of
operations simulated using discrete-event simulatlyy using the VITASCOPE
visualization system [251]. Others presented at¢euemd high-speed animation of

simulated models [252].
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Apart from the implementation in the engineeringgbice, many efforts have
been invested in the application of informationhteaogy especially advanced VR and
VE technologies in building science education sashschool teaching and learning.
Researcher studied the use of digital imagery amdalization materials to improve
student understanding and assessment of civil anldilg engineering by applying
distributed performance support systems of constmicevents in the form of a
visualized electronic course [253]. Others evaldatiee impact of multimedia-based
education on students and found that visualizetf;pseed learning offers distinct
advantages over traditional, instructor-led classrdearning [254]. However, these early
adoptions of VR in education utilized simulatedada&t a simulated environment. A
similar simulated but immersive VR environment wagated by for construction
training and education [255]. This effort showst thaeal-time visualization can enhance
the memory retention and increase the learningsgairthe trainees of learners. Other
researchers developed an attribute-based risk sigatgethod to help designers and
preconstruction planner to identify potential skidoy hazards in the building models
[256]. A preliminary safety rule checker system waseloped to automatically visualize
and identify fall hazards in the existing Buildingormation Models (BIM) [114].

Besides the construction industry and educatiogiglises, VR and VE have
already been widely used in other engineering sielin application of VR tools was
introduced that integrated near-real-time visuélira with publish and subscribe
mechanisms to achieve remote monitoring and coofrdiynamic objects in underwater
construction and maintenance operations [257]. Tnegted a virtual training system as
an integrated system consisting of a training \ligaon suite, an interface model, and
instruction module [258]. Fully immersive trainiemvironments for the manufacturing

industry have received some initial attention.

In summary, one of the important challenges of (ersive) VR lies in the
integration of realistic and real-time field dafdong with spatial information of the as-
built scene, such gathered data sets can becoroe fitiered for errors and processed to
become information, very valuable input parametersVR environments. Tracking a
dynamic object’s 3D position accurately and recoigig orientation is crucial for any
real-time VR applications [259]. Sensing technadsgisuch as Radio Frequency
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Identification (RFID) in combination with Global Bitioning Systems (GPS) or Ultra
Wideband (UWB) are able to provide unique spatiogeral information to construction
resource locations [60][258]. Each of the trackitmghnologies comes with unique
advantages and limitations that have already besrgnized [146].

9.3 Methodology

The main research objective was to create techgolibgt increases the
situational awareness for construction site stakigne of dynamic construction site
operations. The application was safety in outdood andoor construction site
environments. The research scope was limited téoexphe potential of the developed
technology and to see what application it can r@avevorkers-on-the-ground who work
nearby heavy equipment. In order to accomplish thgective, one of the selected
research methods was to collect live field datdysfamic construction resources, filter it
for errors and process it, and finally stream ml4teme valuable safety information to an
immersive virtual reality world that represents thecurate construction site. The
assumption was that any project stakeholder (ecemproperator, worker on the ground,
safety control command) with access rights and wedwdd view live and processed field
data in an immersive VR could make more informedigdens in shorter times and at

lower cost.

To accomplish the research goals, an accurateabpatrld of the construction
environment (e.g. site layout and terrain) wastetasing commercially-available laser
scanning and modeling techniques. The immersivewdRd then integrated data from
real-time location tracking sensors (GPS and/or JWiat collected trajectory data of
resources present within the construction sitesérwvas then able to create safety rules
[5]. And based on the information output, the ussr see and observe results, and even

interact within the immersive world but from a sdfstance.

This research integrated some of the emerging eseising technology that is
capable of collecting live field data from constian resources and a real-time
visualization technology that produces accurate @mely information for distributed
decision makers (stakeholders at all project levaten workers, to equipment operators,

to engineers on site, management and ownershigite}f- The proposed technical
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solution consisted of four central research phgdésiata collection, (2) data processing,
(3) information visualization, and (4) decision nmak and application in the field,

education, and training.

Since different types of information are requirgdviarious stakeholders, proper
selection of data gathering technologies can shlege demands. Based on data from [34],
the scope of this research was limited to proxirsgues between construction workers-

on-the-ground and nearby heavy equipment.

Develop
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( A Create Scenario ( A ( A
Data Accuracy for Activities ‘ Control App. Update Scenario

o ) o ) o )

( Other Sensing A ( A Real-time A
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:
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\(UWB RTS GPS) Model Information knowledge
Data Data . . Decision making
. . Visualization .
Collection Processing Training

Figure 91 Flowchart of real-time data visualizatia.

As shown in Figure 91, raw data were collected gisiommercially-available
location tracking sensors. Aspects to accuracyimptementation are further detailed in.
The gathered spatial and temporal trajectory attedto each of the resources in the field
had to be processed before they were deliverdueifiorm of an information package to a
decision maker. At the same time the data werepgiadly referenced to a terrain model
that was created using commercially-available miadelsoftware. Especially in
construction applications such as safety and he@ét-time feedback is necessary. Since
the scope was limited to investigate initially oplsoximity issues of resources, real-time

data acquisition and processing included a basecset that a user had to provide before
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any information could be visualized. In this casa) close proximity of any two

resources was defined as being closer than a fetersn® the hazard. A hazard was
defined as a worker being too close to equipmeiietow a load that was lifted. Further
alarms or alerts were visualized in the VR shoulg af the pre-defined proximity events
take place. Data were recorded and could be replay@any time, which is especially
useful in education and training settings. Reaktidata visualization was the integral
part of the research. It has the function of badda rich and realistic VR model that can
visualize the extracted information. With the hefgobust data distribution, stakeholders

can make their decision in an interactive immer8RPeenvironment.

9.3.1 Real-time Location Tracking of Resources

There is immense interest and potential in systiaisprovide users the location
of project critical resources (workforce, equipmentterials). Knowing the location of
construction resources and identifying and meaguttie status of work tasks helps to
improve the project (safety) performance. Several-time sensing technologies such as
GPS, UWB, and vision tracking can be implementecbltected 3D/4D (spatio-temporal)
data. However, in most construction tasks, datasasgtered across several systems,
many of which are isolated from each other. Highiated choices of sensor technologies
make the data consolidation and data fusion aeigdl. One alternative is to apply a
protocol that adapts to any data stream. Anotherradltive is to constrain the input data
into a uniformed data pattern even if it comes fdifferent sources, including databases.

The scope of this research was limited to only m&-time data source from a
specific tracking technology. Although any of thentioned tracking technologies could
have been selected to monitor the trajectorie®n$ttuction resources, a technology that
is capable of studying the location of workers,ipment, and materials at the same time
and at high update rates was preferred. Prefer@asamainly given to a technology that
is small in size and can be worn by workers, igaay and reliable enough to withstand a
harsh construction environment, and is capablecofirately and precisely recording the
activities that are associated to the selected vask material handling.

In addition, most of the raw data the sensor ctdldcontains noise that must be

filtered for errors. Furthermore, the performantéhe selected technology was impacted
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by the complex environment of the jobsite. The arghapplied techniques they have
developed in [146].

9.3.2 Visualization in Virtual Reality (VR) World

The VR world applied in this paper uses an effic@data structure called “world
data model”. It consists of a list of entities grdperties designed to represent their real-
world counterparts. The entities are the basic eteraf the virtual world, which involves
scene, surfaces, light, objects, cameras, properétations and labels.

The scene in visualization tools is a collect déifaces and modular components
that define the elements of a virtual environmdftamples are surface, static and
dynamic objects, cameras, lights, and indicatose Burface and static objects are
reproduced based on the application of surveyingnelogies. Laser scanning was used
in the survey of the construction site. The coeatange point clouds were converted to

a triangular mesh. The surface is therefore repteddoy rendered polygons.

The survey of site surface and static objects wasraplished by a set of scans.
Each scan will create an individual scan world \whoontains a large number of point
clouds. Since every scan world has a unique coatglisystem, a registration process is
implemented which connects a set of scan worldsantiniformed coordination, called a
project’s scan world. The integration is derived dyset of constraints, e.g. pairs of
equivalent tie-points or overlapping point cloudistt exist in both scan worlds. The
registration process computes the optimal oveligihaent transformations for each scan
world. The registration is complete when constsgnte matched as closely as possible.
Even though the point clouds are coordinated, #dgstered scan world still contains
several point clouds from scan worlds. Triangulagshes cannot be created across
different point clouds. Therefore, the point cloddsm each scan are unified into one
single point clouds through a unification procels.addition, some features on the
surface such as edges and corners have to beym@sgnen a triangle mesh is created.
Therefore, several polylines termed “breakline” mnplemented to represent a curb on
the edge between different surfaces (see FigureB¥2pklines assist in the generation
and decimation of the mesh in that they will presegeometric features. Based on

specified breaklines and unified point clouds, B Tesh is generated where there are no
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overlapping triangles with respect to the vertidméction. In sum, a surface model was

produced by rendering the TIN mesh that was bralhfpoint clouds.

Breakline

Figure 92 Breakline on point clouds.

Another feature of most virtual environments ishtigg. Light is not always
constant in the real world, but in simulated enwiments it is often directional. Spot

and/or conical lights are widely implemented toresent light in VR tools.

Objects in VR are commonly created using CAD geoynet basic shapes.
Examples can be cubes, cylinders, spheres, and.cGoeplex objects are represented
by using level of details (LODs), whose definitiaronsists of several geometry
descriptions with different levels of detail. Thiene, they are sensitive to proximity of

the viewing camera (perspective of the VR user).

The viewing camera module defines various viewiminis in the scene that
responds to several input devices. A virtual cancarabe attached to any moving objects
to provide multiple vantage points. Relations gopli@d to connect entities in the scene,
which represent the interdependency between elasneaidting in the real world. Several
viewing cameras can be applied in a scene. An ebeampthe distance between two
objects or a projected distance between an objattaasurface. Applied scenarios are
watching from inside of an equipment cabin, throdlgd eyes of a ground worker or

virtual perspectives such as fly-through.

The properties of dynamic objects are updated tiiroa data server which
receives real-time data from the sensing technoldgne data are bond to the various
properties of objects to be visualized. However,sineelevant information is not

explicitly defined in the original data source. ktion-characteristic information of

- 208 -



tracking data from construction resources (peoplgipment, materials) including
velocity, orientation, proximity of two or more @mgces and the frequency that resources
interact with each other, can be derived from liocatracking data. The velocity vector
(direction, orientation, and speed) of resourcesisulated through the comparison of its
current and previous location or if multiple sentsas are deployed on a single resource.
The orientation of object is typically determineid wnultiple sensor tags placed on the

resource.

A label visualizes the result of an algorithm thabcess data to information. An
example related to the scope of the research (mityiis computing the relation of a
distance between several dynamic objects and dimglahe equipment and its
subcomponents. Compared to raw data, the deriiedmation is more valuable for the
stakeholders to make effective decision. Speclfiorithms can be defined by a user and

are discussed later.

A more detailed view of the architecture of the eleped real-time tracking and

visualization system is shown in Figure 93.
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Figure 93 Architecture of real-time data trackingand visualization.
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9.3.3 Real-time Data Distribution

In order to satisfy the information requirement dibtributed project team,
relevant information must be delivered not onhatimcal server but preferably must also
be visualized on a remotely located 3D viewer.efjuires that the data server of the
proposed visualization system has not only the m@eisim of data subscribing and
publishing but also takes advantage of the cuwieatlailable internet and intranet
infrastructure. Figure 94 shows the developed tecture of data collection, distribution,
processing, and visualization. All local informatioan be shared with multiple users via

internet or intranet access.

Real-time tracking
and monitoring

Data subscription COM, RADIO, TCP/IP, etc.

gl
ays

Real-time tracking Data Serial | < ﬁ > | Data Server | < ﬁ ) @
and monitoring u

Information Publish \ HTTP, DCDM, COM, TCP/IP, etc. |

Visualizing control @ @ @ @ @

and applications Local Remote Simulation Control Post-
display observation| |application| |application analysis

Figure 94 Architecture of the distribution of data and virtual world model.

An elaborate world model includes complex statiogtires and dynamic objects,
such as buildings, equipment, materials and pempnvhich assist and improve the
perception and understanding of the constructiten $Vhen the elements of the virtual
world are linked with real-time sensor data, upsldtem sensors must be made available
using a subscribing mechanism and a local real-tiata server. A real-time data server
is responsible for maintaining an accurate reptesen of all dynamic and static
elements that compose the construction site sé&levant information for users such as
resource localization, distance, velocity, acceiena and/or orientation is retrieved from

the local server. The server also stores the j@ssene using an efficient data structure,
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which consists of a list of entities (surfaces,eclg, light, camera, and relations) with

their properties designed to represent the couatenpthe real world.

The publishing and subscribing mechanism allowserotapplication or data
collectors to synchronize updates and query infdonafrom the virtual world model.
Users with internet or intranet access can subsddbany real-time data field being
published. They also receive updates every timenfoemation changes, allowing them
to monitor and log events of the construction Bite a database at the same time they
are taking place in reality.

The information is published to a server and distied to multiple user at both
local and remote location in real-time through tliata visualization module that
facilitates fast and corrected decision making. @pplication allows the operators and
users to observe and interact with the real wortdieh through the virtual environment
that increases the awareness of a distributedgirtgam. Moreover, the users are able to
share and track feedback with the project team.

The virtual reality system can also be applied aseducation, training, and
teaching tool. Real-time visualization helps thaintees and students in gaining an
intuitive understanding of construction site comxfile including potential hazards that
exist. Since all the sensing data published tos#reer is logged, a reconstruction of the
working activities and operations can be accomplisafter it took place in reality and/or
replayed.

9.4 Case Studies

Several experiments have been conducted to testiplementing of real-time
data collection and visualization technology ineliconstruction operations. The
experiments concentrate on proximity relations simulated scene (first scenario), and
working in an outdoor and indoor environment (secand third scenario, respectively).
The first experiment illustrates a common constoncsite scenario. It was simulated
since safety violations on construction site may occur. This scenario was used to
validate that the developed approach would workndulive tests in the field. The first

scenario also helps to explain the procedure #edd from field data collection to the
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real-time visualization world. The focus of thesfiscenario is: a worker is approaching
heavy equipment and walks underneath a load a @ames. The second experiment
shows results to live construction data: a worleeet a hazard of walking underneath an
elevated load. The third scenario records and kisevents in a training sequence for
ironworkers. Data in the three scenarios will bealgred for proximity issues in

construction.

9.4.1 Simulation of Proximity of Worker to Hazards

The method to create the virtual world is illustatin Figure 95. The scene
consists of five major objects: a dozer, a loademorker, a crane with load, and a
building. The scene surface is generated usingt mboud data from spatial surveying
equipment, e.g. a laser scanner. The 3D object Imodgpresent construction site
resources. To each of the resources data are sztofthe real-time data acquisition is
linked via object relations to the 3D object modelBhe relations also allow

representation of safety rules, e.g. too closeipriby
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Figure 95 Visualization of proximity hazards usingsimulated data.

The spatial data are subscribed to the server lamdptocessed information is
published in a 3D viewer. Two preliminary definednderous zones are denoted by
green circles around the static loader and prajefrtam the crane load onto the ground.
The distance between each pair of entities is comtpautomatically from the spatial
data. In this scenario, the calculated distancesshpwn in the labels. When virtual
proximity zones and labels turn red they indicaeese risk to a resource. Both circular
regions maintain in green when all resources atsidei the virtual proximity zone.

Zones switch to red when other tracked objectsag@roaching below a pre-defined
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threshold value that a user has set. The sizergfetaus zones can be defined according
to safety rules or guidelines, e.g. OSHA standardsther best safety practices. Several
incidents are shown in the lower portion of Fig@fe The images show several cases that
a worker or piece of equipment or both are withioxmity to a hazard. Some of these
hazards are overhanging load and being too clogeth@r) equipment. As events are

flagged, alerts can be issued and data be logged.

The trajectory of the resources can be extractenh fthe collected data. The
headings of resources are determined by their tdiagelirection along the trajectories
which change over time. These must be calibratedyws least two spatial points along
the path. In order to determine the heading of madyc object, at least two sensor tags
must be mounted on a resource with a large enoiggande from each other. Location
data to both tags is then collected simultaneoasly therefore the heading information
becomes available by calculating the tangentialeanf) the vector formed by the two
most recent location records.

Another challenge in this model is to simulate dlogvity of the tower crane. The
crane has two degrees of freedom: the headingeo€ridme arm along the base axis and
the elevating of the load. Since data from the tpmsng sensor can only provide
absolute spatial information (same as the derigattv worker’'s heading), multiple
sensors are necessary. The crane structure isrbioicethree major subcomponents (see
Figure 96): crane base, crane boom, and the pattaghed to the boom that connects to
the hook.
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il Sensor 2

Figure 96 Simulation of the tower crane activities

The further discussion of this particular scenassumes that the load does not
swing when the crane boom is rotating. Three seriags are attached on each
subcomponent to collect absolute location datas@etag 1 is attached on the crane base
on the ground level which gives reference locabbthe crane. Sensor tag 2 is attached
on the crane body. The connecting vector betweesosdags 1 and 2 is perpendicular to
the ground which forms a reference axis parall& #xis. Sensor tag 3 is attached at the
crane hook to record the location of the load. [Bleal coordinate has an origin on sensor
tag 1 and the Y axis is randomly defined as the heading direction. The heading of the
crane boom is therefore determined by the folloviorghula:

0Z x OL - 0X

6= COS_l(W) (qu - 1)
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where OL is the vector of crane load.

This scenario has shown the method and potentraflie of visualizing unsafe
proximity event. In sum, proximity of resources darecorded and visualized in real-
time. Risks can be easily defined using proximignes. Warnings or alerts can be
effectively communicated by displaying dangerousiagions in color. The relation
between resources can be quantified and updatedatitally in real-time. Real-time in
this scenario means images in the VR world are tepdavery second at least once.
Collection of real-time location tracking data astckaming to the local server, however,
can be at update rates of up to 60 Hz. A user tem\aew detailed information of
ongoing construction site activities by monitorimdorm any preferred viewpoint in an
interactive manner. For instance, the user’s viaw loe changed from the crane cabinet
and moved to the one an equipment operator hasgsitt the dozer’s cabin. Even the
view of a worker can displayed spontaneously amdukaneously. In addition, the
visualization of relevant information can be pri@ed by a user and limited so that only
the most urgent and most necessary information isplajed. This greatly limits
overwhelming users with too much information.

9.4.2 Visualization of Live Construction Activitiesin a Construction Pit

This scenario presents data that were collectedgulsiser scan and location
tracking technology. The experiment was conductedn active construction pit of a
large capital facility project. The observationa the experiment was approximately
1,800 nf. A commercially-available laser scanner colledtesl as-built-conditions of the
pit including earthwork material, embankments, rdorpvehicles to enter, egress/exit for
workers from the pit, protective safety equipmentls as guardrails, already built
formwork and rebar/concrete structures, and temmpolaydown yard with obsolete
materials. The laser scans were performed afteplailencrane took its position within
the pit to perform several lifting tasks. The paiiduds of all scans were registered and
used to create a virtual scene. A 3D model of theilm crane was designed and placed
in the exact same position as the original locatibrgure 97 shows a photo, the
registered point cloud, a mesh of the scene, amdirtal 3D model before trajectory data
were added to the virtual world.
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a) Live view of construction site

(c) Mesh of the terrain (d) Virtual scene including resources models

Figure 97 Sequence to build a 3D virtual world.

An active Radio Frequency lIdentification (RFID) heology called Ultra
Wideband (UWB) was used to track the resourcedhénpit. The resources that were
tagged were all workers entering the pit, the nebikne and its four outrigger positions,
and any temporary vehicles entering pit. The metihadl was used to tag the resources
was the same as in [146]. The accuracy of thecti@jies of all resources was measured.
Since the error rate of the tracking technology was the focus of this experiment,
results are presented in [146]. The focus, howewas, to take the real-time positioning
data (with up to 60 Hz update rate) of the taggeurces and visualize it in the virtual
world. In sum, positioning data of a rebar and eatpy crew and the activities of a
mobile crane and other vehicles entering/leaving pit were tracked and monitored
using UWB technology.

Each worker from the rebar crew was outfitted vatHeast one UWB tag. Each

tag collected spatio-temporal data and subscribeddata to the local server. Task-
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related information such as position, speed, heattineach resource was calculated by
the server. The processed information was thenighdd to the virtual environment, and

linked to the corresponding 3D model with uniqu@oblD.

The activities of the mobile crane were captureanogjtiple UWB tags. Four tags
were mounted on the outriggers; one UWB tag wasntealion the structural frame of
the crane cabin; and another UWB tag was mountetth@rcrane hook. The heading of
the crane boom was calculated using the locatiodWwB tags on the crane (see Figure
98).

Crane boom
swing direction

® - UWB tags
Heading

____/:/___@_i _____ l___{> Crane azimuth

e
-
e

Figure 98 Determination of the heading of the boorof a mobile crane.

The focus of this experiment was to record and yaealthe behavior of
construction resources in the pit. In particul&asults to proximity events of workers

being close to a crane load are presented next.

The general view of a construction pit is showrFigure 102a. All resources in
the pit are tagged. Their location is known at giyen time. The labels indicate the
distance of the workers to the bottom of the crimael. Turns a label red means the
resource the label belongs to is at risk (e.g.,keobelow or within range of the crane
load). The proximity zone of the crane is yellowamhno warning or alert has been
issued. A virtual partially transparent yellow eyler visualizes the proximity zone of the
crane. When a worker invaded the proximity zonehef crane load it turned red. The
proximity zone of a worker stays green if the warisenot at risk. The proximity zone of

the crane load was set to 2.5 meters; and respggtio 1 meter for workers. Several
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relationships between workers and the crane loag wstablished based. The distance

between the resources were computed in real-tiddadneled in the virtual world.

The visualization environment allows analysis oéi@or visibility. Figure 102b
demonstrates the limited visibility (dark areasp gguipment operator has from a crane
cabin. In the event that a load has to be placéuhbean as-built structure (indicated
through formwork, rebar, and concrete in Figurec)0ghe crane operator can switch in
the virtual world to camera position that allows‘see” the location from an optimized
view (Figure 102d). The same camera view may assisiwer crane operator whose

field-of-view is also obstructed (see Figure 102e).

In another event (see Figure 102f), a worker tniggm alert (proximity area of
crane load and worker’s label turn red) being bedograne load. Other calculations, e.g.
the distance of the foreman to a work gang, cawitealized. The white lines in the

image indicate the distance measurement.

(a) Construction pit — general view

Figure 99 Visualization of terrain, 3D model and eal-time trajectory data in the

virtual world.
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(c) Limited field-of-view of crane operator due to ttrane boom and as-built structures

Figure 100 Visualization of terrain, 3D model andeal-time trajectory data in the

virtual world (Continue).
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(d) Changing the field-of-view in the virtual world @W's a crane operator to “see”

behind obstacles

(e) Limited field-of-view of a tower crane operator

Figure 101 Visualization of terrain, 3D model andeal-time trajectory data in the

virtual world (Continue).
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Figure 102 Visualization of terrain, 3D model andeal-time trajectory data in the

virtual world (Continue).

9.4.3 Visualization of Recorded Activitiesin an Ironworker Training Facility

The purpose of the next experiment was visualitioth the safety performance
and working efficiency of ironworkers in a trainifacility. Skilled crafts arte interested
in boosting their work performance, however, adeahclocation tracking and
visualization technology has yet to be appliedheirt training environment to facilitate
potentially more effective and effective learnidgplying such technology in a training
environment provides several advantages. Examples @apacity to replay work
activities; objective assessment of safety and ywtdty performance; demonstration of
situational awareness; group discussions in live @assroom setting; study of trainee
and trainer performance in complex and dynamic ttoason processes; interaction of
trainees in an immersive virtual world; visualipatiand more engaging feedback for all

training participants and future generations ahgas.

An experiment was conducted in the Southeast Ragivonworker Training
Facility in Atlanta, Georgia. The objective wastest the applicability of the location

tracking and visualization system in a compact mmmnent with the goal to provide

-223-



(real-time) feedback to trainers and trainees. rAfie environment was modeled (see
Figure 103), the spatio-temporal information of th@&nees, crane, and materials was
collected.

Five ironworkers that participated in a trainingsen to connect steel girders and
a trainer were outfitted with UWB tags. Their Idoas were tracked. The ironworkers
(apprentices) were rigging, hoisting, and connegcsiteel girders on a two story mock-up
structure that is located within the training fagil The girders were first rigged to the
crane hook and then hoisted from the material deposa to their final destination. Two
connectors (both apprentices) were tasked to corthe@irders. Two connectors stayed

on the steel structure while two riggers and oma@emoperator walked on the grodadel.
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Figure 103 The real and virtual world of ironworker a training facility.

Similar to the previous experiment, data were arely Data were collected for
the entire time of the training session (total 4ifsd. Algorithms identified close-calls by
measuring the proximity of resources to each otlany one event was found. It is
shown in Figure 104 where a worker navigates beddead. This event was visualized
and presented to the trainer and trainers. Analysis performed to understand how it
came to the close-call. Multiple views were gerestab understand who was at fault and
what the best mitigation strategy would be to aveith an instance in the future.
According to a replay and the visuals, the rigdepged into the pre-defined dangerous
zone from the left, and walked across the dangeaoes. Eventually, the rigger left the
area. The shortest distance between rigger andetiter of the hazard zone was 2.04 m

and the rigger stayed within this dangerous area fotal of 8 seconds.
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Figure 104 Visualization of a proximity case.

The developed algorithm also calculated the timeiranworker apprentice
needed to connect all 14 steel girders in theitrgisession. Although it was not possible
to track and measure the connecting time of maxa tine apprentice, the result for one
connector is shown in Figure 105. The time is shamnthe vertical axis while the
girders are shown on the horizontal axis. Girdexd &ll dimensions and travel and wait
times were excluded from the analysis. The conngdtme indicates a “learning curve”
of the apprentice. At the beginning of the trainsegsion the ironworker needed about
500 seconds to connect the first girder, towar@sehd it is about 100 seconds only.
Participants in the experiment were very interestedechnology and results. The

majority of their opinion-based feedback suppoftether evaluation of the technology.
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Figure 105 Time needed to connect steel girders.

9.5 Conclusions

Although virtual reality (VR) technology has alrgadeen widely used in
construction, limited research has focused on fipdication of real-time VR technology
in combination with emerging sensing. A method rapliementing real-time (location)
data collection and visualization technology in stomction safety and monitoring

applications was presented and tested.

The developed real-time tracking and visualizaggstem contains real-time data
collection, data processing, visualization, and lisppon in live and training
environments in construction. Although the effeetiess of the system was tested,
further analysis to measure its impact on existwogk and training practices are needed.
Relevant information was derived from the collectddta and visualized. The
information represents the state of constructi@oueces and their inter-relations. Such
valuable information was transmitted to other distied decision makers. Stakeholders
were provided with real-time information in an irgetive virtual environment that

enables them to inspect and make fast decision.
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Several experiments of data collection and visatibn have been conducted to
test its applicability. The view provided by the 3flisplay improved situational
awareness of viewers and allowed views from mutiglsource locations in relation to

other resources.

Future research or development may also focus aviging visual warning and
alert mechanisms to workers, operators, or anyradleeision maker. The use of the
gathered data may also lead to shutdowns of equipwreother alert functions, e.g.
(semi-) automated safety data analysis or reporsggtems. Long-term studies to

measure the effectiveness need to be conducted.
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CHAPTER X

CONCLUSIONS AND RECOMMENDATIONS

This chapter summarizes the results of this researd relates them to the research
guestions addressed. The major findings, some dlilmits and future potential are
explained.

10.1 Conclusion Remarks

Applications of real-time monitoring and controtiiof construction site progress
is of both managerial and technological intereft®m a management perspective,
accurate and emerging remote sensing technolodij, avparticular emphasis on real-
time detection and tracking of construction resesrdpersonnel, equipment, and
material), can provide critical spatio-temporal oimhation. Once gathered data are
processed, information has the potential to advaheeunderstanding of construction
processes, for example, the level of safety anddymtivity performance. From a
technical perspective, the development and evaloaif various electronic sensors for
applications in the harsh construction environmestwell as the exploration of their

potential as a valuable aid in project managemenables tighter control of project
progress.

In the first chapter of this dissertation, five @asch questions are raised. These
guestions are addressed throughout the dissertatiooh is summarized as follow:

1. What hazards exists on construction site?

Chapter Il synthesized the historical fatality dataconstruction industry in the
past decades, which indicated that approximateBo 4ff the fatalities were
directly and indirectly caused by worker being pnoxte to various hazardous
conditions. Especially, one of the distinct safptgblems has been identified as
the proximity of workers-on-foot to heavy constiant equipment. Further
revision on safety management technique indicalbed the current operation

level safety measurements are inconsistent, siNgeahd error-prone, since they
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highly rely on manual observation and survey. Tloeeg the goal of this research
is to design, test, and validate new methods thptave construction safety and
productivity measurement for a more sustainablestroation process. A special
emphasis of this research focuses on measuringptbeimity hazards that

construction personals are exposed to various tl@aarconditions, which are

omnipresent in complex construction environments.
. Can technologies be used to reliably collect dedanfconstruction resources?

Rapid technological advances have made it possibleimplement Ultra
Wideband (UWB) real-time localization and trackisgstems in construction
applications. Chapter aims to evaluate the caipiabiland benefits of UWB
deployment. It has been demonstrated that, ird fiekls, a commercially-
available UWB system is able to provide real-tiraealtion data of construction
resources thereby resolving the capability questialidation occurred through
performance measurements utilizing a Robotic T8taltion (RTS) for ground

truth measurements.
. What type of hazards can be detected using rereasrg) technology?

Advanced topographic survey technologies (lasenrsog) have made it possible
to quickly and accurately document as-built condisi. As such technologies
become available they lead to novel solutions ienidying and resolving
potential design and operational issues, includitggation of risks associated to
safe site layout and equipment operator visibil@hapter V demonstrated the
capability of detecting objects from large as-bapttial data sets collected by a
commercially-available laser scanner. This Chapteo located and quantified
the blind spots/areas and spaces based on 3D dataeFor a large construction
setting, multiple scans should be conducted anttergd. After removing the
noise and outliers of the gathered 3D range da¢agdéveloped algorithm detected
the location and size of blind spaces that obstituetfield-of-view (FOV) of a
tower crane operator. This work has also offerelation to utilize trajectories
of workers to identify (unsafe) locations of workdhat are (not) in the FOV of

tower crane operators.
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4. How to detect and measure the interactions betwa&erkers and identified

hazards?

Advanced real-time location sensing and topograghiwvey technologies have
made it possible to quickly and accurately docunspattio-temporal data of the
construction resource and environment. As suchntadolgies become available
they lead to novel solutions in identifying andaleshg potential safety issues,
including human-hazards proximity. Chapter VI destosted the capability of

measuring the workers’ safety performances usinggtiag remote sensing

technologies in combination with date processimipieque. This chapter details
the development of a proximity detection model. I'Sunodel measures the
workers’ performances based on the analysis of ditee geometry, spatial,

temporal, and kinematic characteristics of varicosstruction resources. The
developed model has been tested in three diffeeewironments, and has been
validated by comparing to the video records. Theulte demonstrate that the
model can accurately, consistently and reliablyecketind measure the workers’

safety performance under proximity hazards.

5. How to reproduce the detected unsafe behavior skfaeeinformation among

project participants?

Chapter 1X demonstrated a method of implementiral-tiene (location) data
collection and visualization technology in constioe safety and monitoring
applications. The developed real-time tracking wisdialization system contains
real-time data collection, data processing, vigasilbn, and application in live
and training environments in construction. Relevafatrmation was derived from
the collected data and visualized. The informati@presents the state of
construction resources and their inter-relationschSvaluable information was
transmitted to other distributed decision maketak&holders were provided with
real-time information in an interactive virtual égmnment that enables them to
inspect and make fast decision. Several experimehtslata collection and

visualization have been conducted to test its agpility. The view provided by
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the 3D display improved situational awareness efveirs and allowed views

from multiple resource locations in relation toethesources.

As a summary, the major scientific contributiongtoé doctoral research include

the following:

10.2

This research creates a model that can automateadllyze spatio-temporal data
of construction resources (workers, equipment aatenals), and automatically
identify, evaluate, and visualize their safety,ltteand productivity performance.
This research creates a test-bed to evaluate tifierqmpance of various real-time
tracking technologies when they are implemented hisrsh construction
environment.

This research creates a data processing algorhautomatically detect object
from the large point cloud dataset collected byhti@etection And Ranging
(LADAR) technology, and furthermore identify potetthazards, especially the
blind spaces from the equipment operators’ pergpgeoh construction sites.

This research creates a new measurement to consilyuand consistently assess
hazardous situation that workers are proximateatmus identified hazards.

This research constructs a framework to combinktirea tracking data with a

virtual environment for construction safety monigyr purpose.

Limitations and Future Research

This current research in this dissertation focusepost-time data analysis, which

is not able to provide real-time estimating and mrag of the workers’ unsafe and

unhealthy behaviors. Existing research has disduard tested a RFID based real-time

waning technology [149], but such technology haistaken construction site setting and

movements of construction resources into consideratConnecting this doctoral

research to the real-time warning technology is fimeire direction of developing

proactive safety monitoring strategy.
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Besides, several limitations of this doctoral resedhave been identified on the
data collection, data processing and informatiderpretation stages, which are briefly

listed as follow:

Ultra Wideband technology, as the selected datect@n method, requires the
installation of infrastructure. Chapter IV has dewsivated that strict layout of the system
infrastructure is necessary in order to achieveptable data logging accuracy. However,
in most of the construction site, sensor's setupalisays constrained, which may
eventually result in mistakes of safety and prohigt measurements. The developed
model should be advanced and compactable to othernaive data collection

techniques.

Chapter V evaluates the construction site layodt@mputes the blind spaces of
a tower crane operator. This session was not aulpmated. Especially the point cloud
noise removal is accomplished based on a manueégspwhich could be less efficient.
Range scanning and data processing may significhstimproved by scanning from or
closer to the tower crane cabin. However, this nagg significant complexity in
handling the gathered data set, especially if sgmed is slow and ranges are short. In
summary, the utilization of as-built documentatiamd blind spot analysis can detect

potentially hazardous work spaces that are relatéolwer cranes.

Chapter VI details the development of a proximigtattion model. Such model
measures the workers’ performances based on thegsenaf the site geometry, spatial,
temporal, and kinematic characteristics of varicosstruction resources. This model
utilizes several external parameters whose accu&iaition requires further study of

construction traffics.
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