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THE MOTIVATION
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• Digital preservation is really hard, 
regardless of material or content 
type.

• What best practices, theories, 
tools, etc., can we adopt from other 
communities of practice to improve 
how we curate data?

Presenter
Presentation Notes
Digital preservation is really hard, no matter what materials you are working with. 

We don't want to duplicate efforts when work has already been done to define the theories and practices that ensure materials are preserved into the future for later reuse. 

So as we move forward with institutional data archiving services, we want to draw from as many related fields and communities as we can. 
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GREAT MINDS THINK ALIKE
Important concepts and practices 
from Archives that are relevant to 
data curation:
• Selection and Appraisal

• Description and Arrangement

• Context

• Evidence

• And many more...

Presenter
Presentation Notes
Archival science is a rich source of best practices, policies, example workflows, and relevant theoretical frameworks. 
Things like Selection and Appraisal, Description and Arrangement, Context, Evidence, collections vs. items, are all really useful to consider and apply to data curation programs.
This is pretty well established in the social sciences community, as national archives are regularly responsible for or important partners in preserving and providing access to datasets. We were interested in exploring how this would play out locally, at one institution, and how it would work (or not work) when applied to an institutional data archive, that would be responsible for curating and preserving research data from all communities and disciplines on campus. 
When I say “Archives” I mean archives and records management. 
There are clear links between scholarly communication and things like data sharing. However, when considering how to preserve complex digital materials like research data, I’ve found that the archival community has been a really important model. 



METHODS
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Using the same collection(s)
• Develop a processing plan based 

on archival practices and theory
• Develop a processing plan based 

on data curation practices

Compare outcomes to uncover areas 
of convergence or divergence

Presenter
Presentation Notes
We first explored this in earnest after I mentioned to our Digital Archivist that I was probably going to need to go in and clean up a dataset submitted with a thesis, and she was sort of shocked that I would consider changing the contents of the submitted materials. 
Initially we took a handful of digital collections, and we independently created idealized processing plans for the collections. The Data curation processing was informed largely by the OAIS Reference Model and the established ICPSR and UK Data Archive workflows. The archival processing was informed by key archival science concepts, such as appraisal, respect des fonds, original order, provenance, and archival value, as well as documented practices at peer institutions.
The collections used as the test cases for this initial work were chosen because they were not clearly archival or research data collections. One was supplemental files associated with a thesis. The other test collection included audiovisual materials that were collected by members of the community around Georgia Tech. 
We compared the processing plans to discover areas of agreement and areas of conflict, which would then hopefully lead to practical changes in our daily work and would prompt additional questions and discussions around our repository and workflows. 




INITIAL OUTCOMES

-Retention and disposition 
recorded in accession record
-Forensic capture and processing
-Donor agreement, with transfer 
of copyright

Data Transfer Data Processing Metadata Processing Preservation Access

-Format transformation policies 
guided by reuse over preservation
-Create derivatives to promote 
access and reuse
-Correct erroneous or missing data

-Review and enhancement of 
README file, used to 
accommodate diverse depositor 
needs

-Varied retention periods, 
determined by Board of 
Regents Retention Schedule and 
funding model

-Datasets treated as active and 
reusable
-Datasets linked to publications
-Bulk or individual file download

-Format transformation policies 
guided by preservation over re-
use
-Create derivatives to protect 
master files

-Enhancement of accession 
record, based on standardized 
depositor survey
-Creation of public finding aid 

-Records treated as inactive and 
read-only 
-Multiple virtual arrangements
-Emulation of original order
-Digital exhibits

-Deposit agreement modeled 
on institutional repository 
license
-Funding model for 
sustainability

-Data quarantine
-Collection policy review
-Integrity checks

-Format identification and 
normalization
-Technical metadata extraction
-Confidentiality and privacy review
-Processing noted in metadata

-Creation of descriptive, 
administrative, technical, and 
preservation metadata

-File format migration
-Storage media refreshment
-Integrity checks
-Preservation events noted in 
metadata

-Various levels of access 
-End user authentication
-Terms of use

Unique Archival Processing Steps

Common Processing Steps

-Permanent retention of 
unprocessed, raw masters, as 
well as processed masters

Unique Data Curation Processing Steps
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Diagram from Rolando, Hagenmaier, & Wells Parham, 2014. 

Presenter
Presentation Notes
The initial outcomes of this exploration was captured in this diagram here, where we have tried to distill down our desired workflows and processes into the bare bones, and we've tried to compare where there is clear agreement and where is divergence. It's important to note that this is fairly idealized, so this isn't an accurate reflection of what we are doing now, and it's also a reflection of our local practices, so things very well may be different for another organization. 
Based on this initial analysis, we highlighted a few things we wanted to explore more. For the data curation side of things we wanted to consider cases where forensic capture and processing may be valuable for certain data sets, how existing repository license agreement models might not work for digital data sets, ways to be more proactive and planning retention and disposition at the point of data transfer, the possible value in creating virtual arrangements to emulate the data creator's original environment, and to consider  how much should be done to correct data in order to facilitate re-use--how much effort is enough?
From the archival side of the house, we took away the following future directions: 
How to best establish a balance between protecting the integrity of the record and facilitating future access and use—do disk images support easy access? Ways in which existing donor agreement and copyright transfer models might not work for digital archives acquisitions; how funding models for sustainability of a collection could be planned at the point of record transfer, and that processed records may not be “inactive”; the life of the record continues through re-use, which enriches the record and should be documented in the record itself
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WHERE THE RUBBER MEETS THE ROAD

• What changes do we need to make now, to improve our Archives 
and Data Curation programs?

• What changes should we plan to make in the future?

• Can we leverage existing resources to address the needs of both 
Archives and Data Curation?

Presenter
Presentation Notes
That work helped us wrap our heads around where we might be able to affect interesting or much needed changes, and the diagram has been a guide for us moving forward. 
What we've been working on since has been to build digital infrastructure for research data curation and for our digital archives. 
So what I'm going to spend the rest of the talk covering is what we've been exploring for the last year and how we're putting this into practice at Georgia Tech, specifically considering what sorts of changes should we/can we make now, what sorts of things we should be considering for future changes, and how can we use these similarities to our advantage, when building new repository systems on a limited budget. 




THEORY

Data Curation
• Prioritize use over preservation

• Traces and context of materials 
are valuable for informing use of 
original materials

Archives
• Prioritize preservation over use

• Traces and context of materials 
are valuable for their own uses
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Presenter
Presentation Notes
The discussions that follow, about theory and policies, reflect for the most part our current practices.
Data curation doesn't have "theory" in the same way that archives do, so a one-to-one comparison isn't completely possible. 
Data curation generally prioritizes use over preservation, while archives often prioritize preservation over use. This often isn’t an important difference because most choices we make support both preservation and use. We have nothing to use if materials aren’t preserved and we preserve materials so that they can be used. 
For example, projects like data registries or unmediated repositories like FigShare all fall under the umbrella of data curation, but the focus of those tools is discovery, access, and use, while preservation is secondary. 
In archives, especially with rare, valuable analog materials and dark digital archives, access is withheld or highly regulated, to ensure that the original materials are preserved or private information was secure. 
Also, in archives the traces and context of materials are regularly important for use, in and of themselves. Notes in the margins of the actual document or evidence of revisions to documents are the basis for research. In the world of data curation, these traces and pieces of context are important, but they are usually not the "raw" material themselves; they help inform the use of the original materials. A lab notebook is unlikely to be considered the material used for the research, but it is important for understanding the related database that someone is trying to use. 
Is there a need in data curation to be more attentive to issues around respect des fonds? Is there value in how investigators prepare their materials, beyond the content of the files themselves? 
This impacts our role as the holder of evidence and trustworthiness of the materials. This is a really well established issue in archives, and those traces and contextual bits that are carried with the records themselves are really critical in demonstrating that the record is authentic and reliable, that it is not fraudulent, and that its content is sufficient and accurate. I don't think we've explored this as fully as we should for datasets. At Georgia Tech, it is often taken for granted that the dataset is the evidence, in and of itself. More work from folks like Ixchel Faniel and Beth Pale and Ann Zimmerman, looking at how researchers appraise and evaluate datasets for reuse, will be really important in understanding the role of a data repository in ensuring that datasets are trustworthy, verifiable, and can be considered evidence in the scientific world




POLICIES - RETENTION SCHEDULES
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• Materials subject to 
State Retention 
Schedules

• Scholarly products 
are usually retained 
“permanently”

Data Curation Archives

• Archivists decide 
which permanent, 
inactive records are 
accessioned

• Records Management 
will dispose of 
materials, in 
accordance with 
retention schedule

Presenter
Presentation Notes
Retention schedules
Research data are interesting to examine from an institutional policy perspective because they walk a very fine line between being scholarly products and administrative records. So it’s not very surprising that there are a number of really interesting points of intersection, and a number of ways in which one community can inform the other. 
We have a State Retention Schedule. It covers some data (animal care, human subjects, and agriculture) with retention periods of 3 years to permanent. 
Some conflict in how things are currently handled with respect to data, because we do have a Board of Regents retention schedule with defined timelines for certain materials, but because we have modeled our services on an IR, materials are considered permanent by default. So it’s been really useful to have a more archival or records management perspective on this issue, because the community has more experience with retention and disposition.
On the Archives side, inactive temporary University records are destroyed by Records Management at the end of their retention periods; inactive permanent university records without historical value are maintained by Records Management permanently; inactive permanent university records with historical value are transferred to the Archives. Once accessioned by Archives, university records and special collections are usually retained permanently (de-accessioning is rare), but access may be restricted for a period of time.
In the near term, we can’t change much, but moving forward, we would like to adopt a more records management perspective on this and not assume that all materials must be kept forever. We’ll also need to be considering how this would work institutionally, and we can be thinking about what other types of materials should have some sort of retention period for them. 



POLICIES - OWNERSHIP, COPYRIGHT, AND LICENSING
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• Licenses emphasize the 
rights of the Institution to 
take actions to preserve the 
materials and provide access 
in accordance with Fair Use

• Need to accommodate cases 
where materials include 3rd

party copyright or licenses
• Unclear ownership

• Encourage use 
of CC-0 license 
over 
transferring 
copyright to 
Institution

• Encourage transfer 
of copyright to 
institution or CC-
BY and little use of 
CC-0 license

Data Curation Archives

Presenter
Presentation Notes
We have had a number of issues with using our IR for data because the IR is covered in language that states that all materials are covered by copyright. So we strongly encourage depositors to choose a CC license, especially a CC-0 license.
It’s also still an open question as to what data we receive is copyrightable; that’s one reason we are starting to push for CC0, so it’s clear to any future users that there are no restrictions on the use of the dataset. 
Our archivist has been exploring whether CC licenses would be an appropriate option for donated archival materials. Often archival materials include things for which a third party has some claim to the copyright. And in our experience, this is the case for datasets too. Her investigation has led to a larger discussion about why we wouldn’t, in cases where there isn’t a third party copyright, push for CC0 for archival materials, which does not appear to be common practice. 
Accordingly, we will probably adopt a model like the one that is used by Archives and offers a variety of possible licenses/copyright arrangements. �For all of these options, the deed states that GT reserves the right to a perpetual, non-exclusive, irrevocable license to do whatever is necessary to preserve the content and provide access according to fair use.�Probably the main difference is that rather than allow a donor to transfer copyright to us, for data curation, we ask that they use the CC0 license, so the materials are just entered into the public domain. 
This gets very complicated when considering the issue of ownership and how that relates to copyright. There is no written policy at GT about ownership of data, but the assumption is that if research is sponsored, and the Institute has entered in a contract on behalf of the PI, then the institution owns those data. 
For publications, GT has clarified some of the ownership issues, as copyright is granted back to the faculty, but the policy is very specific to publications.�Related to this discussion, is an issue that our archivist raised, which was around the difference between owning the copyright and owning the materials themselves, which was an issue for archival materials, when they were analog, physical items. This certainly seems to be less of an issue with digital materials, but it may be trickier than it first seems. 



POLICIES - COLLECTION DEVELOPMENT

6/3/2015 IASSIST 2015

• Need for 
documented 
processing levels 
and levels of 
commitment

• More Product Less 
Process?

• Beholden to acquire 
certain materials 
because of federal 
agency requirements

• Materials that meet 
content policies will 
almost always be 
accepted

Data Curation Archives

• Records 
Management may 
acquire certain 
materials because of 
institutional or state 
requirements

• Archives will acquire  
materials based on 
historical or archival 
value

Presenter
Presentation Notes
Collection Policies
Both our archival plans and research data plans have benefited from thinking more about our collection policies and what sorts of related processing levels we can offer. Both of us have looked to folks like the UK Data Archive for this type of service definition. 
Currently, our records management will take materials in accordance with our retention policy, and archives can acquire materials from there or elsewhere based on archival or historical value. 
Research data are tricky because functionally, we can't just take anything because often we’re being given materials that are inadequately described or they are too big or any other number of reasons, yet because these materials are sort of like administrative records, we are beholden to archive some of them, because of certain mandates about institutional records and because of things like federal agency requirements and expectations. And because we are using our IR, we take pretty much everything. 




WORKFLOWS
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Ingest

• Donor interview
• Transfer 

methods
• Mediated 

deposit

Preservation

• Disk imaging 
and forensic 
tools

Access

• Virtual 
arrangements

• Various levels of 
access

• Emulation

Presenter
Presentation Notes
There are more things in common than different, so I’m only going to focus on those things that are noteworthy. 
Donor Interview
For acquisitions, something more akin to the donor interview in archives may be more appropriate than the web deposit form we use for our IR. Data depositors often feel an emotional connection to their datasets, which is more in keeping with how people feel about their personal papers. In addition, archives has traditionally needed to capture significantly more information about the donated/deposited collection that has something like an IR. Archives may need very detailed information about the donor's systems, hardware, software, and activities in order to preserve and provide access to the materials, well beyond what is commonly needed to handle things like pdfs of articles. 
Transfer Methods
This related to how we actually get the materials from a donor or depositor. Materials are given to us through a variety of different methods. Our archivist has established a born-digital workstation to support the forensic capture of external media, so she’s able to create a disk image of donated external media and carry out whatever forensic processes are necessary for that collection. Discussions about the physical hardware necessary to acquire materials has been really interesting, but it’s really highlighted for me the need for robust network transfers, because so few of the data depositors want to use external media. For most of them, data are already in a campus storage system, and we need to go to those systems to capture the data, or we need to have our storage layer integrated well enough that it’s trivial to transfer the materials.   
Likewise, my need to address network transfer for data collections has encouraged our archivist to consider the importance of tackling network transfer for archival collections. The archival profession has been very concerned with forensic capture from physical media for the past few years, but archivists really need to start defining best practice workflows for capturing materials stored on networks and in cloud services.
Mediated Deposit
Another point worth discussing here is the similar need for mediated deposit. I should note that we mediate all deposits now at Georgia Tech, even into our Institutional Repository, so this is not unique to our workflows for data curation and archives. But the way we currently mediate deposit is that materials are sent to us, and then we load those materials into the repository, and we’re hoping to move to a system that will allow for a “staging area,” so that materials can be transferred from the depositor to the repository system, and it would be in the repository system itself that we could actually process the materials. This is a much higher need for archives and research data, although it’s something we hope to have for all of our future digital collections. 
Disk Imaging and Forensic Capture
This particular "step" can actually reappear in all three of these sections. The process of disk imaging and forensic capture would need to happen at the point of ingest. And it's a step that is typically distinctly archival. But there is the possibility for value in a data curation program to use these methods too, especially when considering preservation. For example, I have many concerns about how well we will be able to provide access to Matlab files 5 years later, especially when  we follow a model where we have to separate out the bitstreams from the original computing environment. Matlab files are kind of notorious for not being very backwards compatible, and so there are cases, where we would need to also provide access to a specific version of Matlab so that someone could use those materials. So disk imaging and forensic capture may be very helpful when considering how to handle these situations, where the materials are so custom and specialized to the computing environment, that we actually need to capture that environment too, in order to provide access later. Of course there are other interesting ways you could use disk imaging and forensic capture in data curation (if for example you are accessioning a particularly controversial dataset and you want to include more of the environment to help contextualize that dataset), but we're particularly interested in it for preservation reasons. 
 Virtual Arrangements
With respect to access or displaying data, I’ve been very interested in pursuing ways to “arrange” data collections or at least to display them in a way that’s more meaningful that a record with a list of available bitstreams. I think there are many opportunities for data curators to interact with their collections the way many archivists do, through special exhibits or arrangements that make an argument. One example that we’ve already had is the collection of seismograms that we are digitizing. They are each collected from a specific lat/long, so I would love to see us do some mapping with that metadata to present the data in a more interactive and compelling way, in addition to a sort of data dump. The data visualization folks are probably an excellent group to partner with in this effort. 
Various Levels of Access
We are aware of the need for more nuanced levels of access controls (metadata only, access to only some bitstreams on the record, totally dark archive); We are aware that researchers on our campus have data collections that they want preserved (or have to preserve), but that shouldn’t be made publically accessible, which is the default access option for our IR. Moving forward, we will likely offer options beyond simply OA. In particular, we have had requests for human subjects data collections, or other sensitive data collections that the researcher wants to share, but someone would need to mediate that access. And of course they would like for us to do that, which is something that archives have done in the past, and may be a potential service for the library to offer. 
Emulation
Touching back on the forensic tools issue, if we want to preserve some of our materials and provide access to them in the future we will need to pursue options for emulation or virtualized environments, because we cannot assume future users will have the appropriate software or computing environment to use all of the datasets we are being given. So if we’re able to forensically capture certain datasets, we may also be able to provide access to them via emulation or controlled virtual environments. This is in line with how some folks are providing access to sensitive materials, and it’s how some archives are providing access to rare, special, or sensitive materials. 




TOOLS
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• Hydra/Fedora – repository infrastructure

• Archivematica – format normalization, file 
arrangement

• Bit Curator – forensic capture and analysis

• EPADD -natural language processing and 
redaction

Presenter
Presentation Notes
While our needs for digital archival collections and research data are not exactly the same, there is significant overlap. And with limited resources, there is good reason for us to try and have one repository solution to rule them all.
Hydra/Fedora
Hydra is an ecosystem of components that lets institutions build and deploy robust and durable digital repositories (the body) supporting multiple “heads”: fully-featured digital asset management applications and tailored workflows.  Its principal platforms are the Fedora Commons repository software, Solr, Ruby on Rails and Blacklight.  Hydra does not yet support “out-of-the-box” deployments but the Community is working towards such “solution bundles”.
Archivematica
Archivematica uses a micro-services design pattern to provide an integrated suite of software tools that allows users to process digital objects from ingest to access in compliance with the ISO-OAIS functional model.
BitCurator
Bit Curator is a system for collecting professionals that incorporates the functionality of many digital forensics tools. It is what our digital archivist uses for things like disk imagining. Some components of particular interest to data curation is bulk Extractor,a computer forensics tool that scans a disk image, a file, or a directory of files and extracts useful information without parsing the file system or file system structures. 
Epadd
Coming out of Stanford, and born of the need to process large email collections, the epadd project is working to produce an open-source tool that will allow repositories and individuals to interact with email archives before and after they have been transferred to a repository. They have been exploring using Natural Language Processing and a built-in lexicon, so that they can extract entities, view by correspondent or a graphical visualization of sentiments based on the lexical terms. So while this has obvious applications for archival collections, there are doubtless use cases for datasets too, especially qualitative materials, or for web scrapes, which are used by quite a few of our researchers.



This comparison challenges us to consider where there may 
be gaps in our professional practice.
Question status quo
 Strengthen local workflows and practices
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FINAL THOUGHTS AND FUTURE RESEARCH

How do our patrons’ communities of practices shape our 
theoretical frameworks and practices?

Presenter
Presentation Notes
Important to look at other communities and challenge the status quo because it helps us identify gaps in our thinking and practice. We shouldn’t keep doing things one way because that’s how we always did it. 
As for future research, during our discussions, this issue of differences in our patrons came up and we’re curious about how our perceptions of our user bases and their needs have affected the way we describe, appraise, preserve, and provide access to materials is super interesting. This piece from the outline: "-Communities of practice around the materials probably shape the way that this materials are described and their perceived value and how evidence is determined and communicated; how will users evolve and shift, and are there ways that we should encourage this shift? Or are there particular things we want to see change?"
 




Lizzy Rolando
lizzy.rolando@library.gatech.edu

Wendy Hagenmaier
wendy.hagenmaier@library.gatech.edu
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QUESTIONS?

mailto:lizzy.rolando@library.gatech.edu
mailto:wendy.hagenmaier@library.gatech.edu
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