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SUMMARY 

Nitrogen oxides (NOx = NO + NO2) originating from combustion, lightning and 

soil, are the main drivers of the tropospheric ozone formation and important precursors of 

secondary organic aerosols, with consequences for human health and climate. Isoprene, the 

most important biogenic volatile organic compounds (BVOCs) globally, accounts for 

about half of the BVOC emissions (~ 500 Tg yr-1). Its rapid oxidation in the presence of 

NOx is a main driver of the atmospheric chemistry. Detailed and accurate estimations of 

NOx emissions and better understanding of isoprene chemistry are essential for the 

development of emission and air pollution control policies. This dissertation employs 

regional modeling and various observation analysis to extensively evaluate the NOx 

emissions from varied anthropogenic and biogenic sources, explore the nighttime decay of 

isoprene and isoprene chemical mechanism at a rural site, and investigate the implications 

for the background ozone in the Southeast United States. 

Inverse-modeling of NOx emissions using information from both model 

simulations and satellite observations can improve the uncertainties in traditional bottom-

up emission inventories. Previous studies mainly focus on the estimations of total NOx 

emissions with several attempts to partition the anthropogenic emission from natural NOx 

sources without constraining lightning NOx. To understand the detailed NOx emissions, we 

construct a source-specific Regional chEmical trAnsport Model (REAM) model and 

developed a 3-stage daily retrieval-inversion (3SDRI) method to inversely derive the NOx 

emissions from onroad, nonroad, electric generating unit (EGU), industry, Oil & Gas, 

aircraft, soil and lightning sources using the OMI measurements in summer 2011 over the 



 xxi 

West, Central and East contiguous United States (CONUS). We find that the assimilated 

total posterior NOx emissions are 5.02 Tg N/a in total consistent with 5.00 Tg N/a of the 

prior NAQFC emissions, while improved simulations of NO2 columns compared to OMI 

observations after using the 3SDRI method indicate biases in the source distributions of 

NOx emissions. Analysis of the modeling results show that the prior emissions tend to 

underestimate natural NOx emissions and overestimate anthropogenic sources, especially 

onroad emissions, over the CONUS. Natural emissions have large impacts on NO2 columns 

and are predicted to comprise 30%-60% of the tropospheric NO2 columns in summer 2011. 

The nonlinear relationships between vertical NO2 columns and NOx emissions for specific 

emission sources are consistent at different emission levels. We also find that the updated 

source-specific NOx emission distributions have small impacts on the MDA8 ozone with 

1-3 ppb decrease over the West and Central and the general increase over the East. These 

findings implicate better estimations of the source-specific NOx emission distributions 

largely improve the modeled NO2 columns and have a relatively small impact on MDA8 

ozone simulations. 

Isoprene emission is highly light- and temperature-dependent with almost no 

emission at night. Generally, isoprene follows a marked diurnal pattern of a steady increase 

throughout the morning and decrease in the afternoon due to reduced emissions and rapid 

oxidation of OH. Many field studies observed an accumulation of isoprene in the early 

evening with a decline after sunset in the high NOx impact environment and credited this 

nocturnal decline of isoprene to nitrate radicals (NO3) oxidation. Isoprene observed at the 

2013 SOAS Centreville site (CTR) in Alabama, which is a rural site with substantial 

isoprene emissions and minor impact from anthropogenic pollution, show continuous 
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nighttime decay. The diurnal profile of isoprene is a function of emissions, chemistry, 

advection, and vertical mixing. We use the REAM to investigate the nocturnal decline of 

isoprene and oxidation products of isoprene to make implications on current isoprene 

chemistry mechanism in the model. Using the 3-D REAM, we reasonably reproduce the 

diurnal profile of isoprene evaluated by the SOAS measurements and investigate the 

contribution of chemical (OH, O3 an NO3 oxidation) and transport processes (advection, 

vertical mixing) to the isoprene levels at night. We find that about half of the nighttime 

isoprene are lost by transport at Centreville and increase isoprene levels downwind 

Centreville. Ozonolysis dominates nighttime chemical processes, consuming 24.4% of 

isoprene overnight, over OH and NO3 oxidation, while NO3 oxidation merely accounts for 

12.2% of total nighttime isoprene loss, comparable to OH oxidation. The ratio of first 

oxidation products of isoprene, MVK and MACR, further supports the nighttime transport 

impact. The missing peaks of modeled MVK and MACR in the late afternoon, coinciding 

with the missing peaks in the diurnal profiles of isoprene nitrates (ISOPN1 and 

MVKN+MACRN), indicate that the unclarified isoprene oxidation processes in the model 

mechanism during the transition period from OH-driven to O3-driven isoprene mechanism. 

Modeled pINs generally reproduce the diurnal variation of the SOAS Centreville 

observations but have issues with late afternoon peak and early morning peak, in part 

related to homogeneous uptake coefficients and bulk lifetime assumed in the model. Better 

model mechanism of isoprene oxidation from OH-driven to O3-driven transition period and 

elucidation of formation and loss of pINs are needed in the model.  

Isoprene emissions contribute largely to ozone levels in the Southeast United 

States. The observed robust linear relationships of O3-CO-HCHO have been found during 
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DISCOVER-AQ 2011 experiment, providing a fast-response estimator of surface ozone 

based on CO and HCHO concentrations in the Southeast. Background ozone is not affected 

by emissions of ozone precursors in a region and is transported from distant troposphere 

or the stratosphere. It is an important factor to be considered in regional ozone control 

policies. We applied the O3-CO-HCHO relationships to term the clean-background ozone 

as the portion of ozone that does not have chemical signatures, namely show ozone 

production from anthropogenic or natural emissions of ozone precursors. We conduct the 

tagged-tracer REAM simulations and make extensive use of the aircraft (SENEX) and 

surface (SOAS) observations in the summer 2013 to investigate the background ozone 

contributions in the Southeast. We also compare to previous background ozone estimation 

approaches, including O3-NOz, zero-emission and 5th percentile method. The most 

consistent of background ozone in the O3-CO-HCHO method using observation and model 

data has been found, but about 4-50% lower than the other methods. Using this new O3-

CO-HCHO method, we find that the summertime background ozone at the surface is in the 

range of 10-15 ppbv in the inland areas of the Southeast, lower than previous studies. This 

background ozone tends to increase from urban centers to rural regions and from the 

surface to higher altitude due to changing ozone lifetime driven by surface emissions and 

dry deposition to the surface.  The better quantitative estimates of background ozone using 

the O3-CO-HCHO method provide further incentives to control anthropogenic emissions 

in ozone nonattainment areas of the Southeast. 
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CHAPTER 1. INTRODUCTION 

1.1 Statement of the Problem 

Tropospheric ozone is harmful to human health and vegetation (Logan et al., 1981; 

Wang and Jacob, 1998; Wang et al., 1998; Lelieveld and Dentener, 2000). As a secondary 

pollutant, tropospheric ozone production involves reactions between precursors NOx and 

volatile organic compounds (VOC). Due to continuous anthropogenic emission reduction 

in the past decade, ozone concentrations decrease significantly in the U.S. and many urban 

areas are transitioning to NOx-sensitive chemical regimes (Tong et al., 2015; Jin et al. 

2017). In 2015, the Environmental Protection Agency (EPA) improved the air quality 

standard of O3 from 75 ppb in 2008 to 70 ppb to provide requisite protection of public 

health and welfare (EPA 2015) in the United States. Under such stringent standard, a good 

understanding of emission sources, chemistry and physics involving O3 production and 

background ozone contributions provide important piece of information to promote 

efficient emission control strategies.  

In this dissertation, I focus on three relevant aspects: (1) source-specific NOx 

emissions in the West, Central and East United States, (2) isoprene chemistry at a rural site 

and (3) background ozone levels in the Southeast United States using the 3-D REAM and 

various observation data.  In the first topic, I investigate the accuracy of regional source-

specific emission estimations, with a focus on differentiate anthropogenic and biogenic 

contributions to NOx emissions. Then, I explore the chemical and physical processes of 

nocturnal isoprene and isoprene oxidation products to explore the accuracy of current 
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isoprene chemical mechanism. In the last topic, I evaluate the estimation of the background 

ozone, which provides some insights to the development of air pollution control policies.  

1.1.1 Source-specific NOx emissions 

Nitrogen oxides play a key role in the photochemical production of tropospheric 

ozone and formation of SOA (Travis et al., 2016; Xu et al., 2015), directly associated with 

impacts on the respiratory system (World Health Organization, 2005). In the past decade, 

NOx emission has been decreased by more than 40% in the United States (Duncan et al. 

2010; Tong et al. 2015; Krotkov et al. 2016). Many urban areas in the U.S. are transitioning 

to NOx-sensitive chemical regimes (Tong et al., 2015; Jin et al. 2017). The National 

Emissions Inventory (NEI) provides a comprehensive and detailed estimates of NOx 

emissions from all types of sources, which is released every three years based primarily 

upon data provided by State, Local, and Tribal air agencies by the U.S. EPA (EPA, 2015). 

These are the traditional bottom-up emission inventories, which rely on activity levels and 

emission factors estimated by province and sector and then aggregated to the national level, 

and therefore, are subject to large uncertainties (Streets et al., 2003). Previous studies show 

that 2011 NEI emission inventory is biased high by over 50%, especially in mobile sectors 

(Anderson et al. 2014; Canty et al. 2015; Liu et al. 2015; Travis et al. 2016).  

As an alternative to traditional bottom-up emission inventories, satellite 

measurements of nitrogen dioxide (NO2) from multiple instruments, including the Global 

Ozone Monitoring Experiment (GOME), Scanning Imaging Absorption Spectrometer for 

Atmospheric Chartography (SCIAMACHY), GOME-2, Ozone Monitoring Instrument 

(OMI) and TROPospheric Monitoring Instrument (TROPOMI), have been widely used to 
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derive a top-down NOx emission inventories (Jaeglé et al., 2005; Stavrakou et al., 2008; 

Lin and McElroy, 2010; Lamsal et al., 2011; Castellanos and Boersma, 2012; Duncan et 

al., 2016; Lorente et al., 2019).  

Inverse-modeling of NOx emissions combines model simulations with satellite 

observations to reduce the uncertainties in traditional bottom-up emission inventories. 

Martin et al. (2003) first developed the monthly inversion method by assuming a linear 

relationship between bottom-up emissions and top-down NO2 columns from GOME. Zhao 

and Wang (2009) improved this method by conducting inversion iteratively on a daily 

basis, which reduces the error from the nonlinear chemistry. Gu et al. (2014) further 

improved this method by including satellite retrieved NO2 columns in inverse modeling. 

Biases introduced from inconsistency between NO2 profiles in the retrieval and from the 

inverse modeling are removed in their method. Then, Gu et al. (2016) improved the 

inversion method by considering the chemical non-linearity and taking the local derivative 

of bottom-up emissions to the columns instead of directly taking the ratio of bottom-up 

emissions to the columns. However, all these methods only considered the total NOx 

emissions.  

Several studies have attempted to partition the anthropogenic NOx emissions from 

natural sources, based on satellite retrievals without constraining lightning NOx. Jaeglé et 

al. (2005) assumed that if the priori anthropogenic emission exceeds 90% of the total prior 

emission, the posterior emission without lightning is only anthropogenic. Otherwise, the 

difference between the posterior and prior emissions are from fire and soil sources. Using 

satellite observations of fire events, they could further distinguish fire and soil emissions. 

They partitioned the global NOx sources and found that the errors of the posterior 
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anthropogenic emissions are reduced by factor of two. Similarly, Wang et al. (2007) tried 

to separate combustion emissions from soil NOx over the eastern China. They assumed that 

the prior anthropogenic emissions have an error range of 40% to 60%. If the posterior 

emissions are within this range, adjustment will only be conducted to anthropogenic 

emissions. Otherwise, only soil NOx emissions will be updated. Both methods ignored the 

impact of lightning NOx. It is estimated that lightning NOx could contribute 10-15% of 

total NOx emissions globally (Schumann and Huntrieser, 2007). Pickering et al. (2016) 

attempted to use air mass factor (AMF) to partition lightning NOx in the United States. The 

determination of background lightning NOx and AMF of lightning is very sensitive to 

spatial and temporal variation. Understanding regional emission sources are hereby 

important. We construct a source-specific REAM (SSREAM) and conduct daily inversion 

on eight NOx emission sectors to investigate the accuracy and contributions of each sector 

in the West, Central and East United States in CHAPTER 2.  

1.1.2 Nocturnal decline of isoprene 

Biogenic volatile organic compounds (BVOCs) are about eight times more emitted 

to the atmosphere compared to anthropogenic sources, significantly impacting atmospheric 

photochemistry (Guenther et al., 2012). Isoprene accounts for half of the total BVOCs 

emissions. Isoprene emission has a pronounced diurnal cycle, peaking at noon and 

declining to zero at night (Sharkey, 1995). Isoprene reacts rapidly with atmospheric 

oxidants during the day, especially the hydroxyl radical (OH), producing hydroxyperoxy 

radicals that can oxidize NO to NO2 and hence drive O3 production and nitrates formation 

(Sillman et al., 1990). At night, Nitrate radical (NO3) is generated by NO2 reacting with 

O3, but undergoes rapid photolysis when sunlight comes in. The fast reaction between 
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isoprene and NO3 (τ = 20 min at [NO3] = 50 ppt) leads to the formation of various 

multifunctional nitrates (Atkinson et al., 2006). These isoprene nitrates can form secondary 

organic aerosols and serve as a reservoir of NOx at night, which can be transported to 

downwind cities and release NOx back when sunlight comes in, impacting on next day 

morning O3 concentration. The dominant sources of surface NOx are anthropogenic 

emissions (NEI 2014). The isoprene chemistry therefore is an important linkage between 

biogenic and anthropogenic emissions and have important consequences of ozone pollution 

(Trainer et al., 1987), transport and fates of nitrogen species (Horowitz et al., 2007; Mao 

et al., 2013; Xiong et al., 2015; Fisher et al., 2016) and formation of SOA (Xu et al., 2015; 

Lee et al., 2016).  

Many field studies observed an accumulation of isoprene in the early evening with 

a decline after sunset and some production of organic nitrates at night (Starn et al., 1998; 

Hurst et al., 2001; Stroud et al., 2002). Previous studies credited this nighttime decay of 

isoprene to NO3 oxidation in regions with high NOx emission impacts (Starn et al., 1998; 

Brown et al., 2009; Millet et al., 2016). Most isoprene is oxidized during daytime by OH. 

Isoprene that is emitted in late afternoon, when OH concentrations are dropping, can persist 

into evening. Ozonolysis of isoprene is relatively slow (τ = 30 hr at [O3] = 30 ppb) 

compared with NO3 oxidation (τ = 20 min at [NO3] = 50 ppt) at night (Atkinson et al., 

2006). Nighttime OH radical concentrations are low. NO3, on the other hand, can be 

abundant at night.  

Other studies gave alternative explanations for nocturnal decay of isoprene if there 

is low NOx impact over forest regions with high isoprene emissions (Makar et al., 1999; 

Hurst et al., 2001; Sillman et al., 2002). When emissions of isoprene are shut down after 
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sunset, high isoprene concentrations at surface could be vertically dispersed to higher levels 

(Makar et al., 1999). High nighttime OH were observed at the PROPHET site and 

explained a significant part of the observed decrease in isoprene at night (Hurst et al., 

2001). Another possible explanation is that fresh air is gradually advected in when there is 

no newly emitted isoprene and cause a steady decrease of isoprene (Sillman et al., 2002). 

Our study is conducted at Centreville, Alabama, a rural region during the 2013 

SOAS campaign. We use the REAM to quantify the chemical and physical processes of 

nighttime isoprene at this site constrained by Southern Oxidants and Aerosols Study 

(SOAS) observations at Centreville. We explore the oxidation products of isoprene and gas 

and particle phase of isoprene nitrates and make implications on current modeled isoprene 

chemistry and SOA formation mechanism in CHAPTER 3. 

1.1.3 Clean-Background ozone  

The existence of a background level of ozone in the atmosphere is well established. 

Quantifying surface background ozone can serve to define a lower bound of O3 

concentrations with respect to reductions of anthropogenic emissions (Fiore et al., 2002). 

In 2015, EPA further lowers the NAAQS eight-hour averaged ozone from 75 ppb to a more 

stringent standard 70 ppb to better protect human welfare and ecosystem. The 

implementation of this new standard will emphasize of the importance of putting forward 

effective emission control strategy. In the past decade, the peak ozone values have been 

decreased in most of the United States due to the control of the anthropogenic emissions 

of NOx and VOCs (Cooper et al., 2012; Simon et al., 2015). The regulations of local ozone 

levels are complicated by the existance of significant background ozone concentrations 
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(Jaffe et al., 2018). Better determination of background ozone makes important 

implications for the ozone rulemaking process and risk estimates (EPA, 2007a).  

Background ozone estimates from observations of remote monitoring sites on 

“clean” days are for what Cooper et al. (2012) termed “baseline” ozone. It contains the part 

of the noncontrollable ozone from such as stratosphere-troposphere exchange, transport of 

nondomestic pollution, photochemical production from natural NOx and VOC emissions, 

wildfires and lightning, but could also include upwind and recirculated ozone produced 

from U.S. anthropogenic emissions (Oltmans et al., 2008). The “baseline” ozone, therefore, 

is higher than the background ozone. Other studies tried to derive the background ozone 

based on the observed relationships of ozone and NOz (defined as total reactive nitrogen 

(NOy)-NOx (NO+NO2)), where the regression slopes are used to study ozone production 

efficiency (OPE). They defined a background ozone by extrapolating the O3-NOz linear 

regression line to the 0-value point of NOz value (hereafter referred to as the O3-NOz 

method) (Hirsch et al., 1996; Altshuller and Lefohn, 1996; Ninneman et al., 2019). 

However, the background values estimated from O3-NOz method could be biased from 

mixing, fresh emissions and HNO3 deposition (Fiore et al., 2002). 

Fiore et al. (2003) first put forward the zero-emission method in the frame of model 

simulations to define a Policy Relevant Background (PRB) ozone (EPA 2006). 

Specifically, the PRB is surface ozone concentration in absence of anthropogenic 

emissions across the North America (NA). Similarly, some term U.S. background (USB) 

ozone as the ozone produced from countries outside the U.S. (Emery et al., 2012; Dolwick 

et al., 2015). It comprises contributions from anthropogenic emissions outside of NA/U.S. 

and natural sources, including biogenic NOx, stratosphere-troposphere exchange, lightning, 
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etc. Higher model resolution and different regional and global models have been used in 

later studies to improve the simulation results (Zhang et al. 2011; Lin et al., 2012; Emery 

et al., 2012; Lefohn et al., 2014; Dolwick et al., 2015). The important underlying issue with 

the zero-emission method by setting NA/U.S. anthropogenic emissions to zero in model 

simulations is that the OPE has been changed, causing non-linear chemical contributions 

from different sectors and regions (Wu et al., 2009). 

We follow Cheng’s method (Cheng et al., 2018), which can take both the advantage 

of observations and model simulations to achieve a better estimation of background ozone.  

Here, we define a clean-background ozone as the portion of ozone that does not produced 

from anthropogenic emissions or anthropogenic interaction with biogenic emissions of 

ozone precursors. It is more objective and more easily intercomparable, which considers 

the chemical nonlinearity of ozone chemistry and excludes the influence from upwind city 

emission that would vary with time and location in the region. In this method, we utilize 

the robust linear regression relationships of observed O3-HCHO, O3-CO, and CO-HCHO 

in the Southeast United States to separate total ozone into three parts, anthropogenic, 

anthropogenic-biogenic (anthropogenic emission interacting with biogenic emissions) and 

background ozone (hereafter referred to as the O3-CO-HCHO method) (Cheng et al, 2017; 

2018). We show the results of background ozone inferred from SOAS and SENEX 

campaign and tagged-tracer REAM simulations, and intercomparisons with other methods 

in the CHAPTER 5. 

1.2 Description of 3-D REAM 
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REAM is a 3-D regional model which has been evaluated in a number of 

tropospheric chemistry and transport studies in the United States and China (e.g., Choi et 

al., 2005, 2008a, b; Zeng et al., 2003; Zhao and Wang et al., 2009; Zhao et al., 2009, 2010; 

Liu et al., 2010, 2012a, 2012b;2014; Gu et al., 2013, 2014, 2016; Zhang et al., 2016, 2017; 

Li et al., 2019a, b; Qu et al., 2020). The REAM has a horizontal resolution is 36 × 36 km2, 

with 30 vertical layers in the troposphere. The model is driven by assimilated 

meteorological fields from a Weather Research and Forecasting (WRF) simulation 

constrained by the Climate Forecast System Reanalysis products 

(https://cfs.ncep.noaa.gov/cfsr/). The chemistry mechanism is adopted from the GEOS-

Chem (v12.8.0) with updated isoprene nitrate uptake on aerosols (Fisher et al., 2016; Bates 

et al., 2019). Anthropogenic emissions used in the model are from the 2011 National 

Emission Inventories. Biogenic emissions are calculated with the Model of Emissions of 

Gases and Aerosols from Nature (MEGAN) version 2.10 (Guenther et al., 2012). The 

lateral boundary conditions are taken from a 2° × 2.5° GEOS-Chem model (v11.01) 

simulation (Bey et al., 2001; Henderson et al., 2014).  

1.3 Scope of this work 

This dissertation (1) improves the estimation of NOx emissions from six 

anthropogenic, soil and lightning sources over the Western, Central and Eastern United 

States; (2) investigates the nocturnal isoprene at Centreville during the 2013 SOAS 

campaign; and (3) identifies the background ozone levels using O3-CO-HCHO 

relationships in the Southeast United States. The rest of this dissertation is organized as 

follows. 
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CHAPTER 2, “Satellite constraint source-specific nitrogen oxide emissions 

over the West, Central and East contiguous United States”, constructs a source-specific 

REAM and applies the 3SDRI method to derive NOx emissions from onroad, nonroad, 

electric generating unit (EGU), industry, Oil & Gas, aircraft, soil and lightning sectors 

constraint by OMI NO2 measurements in June, July and August 2011. The total posterior 

emissions of NOx over CONUS are estimated to be 5.02 Tg N/a in consistent with the total 

prior emissions of 5.00 Tg N/a. Better matches of NO2 VCDs between satellite 

observations and model simulations using the 3SDRI method are achieved. This result 

implicates that EPA has a good estimation of total NOx emissions, but the source 

distributions are biased. The nonlinear relationships between vertical NO2 columns and 

NOx emissions for specific emission sources are consistent at different emission levels. 

After applying the posterior emissions in the model, we find no significant changes of the 

simulated MDA8 ozone, indicating better distribution of NOx emissions have small 

impacts on MDA8 ozone levels. 

CHAPTER 3, “Nocturnal decay of isoprene during the 2013 Southern Oxidant 

and Aerosol Study (SOAS): evaluation and implications”, investigates the physical and 

chemical processes of nocturnal isoprene at a rural site Centreville during the 2013 SOAS 

campaign. The observed averaged nighttime isoprene concentration during the campaign 

shows continuously decrease. Our model simulations show that the physical processes 

related to transport contribute more than half of the total loss, with approximately equal 

impacts from advection and vertical mixing. Ozonolysis dominates nighttime chemical 

processes over OH and NO3 oxidation, consuming about 0.6 ppb of isoprene overnight, 

while NO3 oxidation only accounts for 12.2% of nighttime isoprene loss. We examined the 
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oxidation products of isoprene and both the gas and particle phase isoprene nitrates. It 

provides important implications for the current modeled isoprene chemistry and SOA 

formation mechanism. 

CHAPTER 4, “Lower than expected summertime clean-background ozone 

concentrations derived from ozone precursor relationships in the Southeast United 

States”, estimates a clean-background ozone concentration of 10-15 ppbv in the Southeast 

United States using the O3-CO-HCHO method based on the 2013 SOAS ground 

observations at Centreville, 2013 SENEX aircraft measurements and tagged-tracer REAM 

simulations. We find consistent background ozone levels using model and observation 

data. We also compare with methods adopted in previous studies, including O3-NOz, zero-

emission and 5th percentile method. Background ozone values using previous methods 

show 4-50% higher estimates compared to our O3-CO-HCHO method. This background 

ozone tends to increase from urban centers to rural regions and from the surface to higher 

altitude due to changing ozone lifetime driven by surface emissions and dry deposition to 

the surface. It implicates the importance of further anthropogenic emissions control in 

ozone nonattainment areas of the Southeast. 

CHAPTER 5, “Conclusion and Future Work”, summarizes the findings in 

CHAPTER 2-4 and gives recommendations for future work. 
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CHAPTER 2. SATELLITE CONSTRAINTS ON SOURCE-

SPECIFIC NITROGEN OXIDE EMISSIONS OVER THE WEST, 

CENTRAL AND EAST CONTIGUOUS UNITED STATES  

2.1 Introduction 

Nitrogen oxides (NOx = NO + NO2) is crucial for photochemical production of 

tropospheric ozone and secondary pollutants (Xu et al., 2015; Travis et al, 2016). Elevated 

ozone levels at surface pose threats to human health and ecosystem (Fowler et al., 2009; 

Monks et al., 2015). Transportation, industry, power plants, oil and gas (Oil & Gas), soil 

and lightning are major emission sources of NOx. Transportation contributes the most 

anthropogenic NOx emissions in the U.S, more than 50%, followed by power plants, 

industry and Oil & Gas (EPA 2015). Biogenic emissions, such as soil and lightning NOx, 

are extremely uncertain and variant with time and location but are important in model 

simulations (Yienger et al., 1995; Allen et al., 2012; Vinken et al., 2014; Luo et al., 2017). 

In the past decade, NOx emissions have been decreased by more than 40% in the U.S. as a 

result of emission regulations and technology improvements (Duncan et al., 2010; Russell 

et al., 2012; Tong et al., 015; Krotkov et al., 2016). Many urban areas are transitioning to 

NOx-sensitive chemical regimes (Tong et al., 015; Krotkov et al., 2016; Jin et al., 2020). 

Understanding the contributions of different NOx sources are fundamental to the 

development of cost-effective emission control policies and ozone regulations.  

Satellite measurements of tropospheric NO2 from different instruments, such as 

Global Ozone Monitoring Experiment (GOME), Scanning Imaging Absorption 
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Spectrometer for Atmospheric Chartography (SCIAMACHY), Ozone Monitoring 

Instrument (OMI) and GOME-2 have been extensively used to derive a top-down NOx 

emission inventories as a complement to traditional bottom-up estimation of emissions 

(Martin et al., 2003; Jaeglé et al., 2005; Stavrakou et al., 2008; Lin et al., 2010; Lamsal et 

al., 2011; Gu et al., 2014; Qu et al., 2017; Souri et al., 2016, 2017; Mijling et al., 2017). 

Inverse modeling of NOx emissions combines model simulations with satellite 

observations. Martin et al. (2003) first developed the monthly inversion method by 

assuming a linear relationship between bottom-up emissions and top-down NO2 vertical 

columns and estimated NOx emissions using the linearly derived “bulk ratio”. Zhao and 

Wang (2009) improved this method by conducting inversion on a daily basis to reduce 

chemical non-linearity errors. Gu et al. (2014) further included modeled NO2 profiles in 

satellite retrieval reconciling the difference of inverse modeling and satellite observations. 

Nonlinear chemical feedbacks between OH and NOx can lead to biases in the “bulk ratio” 

method, especially in high NOx emission regions. Gu et al. (2016) accounted the chemical 

non-linearity by taking the local derivative of bottom-up emissions to NO2 columns. 

However, only total NOx emissions are considered in the above methods. Given the varied 

spatial and temporal contributions of different NOx sources, other studies attempted to 

quantitatively estimate each NOx source. 

Several attempts have been made to partition NOx emissions into anthropogenic 

and natural sources based on satellite observations (Jaeglé et al., 2005; Zhao and Wang, 

2009; Wang et al., 2007). Jaeglé et al. (2005) distinguished emissions from soil, biomass 

burning, and fuel combustion using multiple assumptions and constraints from satellite 

observations of fire events and found an underestimation in modeled soil emissions 
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globally. Zhao and Wang (2009) applied a linear partition approach to the posterior 

emissions based on the ratio of the prior fossil fuel and soil NOx emissions in China. 

Because of the high spatial and temporal variations of lightning NOx emissions, most 

inversion studies did not constrain lightning NOx (Jaeglé et al., 2005; Zhao and Wang, 

2009; Wang et al., 2007). It is estimated that lightning NOx could contribute 10-15% of 

total NOx emissions globally (Schumann and Huntrieser, 2007). Stavrakou et al. (2008) 

found that the global posterior NOx emissions from lightning increase by 50-80% 

concerning the prior in consistent with Boersma et al. (2005) and Schumann and Huntrleser 

(2007). Pickering et al. (2016) attempted to use air mass factor (AMF) to estimate lightning 

NOx over the Gulf of Mexico with pixels of cloud fraction greater than 0.9 and found 

consistency with previous estimates (Ott et al., 2007; Beirle et al., 2010; Pickering et al., 

2016). Previous studies only considered limited NOx sources with very uncertain 

assumptions, and some did not constrain lightning NOx emissions.  

In this study, we developed a 3-stage daily retrieval-inversion (3SDRI) method to 

estimate NOx emissions of onroad, nonroad, electric generating unit (EGU), industry, Oil 

& Gas, aircraft, soil and lightning, constraint by the retrieved OMI NO2 measurements over 

the West, Central and East contiguous United States (CONUS) for June, July and August 

(JJA) 2011. We implement the 3SDRI method in the source-specific 3-D Regional 

chEmistry and transport Model (SSREAM) and examine the posterior emissions of each 

NOx source. The modeled NO2 vertical column densities (VCDs) using 3SDRI method are 

compared to the modeled NO2 VCDs with the prior emissions to demonstrate the 

advantages of the 3SDRI method. We also show detailed contributions of each emission 
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source over the West, Central and East CONUS to the total NO2 VCDs and provide insights 

for regulating source-specific NOx emissions and air quality control policies. 

2.2 Methods and datasets 

2.2.1 OMI Tropospheric NO2 columns 

OMI onboard Aura Sun‐synchronous polar satellite is a UV/Visible nadir solar 

backscatter spectrometer, launched in July 2004. It overpasses the equator about 13:30 

local time (LT) and achieves a near-global daily coverage with a nadir resolution of 13 km 

× 24 km (Levelt et al., 2006). OMI has a view of 114° with 2600 km viewing swath and 

observes solar irradiance and sunlight reflected from the surface of the Earth in the 270-

500 nm wavelength range at approximately 0.5 nm resolution. We exclude pixels with 

cloud radiance fraction exceeding 0.5 and affected by cross-track row anomaly to minimize 

biases rising from cloud effect and the variable availability of reliable pixels. 

We used the Quality Assurance for Essential Climate Variables (QA4ECV) version 

1.1 level 2 (L2) OMI NO2 products in this study (Boersma et al., 2017). In the retrieval 

process, we estimated the tropospheric NO2 slant column densities (SCDs) by subtracting 

global chemical transport model (CTM) TM5 assimilated stratospheric SCDs from the total 

SCDs (Williams et al., 2017). We derived tropospheric VCDs from tropospheric SCDs 

divided by AMFs. The tropospheric AMFs are estimated using the prior SSREAM NO2 

profiles, the WRF temperature and pressure profiles (Zhang et al., 2018) and the pre-

computed AMF lookup table generated from the radiative transfer models (RTM) (Lorente 

et al., 2017). AMF calculation is the largest source of uncertainties in NO2 satellite 

retrievals (Boersma et al., 2004; Lorente et al., 2017). The AMF structural uncertainty can 
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be 31% over unpolluted regions and 42% over polluted regions (Lorente et al., 2017). In 

general, estimated errors in the tropospheric NO2 vertical columns from the satellite are 

approximately 30% under clear-sky conditions (Boersma et al., 2011). 

2.2.2 The prior source-specific emission inventories  

Anthropogenic NOx emissions we used in the model are from the National Air 

Quality Forecast Capability (NAQFC) emissions based on assimilation results of 2011 

EPA National Emission Inventories (NEI 2011), emission measurements, and trend 

projections (Tong et al., 2015). NEI 2011 emissions, including national continuous 

emission monitors (CEMs) data, nonroad inventories and onroad activity data, and point 

and nonpoint inventories (EPA, 2015), are used as base inventories. The area and mobile 

emissions are further processed separately using an emission tool called Sparse Matrix 

Operator Kennel Emission (SMOKE) (Houyoux et al., 2000) to represent hourly data at a 

12 km resolution. In this study, we separated NAQFC emissions into six anthropogenic 

sources (onroad, nonroad, EGU, industry, Oil & Gas and aircraft) as the six anthropogenic 

prior. We assumed a uniform weekday to weekend ratios for all anthropogenic NOx sources 

in consideration of the diurnal cycle following previous studies (Beirle et al., 2003; 

Boersma et al., 2009; Choi et al., 2012; Kim et al., 2016). NEI 2011 mobile emissions 

estimated by an early version of the Motor Vehicle Emission Simulator (MOVES) (EPA, 

2015) are biased high by at least 50% (Anderson et al., 2014; Canty et al., 2015), here, 

mobile emissions, including onroad emissions (EON) and nonroad emissions (ENON), are 

generated from MOBILE6 using projection factors from the Cross-State Air Pollution Rule 

(Tong et al., 2015). EGU emissions (EE) are point sectors. Other non-EGU point sectors 

and nonpoint emissions associated with industrial and commercial activities are merged as 
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the industry emissions (EI). Point Oil & Gas and non-point Oil & Gas emissions are 

combined into Oil & Gas emissions (EOG). Aircraft emissions (EA) are estimated based on 

aircraft activities for all known airports in the U.S. (Hudman et al., 2010). 

In this study, we considered two important natural NOx emission sources including 

soil emissions (ES) and lightning emissions (EL). The Berkley Dalhousie Soil NO 

Parameterization (BDSNP) scheme is implemented in the model to calculate soil NOx 

emissions, which has a continuous dependence on soil moisture and temperature, and a 

detailed spatial and temporal representation of N-inputs from chemical/manure fertilizer 

and atmospheric N-deposition (Hudman et al., 2012). EL are estimated based on observed 

cloud-to-ground (CG) flashes and intra-cloud (IC) flashes from the National Lightning 

Detection Network (NLDN) (Orville, 2008). Emissions from biomass burning are not 

considered due to the extremely small amount (0.01 Tg N/a) compared to lightning (0.90 

Tg N/a) and soil (0.76 Tg N/a) NOx emissions (Hudman et al., 2010). 

2.2.3 Uncertainties of eight emission source 

The North American Research Strategy for Tropospheric Ozone (NARSTO) 

emission inventory assessment has given a quantitative estimate of uncertainties for all 

NOx sectors. In the U.S., the confidence level of EGU is the highest, followed by onroad 

(medium high), nonroad(medium), non-EGU point sources (medium), stationary nonpoint 

sources (low) and biogenic sources (low) (NARSTO, 2005). Detailed uncertainties for each 

source are shown in Table 2.1. EE are estimated from CEMs, and EA are directly derived 

from emissions of all airports in the U.S. (EPA, 2015). Therefore, they are typically 

accurate within 5% (Gluck et al., 2003). ENON are more uncertain than EON due to poorly 
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known input parameters in MOBILE model (Dallmann and Harley, 2010). We then 

assigned 50% and 70% uncertainties to EON and ENON individually. EOG are mainly in the 

form of stationary nonpoint sources with low confidence level, a 100% uncertainty 

therefore assigned to. EI consists mostly of non-EGU point emissions and part of nonpoint 

sources with an assumed 70% uncertainty. For natural sources, lightning NOx is not well 

captured by satellite, because its major influence on the upper troposphere, especially in 

mid-latitudes during summer (Bucsela et al., 2013). Here, a 100% uncertainty is considered 

for EL. Studies show that global ES are about 10 Tg N/a (Hudman et al., 2012).  The 

estimated NOx emission from soil is highly uncertain, ranging from 4 to 15 Tg N/a and 

may be misinterpreted in spatial and temporal distribution (Vinken et al., 2014, Rasool et 

al., 2016). Hence, the uncertainty of ES is also assumed 100%.  

Table 2.1 Uncertainties of EON, ENON, EE, EI, EOG, EA, ES and EL. 

Source Uncertainties 

Onroad 50% 

Nonroad 70% 

EGU 5% 

Industry 70% 

Oil & Gas 100% 

Aircraft 5% 

Soil 100% 

Lightning 100% 

 

2.2.4 Inverse modeling of source-specific NOx emissions 

2.2.4.1 REAM and SSREAM  



 19 

REAM is a 3-D tropospheric regional model, which has been applied and evaluated 

in many studies about emission inversions and tropospheric chemical mechanisms and 

physical processes in the U.S. and China (Gu et al., 2014, 2016; Zhao and Wang, 2009; 

Zhang et al., 2018; Li et al., 2019; Hang et al., 2020). This model has a horizontal resolution 

of 36 ✕ 36 km2 and 30 vertical layers in the troposphere. The transport process is driven 

by the meteorology field of Weather Research and Forecasting (WRF, version 3.9). The 

chemical mechanism is adopted from the GEOS‐Chem model (v11.01) (Fisher et al., 2016). 

Chemical initiation and boundary conditions are consistently from GEOs-Chem simulation 

with a 2° ✕ 2.5° resolution. Biogenic emissions are computed hourly using the Model of 

Emissions of Gases and Aerosols from Nature (MEGAN) version 2.1 (Guenther et al., 2012) 

driven by WRF. Anthropogenic CO and VOC emissions are estimated from the EPA NEI 

2011.  

In order to distinguish NOx sources, we built SSREAM upon REAM as shown in 

the orange and blue part of Figure 2.1, respectively. We add eight NOx tracers to 

differentiate NOx from different sources and independently track the production and loss 

of eight NOx tracers in each grid box during chemical and physical processes. Because the 

long-term transport of nitrate reservoirs could dramatically increase the lifetime of NOx in 

the troposphere, we flagged eight nitrate reservoir tracers corresponding to eight NOx 

tracers in the same manner. The spin-up time of the SSREAM is a week. For computational 

efficiency, in the SSREAM, we combine 4 horizontal grid boxes into one grid box, 

therefore the resolution of each grid box is 72 ✕ 72 km2, and 30 vertical layers are evenly 

combined into six layers to capture the increasing lifetime of NOx with height. The eight 

prior NOx emissions are assigned to corresponding NOx tracers at the initial time step. 
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During the chemical process, we tracked total chemical exchanges between NOx and 

reservoirs at every one-hour chemical time step from the REAM and assigned the total 

NOx change and NOx reservoir change to corresponding eight NOx tracers and reservoir 

tracers based on their ratios at the beginning of every chemical time step in the SSREAM, 

as the chemical process is homogenous for eight sources. Similarly, in the transport module, 

we tracked the total fluxes of NOx and NOx reservoirs separately in the REAM and assigned 

the fluxes to corresponding tracers according to saved proportions at the beginning of every 

five-minute transport time step in the SSREAM. We can then convert the NOx tracers to 

NO2 columns. Simulated tropospheric NO2 VCDs of eight sources were calculated using 

the ratio of NO2/NOx in the REAM and separately outputted at each grid box hourly 

matching corresponding valid OMI observations. 

2.2.4.2 3SDRI 

The daily retrieval-inversion (DRI) method introduced by Gu et al. (2014) estimates 

the total emissions of NOx using “bulk ratio” by coupling the retrieved profiles to inverse 

modeling. In this study, we improved the DRI method by considering detailed NOx sources. 

We divide CONUS into three regions: the West, Central and East (Figure 2.2) and conduct 

inversion in three regions independently because the contribution of each source to the total 

emissions are spatially inconsistent. We apply a bounded multivariate linear regression 

between satellite observations and model simulations using Equation (2.1) in three regions 

on a daily basis to calculate the posterior emissions, constrained by the uncertainties of 

eight sources which are described in the section 2.2.3. The detailed derivations of Equation 

(2.1) are shown below: 
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𝛺𝑠𝑎𝑡 − ∑ 𝛺𝑖𝑖 = ∑
𝜕𝛺𝑖

𝜕𝐸𝑖
 𝑖 Δ𝐸𝑖𝑘𝑖

′ + 𝜀                                                                                               (1) 

 𝐸𝑖
𝑝𝑜𝑠𝑡𝑒𝑟 = 𝑘𝑖

′𝐸𝑖
𝑝𝑟𝑒−𝑑𝑎𝑦 = 𝑘𝑖𝐸𝑖

0
                                                                                                         (2) 

𝑘𝑖
′ = 𝑘𝑖

𝐸𝑖
0

𝐸𝑖
𝑝𝑟𝑒−𝑑𝑎𝑦                                                                                                                                  (3) 

Using Equation (1), (2) and (3), we derive: 

 𝛺𝑠𝑎𝑡 − ∑ 𝛺𝑖𝑖 = ∑
𝜕𝛺𝑖

𝜕𝐸𝑖
 𝑖 Δ𝐸𝑖𝑘𝑖

𝐸𝑖
0

𝐸𝑖
𝑝𝑟𝑒−𝑑𝑎𝑦 + 𝜀           (2.1) 

𝛺𝑠𝑎𝑡 denotes the satellite observed tropospheric NO2 VCDs. 𝛺𝑖 (i = EON, ENON, EE, 

EI, EOG, EA, ES and EL) denotes tropospheric NO2 VCDs of eight emission sources.  Δ 

denotes the change between current and initial timesteps. 𝑘𝑖
′
 denotes the ratio between the 

posterior emissions after each inversion time step and the posterior emissions at the 

previous timestep. 𝑘𝑖  denotes the ratio between the posterior emissions after each inversion 

time step and the prior emissions at the first timestep. 𝜀 (Normal distribution with zero 

means) is a random error term. At each inversion timestep (one day), we calculate the 

posterior emissions by multiplying the prior emissions (at the initial timestep) and 𝑘𝑖 . After 

each inversion, eight emissions are updated in the model simulation with the newly 

calculated posterior emissions.  To reduce the effect of varied natural emissions and one-

day OMI measurements, at each timestep, we apply Equation (2.1) to all data from previous 

timesteps. Therefore, the final posterior emissions are calculated based on all usable 

simulation and observation results for JJA 2011. 
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Before applying multivariate linear regression of Equation (2.1), we first checked 

the correlations of each variable as shown in Table 2.2. Noted that 𝛺𝐸𝐴
,  𝛺𝐸𝑂𝑁

, 𝛺𝐸𝑁𝑂𝑁
 and 

𝛺𝐸𝐼
 are more correlated (correlations greater than 0.5) than other sources, we developed a 

3SDRI method (Table 2.3) to reduce errors of the interdependence between variables 

within multivariate linear regression. As EA are more certain, within 5% uncertainty, 

compared to EON (50%), ENON (70%) and EI (70%), we neglected impact of EA on the 

regression results. At the first stage, we did daily inversion on six sources including ES1 

(ES1 = EI + EON + ENON), EE, EOG, EA, ES and EL and got a set of scaling factors 𝑘𝑖
𝑆1. Because 

of the interdependency between EI, EON and ENON, we then did inversion on seven sources 

to distinguish EI from ES1 at stage two, using outliers (𝛺𝐸𝑂𝑁
+ 𝛺𝐸𝑁𝑂𝑁

 and 𝛺𝐸𝐼
 outside of 

one standard error of the regression) of the linear regression between 𝛺𝐸𝑂𝑁
+ 𝛺𝐸𝑁𝑂𝑁

 and 

𝛺𝐸𝐼
 and fixing scaling factors of EE, EOG, EA, ES and EL as what we derived at stage one to 

ensure the consistency of other sources. Similarly, we further distinguished EON and ENON. 

Finally, the posterior emissions of eight sources in three regions were computed as the prior 

emissions multiplied by  𝑘𝑖
𝑆3 (i = EON, ENON, EE, EI, EOG, EA, ES and EL).  

 

Table 2.2 Correlations among 𝜴𝒊 (i = EON, ENON, EE, EI, EOG, EA, ES and EL) during 

JJA 2011 over West, Central and East CONUS. 

West ΩES
 ΩEI

 ΩEE
 ΩEON

 ΩENON
 ΩEOG

 ΩEA
 ΩEL

 

ΩES
 1.000 0.086 0.035 0.110 0.187 0.219 0.314 0.138 

ΩEI
 0.086 1.000 0.031 0.695 0.683 0.006 0.499 -0.043 

ΩEE
 0.035 0.031 1.000 0.096 0.098 0.010 -0.036 0.003 

ΩEON
 0.110 0.695 0.096 1.000 0.802 0.003 0.557 0.063 
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ΩENON
 0.187 0.683 0.098 0.802 1.000 0.093 0.552 -0.015 

ΩEOG
 0.219 0.006 0.010 0.003 0.093 1.000 0.117 0.308 

ΩEA
 0.314 0.499 -0.036 0.557 0.552 0.117 1.000 0.161 

ΩEL
 0.138 -0.043 0.003 0.063 -0.015 0.308 0.161 1.000 

Central ΩES
 ΩEI

 ΩEE
 ΩEON

 ΩENON
 ΩEOG

 ΩEA
 ΩEL

 

ΩES
 1.000 0.048 -0.009 0.161 0.329 0.291 0.172 0.004 

ΩEI
 0.048 1.000 -0.090 0.476 0.333 0.064 0.251 0.053 

ΩEE
 -0.009 -0.090 1.000 -0.133 -0.054 -0.083 -0.146 -0.145 

ΩEON
 0.161 0.476 -0.133 1.000 0.639 0.228 0.460 0.125 

ΩENON
 0.329 0.333 -0.054 0.639 1.000 0.190 0.398 0.158 

ΩEOG
 0.291 0.064 -0.083 0.228 0.190 1.000 0.181 0.173 

ΩEA
 0.172 0.251 -0.146 0.460 0.398 0.181 1.000 0.101 

ΩEL
 0.004 0.053 -0.145 0.125 0.158 0.173 0.101 1.000 

East ΩES
 ΩEI

 ΩEE
 ΩEON

 ΩENON
 ΩEOG

 ΩEA
 ΩEL

 

ΩES
 1.000 0.238 -0.074 0.246 0.294 0.160 0.306 0.142 

ΩEI
 0.238 1.000 0.072 0.706 0.730 0.116 0.563 0.092 

ΩEE
 -0.074 0.072 1.000 0.086 0.080 -0.033 0.156 -0.174 

ΩEON
 0.246 0.706 0.086 1.000 0.841 0.091 0.732 0.079 

ΩENON
 0.294 0.730 0.080 0.841 1.000 0.065 0.670 0.062 

ΩEOG
 0.160 0.116 -0.033 0.091 0.065 1.000 0.122 0.112 

ΩEA
 0.306 0.563 0.156 0.732 0.670 0.122 1.000 0.084 

ΩEL
 0.142 0.092 -0.174 0.079 0.062 0.112 0.084 1.000 

Table 2.3 Descriptions of three stages in 3SDRI. 

Stage Description 

1 Do inversion on 6 sources, ES1 (ES1 = EI + EON + ENON), EE, EOG, EA, ES and EL. 

2 Do inversion on 7 sources,  EI, E
S2 (ES2 = EON + ENON), EE, EOG, EA, ES and EL, using outliers 

of linear regression between 𝛺𝐸𝐼
 and 𝛺𝐸𝑆2  and fixing 𝑘𝑖

𝑆2 as 𝑘𝑖
𝑆1(i = EE, EOG, EA, ES and EL). 

3 Do inversion on 8 sources, EON, ENON, EE, EI, EOG, EA, ES and EL, using outliers of linear 

regression between 𝛺𝐸𝑂𝑁
 and 𝛺𝐸𝑁𝑂𝑁

, fixing 𝑘𝑖
𝑆3 as 𝑘𝑖

𝑆2(i = EI, EE, EOG, EA, ES and EL). 
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2.2.5 Surface ozone observations 

Hourly surface ozone measurements are obtained from the US EPA Air Quality 

System (AQS) (https://www3.epa.gov/airdata/), collected at 1333 observation sites with 

available data during JJA 2011 and converted to ambient surface maximum daily 8-h 

average (MDA8). Model simulations with original and updated NOx emissions from 

inversion results are evaluated in the West, Central and East CONUS. We chose to analyze 

the statistics of model and observations for mean bias (MB), mean error (ME), normalized 

mean bias (NMB), normalized mean error (NME), and correlation coefficient (r) and root 

mean square error (RMSE) according to Simon et al. (2012) to demonstrate the impact of 

uncertainties of NOx emissions on ozone simulations. 

 

Figure 2.1 Schematic diagrams of SSREAM (orange) built in REAM (blue). In 

SSREAM, we have two sets of tracers including NOx and NOx reservoirs, which are 

individually tracked for EON, ENON, EE, EI, EOG, EA, ES and EL sources at each 

chemical (1 hr) and transport (5 min) time step. EON, ENON, EE, EI, EOG, EA, ES and 

EL are updated iteratively using a 3SDRI method on a daily basis.  
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Figure 2.2 Region definitions of the West, Central and East CONUS. 

 

 

2.3 Results and discussion 

2.3.1 The prior source-specific NOx emissions and modeled tropospheric NO2 VCDs 

Model simulations were conducted based on NOx emissions from source-specific 

2011 NAQFC emissions. The total prior NOx emissions over CONUS are 5.00 Tg N/a. 

Distributions of the prior NOx emissions of each source over the West, Central and East 

CONUS are shown in Figure 2.3, and respective contributions to the total emissions are in 

Figure 2.4. Natural emissions exhibit large spatial and seasonal variations (Jaeglé et al., 

2005; Pickering et al., 2016). We found that natural sources take up 33.2% of the total 

emissions over the CONUS. EL, consisting 17.9% of total emissions, have a substantial 

impact on the upper troposphere with a longer NOx lifetime of several days. (Pickering et 

al., 1998). EL contribute more than 80% of the total NOx near the Rocky Mountains, 

followed by 60-70% contributions over the Southeast. Over the CONUS, 62% of ES occur 
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between May to August (EPA, 2016). It shows that 53% of total ES are in the Central 

regions, especially over agricultural Great Plain, taking up approximately 40% of the total 

NOx emissions. High soil NOx emissions are also collocated with national parks over the 

West CONUS, contributing more than 60% to the total emission in certain grid boxes. EON 

are the major anthropogenic emissions accounting for 20.7% of the total prior emissions 

over the CONUS, followed by EE, ENON, EI, EOG and EA, exhibiting a correlated pattern 

with distributions of metropolitan areas and highways. EE are 0.72 Tg N/a and attributed 

to point sources from electric power plants near large cities, taking up to 80% of total NOx 

emissions around areas near power plants, while EI are mostly non-EGU emissions. The 

largest emitting categories of EI include external combustion boilers, internal combustion 

engines, and chemical manufacturing (EPA, 2010), located mainly in the East with 53.4% 

of the total EI. The spatial distribution of ENON dominates in the Midwest and Northern 

Great Plains matching fertilizer using areas (Cao et al., 2018), contributing 40-50% to the 

total NOx emissions, which indicates nonroad emissions are closely related to agricultural 

activity facilities. Drilling, production and gas flaring activities are conducted in seven key 

Oil & Gas production areas (Figure 2.5), emitting a large amount of NOx that compose up 

to 90% local NOx emissions. EA are collocated with flight tracks and large airports, and 

only take about 6% of annual NOx emissions.  
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Figure 2.3 The prior estimates of EON, ENON, EE, EI, EOG, EA, ES and EL in logarithmic 

scale over the CONUS for JJA 2011. 

 

Figure 2.4 Averaged contributions of the prior source-specific NOx emissions (EON, 

ENON, EE, EI, EOG, EA, ES and EL) to the total prior NOx emissions in percentage over 

the CONUS for JJA 2011. 
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Figure 2.5 Seven key oil and gas production areas over the CONUS from US Energy 

Information Administration (https://www.eia.gov/petroleum/drilling/#tabs-

summary-2). 

 

We show the simulated and retrieved OMI total tropospheric NO2 VCDs in Figure 

2.6. The cross-correlation between satellite observations and simulation results with the 

prior emissions are 0.58. Noted that compared to the results of the REAM simulations using 

the posterior emissions and MI results using SSREAM, the correlations increase to 0.82 

and 0.71, respectively. Simulated NO2 VCDs with the posterior emissions computed using 

3SDRI by SSREAM have the best match to retrieved columns. The 3SDRI method ensures 

the consistency of the prior emissions, retrieved profiles and inverse modeling results, and 

reduces the dependence of posterior emissions on the prior. The modeled results using 

REAM with the prior emissions are biased high over the Central and in some large cities 

compared to the OMI observations. Monthly inversion method using SSREAM could 

reduce the high NO2 VCDs simulated by REAM over the Central region around Kansas, 

but still have problems capturing NO2 VCDs over metropolitan areas and Central 

https://www.eia.gov/petroleum/drilling/#tabs-summary-2
https://www.eia.gov/petroleum/drilling/#tabs-summary-2
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agricultural regions. The remaining differences between 3SDRI results and satellite 

retrievals imply that detailed region divisions are needed in the future and some unreported 

emissions could exist.  

 

Figure 2.6 Total tropospheric NO2 VCDs (a) retrieved from OMI, (b) simulated by 

SSREAM using MI method, (c) simulated by SSREAM using 3SDRI method and (d) 

simulated by REAM using the prior emissions for JJA 2011. 

2.3.2 The posterior source-specific NOx emissions 

The total posterior emissions of NOx over CONUS are estimated to be 5.02 Tg N/a 

using the 3SDRI method in consistent with the prior emissions, while better matches of 

NO2 VCDs between satellite observations and model simulations using the 3SDRI method 

are achieved. It indicates that EPA has a good estimation of total NOx emissions, but the 

source distributions are biased. Figure 2.7 shows the source-specific posterior emissions of 

NOx using the 3SDRI method with detailed numbers in Table 2.4 and relative contributions 
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of each source in Figure 2.8. We compare the prior and posterior emissions and show 

detailed contributions of each source to the total over the West, Central, East and CONUS 

in Figure 2.9. Total emissions of the Central are increased by 5% from 1.89 Tg N/a to 1.99 

Tg N/a, compensated by decreases over the West (from 0.95 Tg N/a to 0.93 Tg N/a) and 

East (from 2.16 Tg N/a to 2.09 Tg N/a). The scaling factors of EON, ENON, EE, EI, EOG, EA, 

ES and EL derived from Eqs. (1) over the West, Central and East CONUS for JJA 2011 are 

shown in Table 2.5.  

Table 2.4 The prior and posterior annual NOx emissions (Tg N/a) of EON, ENON, EE, 

EI, EOG, EA, ES and EL over the West, Central, East and CONUS. 

Source 

CONUS West Central  East  

Prior Posterior  Prior Posterior  Prior Posterior  Prior Posterior 

Onroad 1.03 0.82 0.19 0.13 0.25 0.23 0.59 0.46 

Nonroad 0.58 0.57 0.10 0.06 0.21 0.25 0.28 0.26 

EGU 0.72 0.70 0.10 0.10 0.24 0.23 0.37 0.38 

Industry 0.40 0.45 0.05 0.04 0.13 0.17 0.21 0.25 

Oil & Gas 0.31 0.41 0.05 0.05 0.17 0.25 0.08 0.12 

Aircraft 0.30 0.33 0.14 0.16 0.12 0.14 0.03 0.03 

Soil 0.76 0.67 0.19 0.18 0.40 0.27 0.18 0.22 

Lightning 0.90 1.06 0.12 0.23 0.37 0.46 0.42 0.37 

Total 5.00 5.02 0.95 0.93 1.89 1.99 2.16 2.09 

Table 2.5 The estimated scaling factors of EON, ENON, EE, EI, EOG, EA, ES and EL using 

3SDRI method over the West, Central and East CONUS for JJA 2011. 

Source West Central East 

Onroad 0.67 0.94 0.78 

Nonroad 0.58 1.2 0.95 

EGU 0.95 0.95 1.01 

Industry 0.71 1.29 1.15 

Oil & Gas 0.82 1.44 1.5 

Aircraft 1.1 1.1 1.1 

Soil 0.95 0.67 1.24 

Lightning 2 1.26 0.89 
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Over the West, anthropogenic emissions, especially vehicle emissions 

overestimated by 18.8%, are expected to have 12% fewer contributions to the West NOx 

emissions, while natural emissions, in contrast, are underestimated by 35.4% with 13% 

more contributions, suggesting underestimations of lightning NOx emissions and 

overestimations of EON and ENON across the U.S. Mountain West States. It implies that NOx 

emissions originated from transportation activities are overestimated in the model over 

those regions. EOG are important NOx sources over the Central and the East, but subject to 

large uncertainties related to missing emission source types and inaccurate oil and gas 

activity data (Allen et al., 2016). We found 44% and 50% underestimation of EOG over the 

Central and the East, respectively. It shows that EOG make 3% more contributions over the 

Central with 2% more EI and 2% less EE contributions. Over the Great Plains, ES are 

dominant sources and have unique pulsing effects of emissions following the dry spell 

(Hudman et al., 2012). ES have significant temporal and emission uncertainties, which are 

overestimated by 33% and have a corresponding 7% fewer contribution over the Central. 

Over the East, contributions of natural emissions are invariant. We found EON contribute 

5% less to the emissions over the East compared to the prior emissions and are 

compensated by EOG and EI with 2% more contributions respectively. Over the CONUS, 

on the report of EPA emission estimations, mobile emissions are 1.71 Tg N/a in the 

NEI2011 and are cut by 50% in the NEI2014v2 (EPA, 2015). Here, we achieve the 

posterior mobile emissions of 1.39 Tg N/a, indicating that EPA may excessively reduce 

mobile emissions in the NEI2014v2, and a 20% reduction of NEI2011 mobile emissions 

are expected. Generally, over the CONUS, we found total natural contributions remain, the 
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contributions of EON are overestimated by 5% offsetting by more contributions from EOG, 

EI and EA. 

 

Figure 2.7 The posterior estimates of EON, ENON, EE, EI, EOG, EA, ES and EL by 

SSREAM using 3SDRI method in logarithm scale over the CONUS for JJA 2011. 

 

Figure 2.8 Averaged contributions of the posterior source-specific NOx emissions 

(EON, ENON, EE, EI, EOG, EA, ES and EL) to the total posterior NOx emissions in 

percentage over the CONUS for JJA 2011. 
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Figure 2.9 Relative distribution of the EON, ENON, EE, EI, EOG, EA, ES and EL to the 

total prior (top) emissions and posteriori (bottom) emissions estimated by SSREAM 

using 3SDRI method over the West, Central, East and CONUS in logarithm scale for 

JJA 2011. 

2.3.3 Contributions of modeled source-specific NO2 VCDs to total NO2 VCDs 

In the SSREAM, tropospheric NO2 VCDs of each source are simulated and 

constrained by OMI measurements (Figure 2.10). Figure 2.11 shows averaged 

contributions of tropospheric NO2 VCDs from each source to the total tropospheric NO2 

VCDs simulated by SSREAM using 3SDRI method for JJA 2011. The contributions of 

anthropogenic NO2 VCDs to the total NO2 VCDs are spatially consistent with contributions 

of posterior anthropogenic emissions, while it differs for lightning in some regions. NO2 

VCDs of lightning take up approximately 30% of total VCDs over southern Texas, though 

EL only contribute about 10% to the total NOx emissions. Compared to anthropogenic 
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emissions generating mainly near the surface, EL locate at higher altitudes with longer 

lifetime. Therefore, EL have higher column impacts compared to surface NOx emissions. 

It is also noted that high EL contributions over the north of the Rocky Mountain area are 

not consistent with the low NO2 VCDs contributions of lighting. It is possible that 

inconsistencies come from the difference between how we calculated natural emissions 

and mean NO2 VCDs. We selected grid boxes corresponding to valid satellite retrievals, 

sampled at 13:30 LT, to calculate the mean NO2 VCDs for JJA 2011, while EL are averaged 

over all days for JJA 2011. In previous studies, ES are predicted to have as much as 60% 

contributions to the NO2 columns over the Great Plains where anthropogenic impacts are 

relatively small (Hudman et al., 2012), in consistent with our results that about 50% ES 

contribute to the total columns over the Great Plains. When total anthropogenic 

contributions are considered, it is found that NO2 VCDs with more than 80% human 

impacts are mainly located over metropolitan areas and Oil & Gas production areas, 

whereas, in other regions over the CONUS, natural sources generally contribute 30-50% 

of the total NO2 VCDs with an average of 38.2% and as much as 60% over certain areas in 

the summer 2011.   
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Figure 2.10 Averaged tropospheric NO2 VCDs of eight emission sources (EON, ENON, 

EE, EI, EOG, EA, ES and EL) estimated by SSREAM for JJA 2011. 

 

Figure 2.11 Averaged contributions of source-specific tropospheric NO2 VCDs from 

EON, ENON, EE, EI, EOG, EA, ES and EL to the total tropospheric NO2 VCDs simulated 

by SSREAM using 3SDRI method in percentage for JJA 2011, matching 

corresponding valid OMI retrievals. 
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Figure 2.12 Simulated average β values as a function of EON, ENON, EE, EI, EOG, EA, 

ES and EL over the CONUS for JJA 2011. The data are binned into seven groups 

based on NOx emissions: Ei (i= ON, NON, E, I, OG, A, S)∈ (0, 21], (21, 22], (22, 23], (23, 

24], (24, 25], (25, 26], (26, 27] × 1010 molecules/cm2/s. (0, 21] denotes 0< Ei ≤ 21× 1010 

molecules/cm2/s. Error bars denote one standard deviation of the binned data. 

 

2.3.4 Nonlinear relationships between source-specific NOx emissions and NO2 VCDs 

Total vertical NO2 columns are closely related to NOx emissions due to relative 

short lifetime of NOx and high NO2/NOx ratios in the lower troposphere (Martin et al., 2003; 

Lamsal et al., 2011). NO2 VCDs are not linearly correlated with NOx emissions due to the 

nonlinear photochemical procedures of NOx (Gu et al., 2013; Li et al., 2019). We 

investigate the nonlinearity between NO2 VCDs and eight NOx emissions by examining 

the sensitivities (𝛽𝑖 , i = EON, ENON, EE, EI, EOG, EA, ES and EL) of different NO2 VCDs (Ω𝑖) 

to corresponding NOx emissions (𝐸𝑖): 
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∆𝐸𝑖

𝐸𝑖
= 𝛽𝑖

∆Ω𝑖

Ω𝑖
 

where ∆𝐸𝑖 denotes the emission changes of EON, ENON, EE, EI, EOG, EA, ES and EL, 

and ∆Ω𝑖 is the corresponding changes of simulated tropospheric NO2 vertical columns. 𝛽𝑖 

is used as a proxy of nonlinear feedback between source-specific NOx emissions and NO2 

VCDs.  We calculate the β values of each source for JJA 2011 over the CONUS, West, 

Central and East using SSREAM. In the base simulation, we use the prior emissions in the 

model to calculate NO2 VCDs of each sector. Because the calculation of β values are 

insensitive to varied emission perturbations (Gu et al., 2013; Li et al., 2019), we choose to 

change the emissions to the posterior emissions in the sensitivity simulation with 

perturbations shown in Table 2.5. The β values of eight sources are computed using the 

base and sensitivity simulations.  

 

Figure 2.12 shows the simulated average β values of eight sources over the CONUS 

for JJA 2011 as a function of corresponding NOx emissions binned into seven emission 

groups. For specific emission sources, we find no significant change of β values as the 

emission increase. The β values are fluctuating around 1.0 for nonroad, EGU and soil 

sources, indicating a small nonlinearity effect. For onroad, industry and Oil & Gas, the 

mean β values are in the range of 0.5-0.7, implying that the emission changes are about 30-

50% lower than the changes of NO2 VCDs. As aircraft and lightning emissions impose 

more impacts on the upper layers, we find that β values are generally higher than 2.0 and 

as high as 4.3 for lightning. It indicates that compared to ground sources, the change of 

NO2 VCDs are less sensitive to emission changes when emission sources are dominant at 
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higher levels. Similar results are found in the West, Central and East shown in the Figure 

2.13, Figure 2.14 and Figure 2.15. 

The newly developed 3SDRI method estimates NOx emissions of six anthropogenic 

sources (EON, ENON, EE, EI, EOG and EA) and two natural sources (ES and EL) respectively 

over West, East and Central CONUS for 2011. Tropospheric NO2 VCDs of each source 

are simulated separately in the SSREAM constrained by OMI observations, providing 

detailed column contributions of different NOx sources during JJA 2011. Inversion results 

show consistent total NOx emissions of 5.02 Tg N/a with the prior NAQFC emissions, but 

distributions of each source are biased. Soil and lightning NOx have large contributions as 

much as 60% to NO2 columns in the summer 2011. Surface maximum daily 8-h average 

ozone (MDA8) modeled in the SSREAM using 3SDRI methods are compared to EPA Air 

Quality System observations (Figure 2.16). Ozone concentrations simulated over the West 

are relatively improved with more lightning NOx emissions in the model compared to the 

East and Central (Figure 2.17, Figure 2.18, Figure 2.19, Table 2.6). It indicates that ozone 

levels in the West could be greatly modulated by natural sources, which matches the results 

of Kang et al. (2020). In Figure 2.16, MDA8 ozone concentrations are slightly decreased 

with posterior emissions over the West and Central by about 1-3 ppb, except over large 

cities and Oil & Gas areas, and generally increased over the East. Noted that better 

distributions of NOx emissions largely improve modeled NO2 columns but could have 

small impacts on MDA8 ozone simulations over the Central and East. Besides, large 

contributions of anthropogenic emissions over the East, especially the Northeast, suggest 

the importance of regional emission regulations in the future. 
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Figure 2.13 Simulated average β values as a function of EON, ENON, EE, EI, EOG, EA, 

ES and EL over the WEST for JJA 2011. The data are binned into seven groups based 

on NOx emissions: Ei (i= ON, NON, E, I, OG, A, S)∈ (0, 21], (21, 22], (22, 23], (23, 24], 

(24, 25], (25, 26], (26, 27] × 1010 molecules/cm2/s. (0, 21] denotes 0< Ei ≤ 21× 1010 

molecules/cm2/s. Error bars denote one standard deviation of the binned data. 
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Figure 2.14 Simulated average β values as a function of EON, ENON, EE, EI, EOG, EA, 

ES and EL over the CENTRAL for JJA 2011. The data are binned into seven groups 

based on NOx emissions: Ei (i= ON, NON, E, I, OG, A, S)∈ (0, 21], (21, 22], (22, 23], (23, 

24], (24, 25], (25, 26], (26, 27] × 1010 molecules/cm2/s. (0, 21] denotes 0< Ei ≤ 21× 1010 

molecules/cm2/s. Error bars denote one standard deviation of the binned data. 

 

Figure 2.15 Simulated average β values as a function of EON, ENON, EE, EI, EOG, EA, 

ES and EL over the EAST for JJA 2011. The data are binned into seven groups based 

on NOx emissions: Ei (i= ON, NON, E, I, OG, A, S)∈ (0, 21], (21, 22], (22, 23], (23, 24], 

(24, 25], (25, 26], (26, 27] × 1010 molecules/cm2/s. (0, 21] denotes 0< Ei ≤ 21× 1010 

molecules/cm2/s. Error bars denote one standard deviation of the binned data. 
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Figure 2.16 Locations of AQS ozone surface observation sites and averaged MDA8 

ozone observed at AQS sites for JJA 2011. 

 

Table 2.6 The statistics of simulations and observations for MDA8 ozone over the 

West, Central and East CONUS. 

monthly MB NMB ME NME RMSE R2 

posterior (W) 0.10 0.01 1.91 0.14 4.76 0.40 

prior (W) 0.46 0.03 1.96 0.14 4.94 0.38 

posterior (C) -0.46 -0.04 1.58 0.14 3.90 0.53 

prior (C) -0.37 -0.03 1.57 0.13 3.87 0.52 

posterior (E) -0.13 0.00 2.80 0.08 4.27 0.63 

prior (E) -0.90 -0.03 2.97 0.09 4.45 0.62 
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Figure 2.17 Averaged MDA8 ozone with the prior emissions in the REAM for JJA 

2011. 

 

Figure 2.18 Averaged MDA8 ozone with the posterior emissions in the SSREAM for 

JJA 2011. 
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Figure 2.19 The relationship between observed AQS MDA8 ozone and simulated 

MDA8 ozone using prior and posterior emissions over the West, Central and East 

CONUS averaged for JJA 2011. 

 

 

Figure 2.20 The difference of averaged MDA8 ozone between model simulations using 

the prior and the posterior emissions for JJA 2011.  
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CHAPTER 3.  NOCTURNAL DECAY OF ISOPRENE DURING 

THE 2013 SOUTHERN OXIDANT AND AEROSOL STUDY 

(SOAS): EVALUATION AND IMPLICATIONS 

3.1 Introduction 

Isoprene, the most important biogenic volatile organic compounds (BVOCs) 

globally, accounts for about half of the BVOC emissions (~500 Tg yr-1) (Guenther et al., 

2012). Its emission is highly light- and temperature-dependent with almost no emission at 

night (Sharkey, 1995). Isoprene can be quickly oxidized by hydroxyl radicals (OH), 

producing hydroxyperoxy radicals that drive ozone (O3) and hydroxynitrates production in 

the presence of nitrogen oxides (NOx) (Sillman et al., 1990). Despite large emission flux, 

only moderate concentrations (0-10 ppb) are observed even near emission sources due to 

the high reactivity of isoprene (von Kuhlmann et al., 2004).). Rapid oxidation of isoprene 

is a main driver of the atmospheric chemistry over forest region like southeast United 

States, which has important impact on ozone and secondary organic aerosol (SOA) 

formation (Xu et al., 2015; Fisher et al., 2016; Travis et al., 2016;).   

Generally, isoprene follows a marked diurnal pattern of a steady increase 

throughout the morning and decrease in the afternoon due to reduced emissions and rapid 

oxidation of OH. Many field studies observed an accumulation of isoprene in the early 

evening with a decline after sunset and some production of organic nitrates at night (Starn 

et al., 1998; Hurst et al., 2001; Stroud et al., 2002). Previous studies credited the nighttime 

decay of isoprene to nitrate radicals (NO3) oxidation with cases of high NOx emissions 
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(Brown et al., 2009; Millet et al., 2016) or forest regions susceptible to high NOx transport 

events (Starn et al., 1998). Nitrate radicals, generated from NO2 reacting with O3, can be 

abundant at night and rapidly photolyzed during the day. However, in high-NO 

environments, it is possible that isoprene is accumulated at night and causes a late-morning 

ozone peak (Millet et al., 2016), when rapid NO3 titration by NO significantly suppress 

NO3 levels (Aliwell and Jones, 1998). NO3 oxidation of isoprene is relatively fast (τ = 20 

min at [NO3] = 50 ppt) compared with O3 oxidation (τ = 30 hr at [O3] = 30 ppb) during 

night (Atkinson et al., 2006). Yields of isoprene nitrates (INs) through NO3 pathway are 

about 62%-78% (Rollins et al., 2009). These INs can form secondary organic aerosols 

(SOA) and be a reservoir of NOx, which are transported to downwind cities and release 

NOx back when sunlight comes in, further impacting on next day O3 concentration.  

However, there are alternative explanations for nocturnal decay of isoprene if there 

is low NOx impact over forest regions with high isoprene emissions. During daytime, 

isoprene emits directly from trees near the surface exhibiting a sharply decreasing vertical 

profile (Andronache et al., 1994; Guenther et al., 1996). When emissions of isoprene are 

shut down after sunset, high isoprene concentrations at surface could be vertically 

dispersed to higher levels (Makar et al., 1999). Reaction with OH is also worth attention 

because high nighttime OH could account for a significant part of the observed decrease in 

isoprene at night (Hurst et al., 2001). Another possible explanation is that, during daytime, 

lifetime of isoprene (about an hour) is much shorter than the travel time of fresh air from 

regions with less isoprene emissions, while, at night, fresh air could be gradually advected 

in when there is no newly emitted isoprene and cause a steady decrease of isoprene 

(Sillman et al., 2002). 
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This study is conducted at Centreville, Alabama, a rural region in the Southeast 

with substantial isoprene emissions and minor impact from anthropogenic pollution, 

resulting in a low NOx (peaks at about 1.3 ppb) and high isoprene (ranges from 1 to 6 ppb) 

environment (Figure 3.3). Measurements show a consistent decay of isoprene at night 

during SOAS campaign, however, barely any previous studies explored the reason for this 

nighttime decay of isoprene. In this study, we use a 3-D Regional chEmical trAnsport 

Model constrained by SOAS observations at Centreville during summer 2013 to quantify 

impacts from chemical processes (OH, NO3 and O3 oxidation of isoprene) and transport 

(diffusion and advection) on nighttime decay of isoprene. Other secondary species 

produced from isoprene chemistry, such as MVK, MACR and gas-phase INs, are also 

examined in model-observation comparisons, in complement to isoprene, O3, NOx and OH 

analysis. Lastly, implications on current isoprene chemical mechanism constraint by 

measurements at Centreville during 2013 SOAS campaign could be demonstrated based 

on critical assessments of oxidation products of isoprene. 

3.2 Data and methods  

3.2.1 Field measurements 

Ground observations were conducted a (32.9°N, 87.2°W) from June 1st to July 

15th, 2013, as part of the SouthEastern Aerosol Research and Characterization (SEARCH) 

network. It is a rural site surrounded by a dense mixed forest of pine and broadleaf species 

where isoprene is the dominant BVOC emissions with a molar fraction of 82% (Xu et al., 

2015) during the day. This site is subject to low pollution but could experience occasional 

influences by aged air masses from nearby southern metropolitan cities, power plants, and 
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traffic on roads (Feiner et al., 2016). Surface meteorological conditions were collected by 

Atmospheric Research and Analysis (ARA) as part of SEARCH. Conditions are favorable 

for the formation of air pollution with days of high relative humidity, high solar radiation, 

light winds, and nocturnal temperature inversion in the boundary layer (Hidy et al., 2014). 

In the morning, the inversion layer breaks up and draws pollutions aloft down to the 

ground. Occasional wind events could disperse pollutants across regions, thus decrease the 

surface concentrations and above. We binned all observations to one-hour intervals to 

compare with our model simulations. 

During SOAS campaign, chemical measurements are mostly obtained from a walk-

up tower with about 20m height and 10m above the canopy.  Isoprene was measured by a 

proton-transfer-reaction time-of flight mass spectrometer (PTR-ToF-MS) with 10% 

uncertainty. O3, NO and NO2 collected by ARA have corresponding uncertainties of 5%, 

3% and 3% (Hidy et al., 2014). O3 was detected from UV absorption at 254nm, while NO 

and NO2 are measured by chemiluminescence detection (CLD) upon NO reaction with O3 

and NO from ozone photolysis (Hansen et al., 2003). The OH was determined from 

chemical ionization mass spectrometry (CIMS) utilizing ambient pressure ionization as a 

reagent ion with an updated corona discharge ion source for the SOAS campaign (Kurten 

et al., 2011). The uncertainty of OH is about 40%, and the detection limit is 2 × 105 

molecules cm-3 (Kim et al., 2015a). MVK and MACR were measured individually by gas 

chromatography coupled with mass spectrometry (GC-MS). PTR-ToF-MS was used to 

observe their sums due to possible line losses for oxygenated species in GC-MS 

measurements (Jordan et al., 2009) with about 30% uncertainty. To reduce errors, analysis 

of GC-MS MVK and MACR are conducted, based on days, from June 18 to June 24, in 
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good agreement with PTR-ToF-MS sums (Figure 3.1). INs used in this study are composed 

of both first-generation INs, including β-hydroxyl INs and isomers, ẟ-hydroxyl INs and 

isomers, and nighttime carbonyl nitrates, and second-generation INs, further oxidized from 

the first-generation INs (methylvinylketone nitrate (MVKN), methacrolein nitrate 

(MACRN), propanone nitrate (PROPNN) and ethanal nitrate (ETHLN)) which observed 

by the Caltech CF3O− Time-of-Flight Chemical Ionization Mass Spectrometer (CIT-ToF-

CIMS) with 20% errors (Crounse et al., 2006; Nguyen et al., 2015). Mass concentrations 

of speciated particle phase INs were determined by high-resolution chemical ionization 

time-of-flight mass spectrometer (HR-ToF-CIMS) using iodide-adduct ionization (Lee et 

al., 2014) with a filter inlet for gases and aerosols (FIGAERO), applying highest sensitivity 

of β-isomer isoprene hydroxy nitrate (C5H9NO4) to calculate mass concentrations of all 

observed organic nitrates (Lopez-Hilfiker et al., 2014). 

 

Figure 3.1 Time series of MVK and MACR sums observed by GC-MS (red) and PTR-

ToF-MS (black) at Centreville during the 2013 SOAS campaign. 
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3.2.2 3D-REAM and isoprene oxidation chemical mechanism 

3D-REAM, driven by hourly Weather Research and Forecasting (WRF, version 

3.9) outputs constrained by the Climate Forecast System Reanalysis products 

(http://cfs.ncep. noaa.gov/cfsr), is used to represent and analyze observations. WRF 

reproduces the meteorological fields at Centreville during the SOAS campaign within the 

error range (Figure 3.2). Previous studies have applied REAM to conduct regional studies 

of tropospheric chemistry, vertical mixing and horizontal transport in the US and China 

(Choi et al., 2005, 2008a, b; Zeng et al., 2003; Zhao and Wang et al., 2009; Zhao et al., 

2009, 2010; Liu et al., 2010, 2012a, 2012b;2014; Gu et al., 2013, 2014, 2016; Zhang et al., 

2016, 2017; Li et al., 2019a, b; Qu et al., 2020). The model covers the CONUS, with a 

horizontal resolution of 36 km ✕ 36 km and 30 vertical layers in the troposphere. The 

initial and boundary conditions are from a 2° ✕ 2.5° global simulation using GEOS-Chem. 

We use a timestep of 5 min for transport and 60 min for chemistry in the simulation. Hourly 

anthropogenic emissions are estimated from 2011 National Emission Inventory (NEI2011) 

with a pronounced weekday-to-weekend cycle (Choi et al., 2012). Biogenic VOC 

emissions, driven consistently by WRF 3.9, are hourly computed by Model of Emissions 

of Gases and Aerosols from Nature (MEGAN) version 2.1 (Guenther et al., 2012). The 

chemical mechanism in REAM is adopted from a mini-Caltech isoprene mechanism (Mini-

CIM) with updated isomer distributions of isoprene peroxy radicals instead of single 

lumped isoprene peroxy radicals in previous GEOS-Chem v11-02c chemical mechanism, 

increased OH regeneration especially in low-NO pathways, higher MVK to MACR ratio, 

better representation of SOA precursors and more efficient NOx transition to inorganic 

nitrates detailed described in the Bates et al. (2019) and Wennberg et al. (2018). The 
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deposition and SOA formation processes are based on GEOS-Chem v12.1.1 (Travis et al., 

2016).  

The fates of the INs include photolysis, oxidation, aerosol uptake with further 

hydrolysis, wet deposition, and dry deposition. Aerosol uptake followed by hydrolysis is a 

significant loss for gas-phase nitrates taking up more than half of the total loss (Fry et al., 

2013; 2014). Because of the complexities of various formation pathways and limited 

constraints on accurate OA concentration modeling, we consider a simple SOA scheme in 

this study (Pai et al., 2020). Uptake coefficients (ɣ) used in REAM, providing a sufficient 

irreversible sink for gas-phase INs. Assumptions have been made in REAM that ɣ = 0.05 

for first generation INs and ɣ = 0.005 for MACRN and MVKN, constraint to match the 

measurements. Because PROPNN and ETHLN are extremely less soluble due to lack of 

hydroxyl groups, aerosol uptakes of both PROPNN and ETHLN are not considered in our 

simulation. As there is no aerosol module in REAM, we assume a bulk lifetime of 20 min 

for hydrolysis process to estimate particle-phase INs. At night, isoprene reacts mainly with 

NO3 to form a nitrooxy peroxy radical, subsequently reacting with NO, NO3, itself and 

other peroxy radicals to form nighttime INs. For second-generation INs, the majority of 

MVKN and MACRN are coming from β-pathway, while PROPNN and ETHLN are from 

δ-pathway and nighttime NO3 initiated oxidation of isoprene (Lee et al., 2014). 
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Figure 3.2 Observed (dots) and WRF (solid line) mean diurnal cycles of relative 

humidity (Left), wind speed (Middle) and temperature (Right) at Centreville during 

the 2013 SOAS campaign. Blue shadings represent the WRF data uncertainties. The 

vertical bars are standard deviations of the measurements. 

3.3 Results and discussion 

3.3.1 Loss of isoprene at night 

Figure 3.3 shows that the observed and REAM simulated diurnal variabilities of 

isoprene, related tracer gases and OH radicals averaged during the SOAS campaign are 

basically in good agreement. Model reproduces the diurnal change of isoprene compared 

to measurements at Centreville, which peaks during midafternoon and generally drops 

during nighttime. The sun sets between 7:50 pm to 8:00 pm and rises between 5:35 am to 

5:50 am at Centreville during the 2013 SOAS campaign. In this study, we consider the time 

period, 8:00 pm to 5:00 am, as the nighttime. Isoprene decays around 4:00 pm in the model, 

nevertheless, for observed cases, it sharply falls out after 7:00 pm, coinciding with sunset 

times. It could be explained by the overestimation of OH during 4:00 pm to 7:00 pm in the 

model as daytime isoprene chemistry is OH-driven. Isoprene gradually decays until 5:00 

am in the morning, when sun rises and brings back isoprene emissions and OH 

concentrations. After sunset, there are barely any isoprene emissions, and only small 
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portion of isoprene will persist into night due to its short lifetime. Since OH are extremely 

low at night, some previous studies attributed nighttime decay of isoprene to NO3, formed 

by reaction of NO2 with O3, due to the accumulation of NO3 at night and its relatively fast 

isoprene oxidation rate (Brown et al., 2009; Millet et al., 2016). At Centreville, nighttime 

OH concentrations are low but not completely reaching zero, with observed values around 

detection limit of 2 × 105 molecules/cm3.  The nighttime OH could come from oxidation 

of VOC initiated by NO3 (Platt et al., 1990) and reactions of VOC with O3 (Atkinson and 

Aschmann, 1993). The simulated NOx captures observation well, while REAM tends to 

overestimate nighttime surface ozone. It suggests limit titration of ozone with NO in the 

model (Sharma et al., 2017). The isoprene measurements show no significant peaks in late 

afternoon and early evening compared to previous studies (Millet et al., 2016), instead a 

gradually consistent decay occurs shown in Figure 3.3. Here, we explored this nocturnal 

decline of isoprene during 2013 SOAS campaign at Centreville within the frame of 

chemical and physical processes.   
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Figure 3.3 Observed (dots) and modeled (solid line) mean diurnal cycles of NOx, O3, 

isoprene and OH at Centreville during the 2013 SOAS campaign. Blue shadings 

represent the model uncertainties. The vertical bars are standard deviations of the 

measurements. 

 

In Figure 3.5, we show nighttime evolutions of chemical and physical loss rates of 

isoprene from 8:00 pm to 5:00 am averaged during the 2013 SOAS campaign in REAM. 

Emissions of isoprene are highly light dependent and reach zero at night. Three possible 

oxidation pathways of isoprene are OH, NO3 and O3. Ozone is the most abundant oxidant 

compared to OH and NO3. However, the reaction rate of ozone with isoprene is relatively 

slow (τ = 30 hr at [O3] = 30 ppb), which explains its moderate impact on isoprene. During 
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daytime, the photochemical reactions convert O3 precursors into O3. At night, O3 levels are 

removed by chemical reactions with NO and NO2, and dry deposition. In terms of the low 

concentrations of NO and NO2 at Centreville (Figure 3.11), O3 concentrations are relatively 

high compared to polluted city environments. Ozone oxidation dominates the chemical loss 

of isoprene at night shown in Figure 3.5, consuming as much as 50% more isoprene than 

OH or NO3 radicals. Isoprene loss through ozonolysis shows a decreasing trend, consistent 

with the overnight chemical and physical consumption of O3 concentrations which reach 

the minimum right before the sunset. The dominant removal mechanism of isoprene during 

daytime is the OH oxidation with fast reaction rates (τ ∼ 1 h at [OH] = 2.5 × 

106 molecules/cm3) (Atkinson et al., 2006). OH radicals are generated via photolysis of 

ozone and HCHO (Crutzen and Zimmermann, 1991). The levels of OH radicals are 

decreasing with reduced radiation after noon and are not completely depleted at night 

without sunlight. Instead, small amounts of OH, about 2.5× 105 molecules/cm3 observed at 

Centreville, are generated either by ozonolysis of alkenes or through nitrate radical initiated 

chemistry leading to the formation of HO2 radicals, which are then converted to OH (Platt 

et al., 1990; Atkinson and Aschmann, 1993). Although isoprene reacts fast with nitrate 

radicals, they are not major sinks of isoprene during daytime due to fast photolysis. In 

absence of sunlight, NO3 oxidation of isoprene should be considered. During the early 

evening, from 8:00 pm to 10:00 pm, isoprene depleting from OH oxidation exceeds that 

through NO3 pathway. As night proceeds, the buildup of NO3 radicals (Figure 3.11) by 

reaction of NO2 with O3 makes NO3 oxidation play a more important role than OH 

oxidations and show comparable importance as the O3 oxidation in the early morning. 
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Transport processes including advection and vertical mixing, are also suggested 

physical mechanism to explain the nighttime decay of isoprene. The dry deposition of 

isoprene is not considered as a possible loss pathway because isoprene is a nonpolar species 

(Hurst et al., 2001). Advection of air parcels with less isoprene to this ground site decreases 

isoprene at night. The average southerly wind shown in Figure 3.7 bring in air masses with 

insignificant amount of isoprene from Gulf of Mexico to Centreville. Corresponding 

increase of isoprene downwind Centreville further supports the possibility of advection at 

night. Vertical mixing is another possibility of isoprene decay, where low-isoprene air aloft 

is mixing down. Isoprene exhibits strong vertical gradient from surface to 500m shown in 

Figure 3.12 because of its surface emissions and rapid consumption by OH (Trainer et al., 

1987). In the model, the magnitude of vertical mixing is depicted by the diffusion 

coefficient (Kzz), which are based on the WRF outputs and adjusted to match the 

observations following the method of Li et al. (2021). Better agreements between modeled 

and observed boundary layer height compared to WRF outputs (Figure 3.4) validate that 

the REAM captures the nighttime vertical mixing processes. Good capture of nighttime 

vertical mixing processes in the REAM can be also validated by the good agreements 

between observed and simulated NOx levels. In Figure 3.5, we find that depletion from 

advection is comparable to that from diffusion at night. Diffusion impact on isoprene 

change drops at early evening and gradually increases in consistent with the vertical 

gradients of isoprene at surface (Figure 3.12). We find that the decay of isoprene transits 

from chemical oxidation driven to the transport process driven at around 11:00 pm. Fresh 

isoprene-depleted air from aloft and upper wind then continuously dilutes in over the night 

with an average loss of isoprene is around 0.13 ppb/h from 8:00 pm to 5:00 am, with 
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chemical loss rate of 0.12 ppb/h and a total of 0.25 ppb/hr. The average lifetime of isoprene 

at Centreville at night is estimated to be 8.0 hours and about 15.9 hours for advection 

processes. 

We quantify the total loss of isoprene through all possible pathways in the model 

overnight at Centreville averaged during the 2013 SOAS campaign in Figure 3.6. About 

half of the nighttime isoprene removal attributes to transport (51.7%), competing with 

chemical terms (48.3%). The diffusion and advection share similar contribution to the 

nighttime isoprene decay, 26.8% and 24.8%, respectively. Ozone oxidation contributes to 

24.4% of the total isoprene decay, consuming 0.6 ppb of isoprene, which is respectively 

50.1% and 51.5% more than NO3 and OH oxidation. 12.2% of isoprene decay at 

Centreville is arise from the NO3 oxidation, comparable to 11.8% OH oxidations.  

 

Figure 3.4 Observed (dots), WRF (solid red) and Kzz-adjusted (solid blue) mean 

diurnal cycles of boundary layer height (BLH) at Centreville during the 2013 SOAS 

campaign. Shadings represent the WRF (red) and Kzz-adjusted (blue) BLH 

uncertainties. The vertical bars are standard deviations of the measurements. 
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Figure 3.5 Time series of nocturnal isoprene mean hourly change through chemical 

processes (O3, NO3 and OH oxidation) and transport processes (diffusion and 

advection) from 8:00 pm to 5:00 am at Centreville during the 2013 SOAS campaign.  

 

 

 

Figure 3.6 Total mean nocturnal isoprene changes through chemical processes (O3, 

NO3 and OH oxidation) and transport processes (diffusion and advection) from 8:00 
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pm to 5:00 am at Centreville during the 2013 SOAS campaign. The vertical bars are 

standard deviations of the model results. 

 

Figure 3.7 The distribution of total nighttime isoprene changes (from 8:00 pm to 6:00 

am CDT), overlayed by the averaged wind field, in the Southeast averaged during the 

2013 SOAS campaign. The red dot is the observation site Centreville.  

3.3.2 first-generation oxidation products of isoprene 

Methyl Vinyl Ketone (MVK) and methacrolein (MACR) are both major first-

generation oxidation products of isoprene from multiple pathways. They serve as important 

tracers of isoprene chemistry with high yields from OH and O3 oxidations (Tuazon and 

Atkinson, 1990; Paulson et at., 1992; Liu et al, 2013; Jenkin et al., 2015), variant with 

different NO condition (Jenkin et al., 2015). Approximately, 3.5% of MVK and MACR 

are produced in the NO3 pathway (Wennberg et al., 2018). Therefore, we explore the 

diurnal cycle of MVK and MACR as the additional criteria to test the nocturnal isoprene 

decay. In Figure 3.8, we find that REAM shows overestimations of MVK and MACR using 

mini-CIM mechanism compared to observations. It can be explained by the 
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underestimation of dry deposition in the model as we increased the dry deposition velocity 

of MVK and MACR by factor of 4 in Figure 3.13 and found perfect matches with 

observations during late afternoon and night. Figure 3.17 shows that no significant changes 

of isoprene, OH, ozone and NOx levels are found with increased MVK and MACR dry 

deposition velocities. The late afternoon peak hours of MVK and MACR are not captured 

by the model, instead the peaks of MVK and MACR are consistent with the isoprene peak 

around 12:00 pm to 4:00 pm, coinciding production from OH oxidation of isoprene in the 

model. The lower than model concentrations and relative flat trends of MVK and MACR 

during daytime suggest that in the model either the productions of MVK and MACR are 

overestimated, or slower sinks compared to OH oxidation are missing.  
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Figure 3.8 Observed (dots) and modeled (solid line) mean diurnal cycles of MVK, 

MACR and MVK+MACR at Centreville during the 2013 SOAS campaign. Blue 

shadings represent the model uncertainties. The vertical bars are standard deviations 

of the measurements. The lower right figure is the observed (solid black) and 

simulated (solid blue) ratio of MVK and MACR. 

 

Because MVK and MACR are less reactive species and longer-lived than isoprene, 

we used the ratio of first oxidation products of isoprene (MVK/MACR) as a proxy to 

estimate the oxidation of isoprene. Isoprene ozonolysis reaction results in a MVK to 

MACR ratio of 0.41 (Montzka et al., 1993) but MVK reacts faster with O3 than MACR 

(Carter and Atkinson, 1996), so a concentration ratio slightly less than 0.41 would be 

expected from pure ozonolysis reactions at steady state. Similarly, the ideal yield ratio of 
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MVK to MACR is approximately equal to 1.4 considering only the OH pathway. MACR 

reacts faster with OH than MVK, which induces the ratio of MVK to MACR to be around 

2.0 in OH term (Carter and Atkinson, 1996). Figure 3.8 shows that the ratios of MVK to 

MACR are overall reproduced in the model in the range of 1 to 2 using mini-CIM 

mechanism during daytime and have similar trends at night compared to measurements. 

The ratio gradually increases from 5:00 am and peaks at 4:00 pm at about 2.0 in both model 

and observations, implicating shifts from O3-driven to OH-driven isoprene oxidations. The 

model captures the peak ratio of 2.0 when OH-oxidation is dominant, while the observed 

rapid change of MVK to MACR ratio in the early evening is not reproduced by the model 

when OH levels are rapidly dropping, and ozonolysis becomes important. This reflects the 

relative yield of MVK to MACR from the O3 oxidation pathway of isoprene in the model 

could be overestimated. After sunset, ratios of MVK to MACR change slightly and show 

the fairly constant ratio after midnight in the model, suggesting the nighttime isoprene 

decay has changed from chemical to transport driven processes, in support of the trends 

shown in Figure 3.5. The nocturnal boundary layer can be stratified with significant vertical 

gradients and mix down more photochemically aged air aloft. The vertical profiles of MVK 

and MACR in the model are shown in Figure 3.14. The gradients of MVK and MACR are 

less steep and have slightly inversion near surface because of their relative longer lifetime 

than isoprene and secondary production from isoprene, leading to slower decay rate of 

vertical mixing. However, the similar decay rates of surface MVK and MACR to isoprene 

implies the importance of advection in the transport process. The ratio of isoprene and 

MVK+MACR are also checked in Figure 3.15, representing the degree of oxidation, 
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similar flat nighttime trends are found in both observed and modeled values, which is in 

support of the importance of nighttime transport at Centreville during the SOAS campaign. 

3.3.3 Isoprene nitrates and implications 

First generation of INs are mainly formed by isoprene peroxy radicals reacting with 

NO. In this study, mini-CIM mechanism considers the changing distributions of isoprene-

hydroxy-peroxy isomers from OH oxidation under different NOx levels instead of lumping 

and using fixed isomer distributions. It is found that, on average, δ-isomers contribute 17 

% of the total isoprene-hydroxy-peroxy reactivity in the Southeast (Bates et al., 2019), 

increased from 10% in previous GEOs-Chem mechanism (Fisher et al., 2016). First 

generation INs are yielded from β- and δ-branches ranging from 4% to 15% in previous 

studies (Chen et al., 1998; Chuong et al., 2002; Mao et al., 2013; Xiong et al., 2015). Here, 

12% is assigned to δ-branches and 14% and 13% are recommended for two isomers of β-

branches, (1,2)-isoprene-hydroxy nitrate and (4,3)-isoprene-hydroxy nitrate, respectively. 

Second generation INs are subsequently produced from further oxidations of isoprene-

hydroxy nitrates to generate MVKN and MACRN, mainly from β-branches, and PROPNN 

and ETHLN, primarily from δ-branches. In the mini-CIM mechanism, updated isoprene-

hydroxy-peroxy isomer distributions result in lower yield of methacrolein-derived nitrates 

and higher hydroxynitrates (Bates et al., 2019). Addition of NO3 to isoprene produces 

substantial isoprene carbonyl nitrate, hydroxynitrates and hydroperoxy nitrate, which could 

also get further oxidized to form secondary nitrates. PROPNN is considered as a high-yield 

photooxidation product of INs from NO3-initiated oxidation (Fisher et al., 2016). 
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Figure 3.9 Observed (dots) and simulated (solid line) mean diurnal cycles of first-

generation isoprene nitrates and second-generation isoprene nitrates (MVKN + 

MACRN, PROPNN and ETHLN) at Centreville during the 2013 SOAS campaign. 

Blue shadings represent the model uncertainties. The vertical bars are standard 

deviations of the measurements. 

 

In Figure 3.9, it explicitly shows the modeled diurnal cycle of first generation of 

isoprene nitrates (ISOPN1: isoprene-hydroxy nitrates and carbonyl nitrate), MVKN, 

MACRN, RPOPNN and ETHLN in comparison with the SOAS CIT-ToF-CIMS 

measurements. In the model, we consider aerosol uptake coefficients for isoprene nitrates 

followed by irreversible hydrolysis sinks, except PROPNN and ETHLN which are less 

soluble. ISOPN1 peak at 11:00 am in the model, and steadily drop to a minimum of about 
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5 ppt around sunset. In the SOAS observation, there is another ISOPN1 peak at 6:00 pm 

and declines overnight. Model results are generally in agreement with observed diurnal 

cycles, except the missing second peak near dusk in the SOAS observations when isoprene 

chemistry shifts from OH-driven to O3-driven. Because the photochemical lifetimes of 

ISOPN1 are short (Lee et al., 2014), it is implausible that ISOPN1 generated from 

elsewhere are transported to this site during late afternoon. The missing second peak of 

ISOPN1 near dusk in the model, coinciding with MVK and MACR diurnal profiles, imply 

that either there are missing sources of ISOPN1 or poorly understood sinks of ISOPN1 

related to the uncaptured processes of isoprene chemical mechanism, especially in 

transition from OH-driven to O3-driven oxidation of isoprene. After midnight, modeled 

ISOPN1 concentrations are generally consistent with the measurements. For second 

generation of isoprene nitrates, MVKN, MACRN, RPOPNN and ETHLN are explicitly 

measured at Centreville during the 2013 SOAS campaign. Figure 3.9 shows that model 

have better simulations of MVKN and MACRN than PROPNN and ETHLN, compared 

with CIT-ToF-CIMS measurements. Model tends to capture the diurnal variability of 

MVKN and MACRN, which peak at midday and steadily decrease then with a minimal 

concentration of 4 ppt. However, PROPNN and ETHLN are barely reproduced in the 

model, with early peaks at sunrise, and continuously decreasing during daytime until 

sunset. Model overestimates PROPNN and ETHLN at night and underestimates during the 

day, suggesting that PROPNN production in the mini-CIM mechanism are mainly from 

nighttime NO3-initiated isoprene chemistry, accumulated overnight and then tend to get 

consumed during the day. The observed diurnal cycle of PROPNN and ETHLN on the 

other hand reflects that more daytime production of PROPNN and ETHLN from oxidation 



 65 

of δ-isoprene-hydroxy nitrates and less nighttime PROPNN and ETHLN production from 

NO3-initiated isoprene chemistry are expected. It infers that the distribution of β- and δ-

branches and yields from NO3-branches of isoprene chemical mechanism could still be 

problematic in the model. 

 

Figure 3.10 Observed (dots) and simulated (solid line) mean diurnal cycles of particle 

phase isoprene nitrates at Centreville during the 2013 SOAS campaign. Blue shadings 

represent the model uncertainties. The vertical bars are standard deviations of the 

measurements. 

We also compared the modeled diurnal cycle of particle-phase isoprene nitrates 

(pINs) to the SOAS observations at Centreville. The FIGAERO HRToF-CIMS identified 

88 speciated particle-phase organic nitrates (pONs). Here, the sums of all C5 pONs are 

assumed to represent the observed pINs. In the model, we assumed the simplified processes 

of aerosol partition, where gas phase isoprene nitrates form pINs on aerosols with 

presumed constant uptake coefficients, constrained by gas-phase observations, except 

PROPNN and ETHLN which are less soluble. We then assume a bulk lifetime for pINs, 

encountering hydrolysis to form HNO3. As assumptions in the model are preliminary, 

which could result in biases in modeled pINs. Figure 3.10 shows that pINs peak at around 
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11:00 am and then form a second peak in the late afternoon in the observation, coinciding 

with gas-phase INs (ISOPN1+MVKN+MACRN) observations. Modeled pINs generally 

capture the diurnal variation of the SOAS Centreville observations. We find decay of pINs 

levels at night. But the early morning peak of pINs is barely captured, indicating biases 

from homogeneous uptake coefficients and bulk lifetime assumed in the model and other 

complicated processes not considered in this simplified aerosol formation model.  

At Centreville, we find that only 12.2% of isoprene is consumed by NO3 oxidations 

and more than half of the isoprene undergoes transport at night. Area downwind Centreville 

undergoes 1-1.5 ppbv increase of isoprene overnight. Transported isoprene could drive 

photochemistry and ozone production during the early morning (Millet et al., 2016) and 

cause an increase on the next day ozone levels. Methyl Vinyl Ketone (MVK) and 

methacrolein (MACR) are both major first-generation oxidation products of isoprene. The 

ratio of MVK and MACR is used as a proxy of isoprene chemistry. Constant ratios at night 

further supports the transport as the cause of nighttime decline of isoprene. Though model 

generally captures the diurnal cycle of MVK and MACR, the late afternoon peaks in both 

species are not captured, suggesting either the productions of MVK and MACR are 

overestimated, or slower sinks compared to OH oxidation are missing during this transition 

period of OH-driven to O3-driven isoprene oxidations. Similar cases are found with the 

missing peaks of INs, such as ISOPN1 and MVKN+MACRN, at dusk, which further 

emphasizes the unknown isoprene oxidation processes in the model mechanism during this 

transition period.  INs, mostly formed from isoprene chemistry of OH and NO3 oxidations, 

are parts of NOx reservoirs and SOA precursors. INs are sensitive to NOx levels, showing 

rapid decrease with increasing NOx emissions (Fisher et al., 2016). pINs could be 
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subsequently formed from INs, undergoing aerosol uptake and hydrolysis, releasing HNO3 

back, impacting the NOx budgets (Lee et al., 2016). Better model mechanism of isoprene 

oxidation from OH-driven to O3-driven transition period and elucidation of formation and 

loss of pINs are needed in the future to accurately quantify the impacts of isoprene 

chemistry on the NOx budgets and SOA formations. 

 

 

Figure 3.11 Observed (dots) and modeled (solid line) mean diurnal cycles of NO, NO2 

and NO3 at Centreville during the 2013 SOAS campaign. Blue shadings represent the 

model uncertainties. The vertical bars are standard deviations of the measurements. 
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Figure 3.12 Modeled (solid line) mean vertical distribution of isoprene at Centreville 

during the 2013 SOAS campaign from 8:00 pm to 6:00 pm every two hours (in 

different colors). 
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Figure 3.13 Observed (dots) and simulated (solid line) with 4 times deposition 

velocities of MVK, MACR and MVK+MACR at Centreville during the 2013 SOAS 

campaign. Blue shadings represent the model uncertainties. The vertical bars are 

standard deviations of the measurements. The lower right figure is the observed (solid 

black) and simulated (solid blue) ratio of MVK and MACR. 

 

Figure 3.14 Modeled (solid line) mean vertical distribution of MVK and MACR at 

Centreville during the 2013 SOAS campaign from 8:00 pm to 6:00 pm. 

 

Figure 3.15 The observed (solid black) and simulated (solid blue) ratio of isoprene 

and MVK + MACR at Centreville during the 2013 SOAS campaign. 
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Figure 3.16 Observed (dots) and modeled (solid line) mean diurnal cycles of the 

contribution of first-generation isoprene nitrates (blue) and second-generation 

isoprene nitrates (red) to the total isoprene nitrates at Centreville during the 2013 

SOAS campaign. 
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Figure 3.17 Observed (dots) and modeled (solid line) mean diurnal cycles of NOx, O3, 

isoprene and OH with 4 times deposition velocities of MVK, MACR at Centreville 

during the 2013 SOAS campaign. Blue shadings represent the model uncertainties. 

The vertical bars are standard deviations of the measurements.  
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CHAPTER 4. SUMMERTIME CLEAN-BACKGROUND OZONE 

CONCENTRATIONS DERIVED FROM OZONE PRECURSOR 

RELATIONSHIPS ARE LOWER THAN PREVIOUS ESTIMATES 

IN THE SOUTHEAST UNITED STATES 

4.1 Introduction  

“Surface-level” ozone is regulated by the National Ambient Air Quality Standards 

(NAAQS) in the United States (EPA, 2015). Summer is the season of high ozone 

concentrations in polluted regions although the ozone season can expand beyond summer 

as a result of climate change (Zhang et al., 2016). In the past several decades, the Clean 

Air Act Amendments and their enforcement have led to large reductions of anthropogenic 

emissions of nitrogen oxides (NOx = NO + NO2) and volatile organic compounds (VOC). 

However, summertime ozone concentrations over large regions of western United States 

(excluding California) have insignificant and even a small increasing trend in contrast to 

significant decreases over the eastern United States and California (Cooper et al., 2012; 

Simon et al., 2014; Lin et al., 2017). One potentially contributor is an increase of 

background ozone concentrations in the West (Lin et al., 2017). However, some of the 

uncertainties in defining regional ozone background were extensively discussed in the 

earlier works by Fiore et al. (2002, 2003) and were subsequently analyzed (Zhang et al., 

2011; Lin et al., 2012; Emery et al., 2012; Fiore et al., 2014; Lefohn et al., 2014; Dolwick 

et al., 2015). The recent assessments by Jaffe et al. (2018) again emphasized the significant 

contributions and large uncertainties of background ozone. 
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There are many approaches to reduce the uncertainties of model-simulated 

background ozone, including modeling process-level intercomparison exercises and 

improving emissions, physical and chemical processes in the model. Ultimately, however, 

observation-based background ozone estimates will be needed as the ground-truth. We note 

that the analyses of remote and background ozone sites (Altshuller and Lefohn, 1996; 

Vingarzan, 2004) are for what Cooper et al. (2015) termed “baseline” ozone, which 

includes ozone produced from North American emissions. The “baseline” ozone, therefore, 

is higher than the background ozone. Other attempts to estimate background ozone have 

been made using the relationships between ozone and its precursors. Given the important 

role of NOx in ozone photochemical production and the previously found dependence of 

ozone on NOx and NOy to derive ozone production efficiency (OPE) values (Lin et al., 

1987; Kleinman et al., 2002), it is not surprising that the relationships of ozone with NOz 

(defined as total reactive nitrogen (NOy)-NOx (NO+NO2)) were explored to define 

background ozone (Altshuller and Lefohn, 1996; Hirsch et al., 1996) by extrapolating the 

O3-NOz linear regression line to the 0-value point of NOz, the corresponding ozone value 

presumably represents a background value (hereafter referred to as the O3-NOz method).  

Background ozone is not a well-defined term (Jaffe et al., 2018). If a location is 

downwind from a polluted urban region, transported high ozone concentrations can be 

considered as a background or “baseline” ozone level for the site (Fiore et al., 2002; Trainer 

et al., 1993). Using the type of operational definition, background ozone concentrations 

would vary depending on the applications and are therefore difficult to compare among 

different studies. For example, if we extend from one site to a region, the influence from 

the upwind city emissions would vary with time and location in the region. In this case, 



 74 

defining a clean background not affected by the emissions from the upwind city is more 

objective and more easily intercomparable than trying to incorporate the effect of the city 

emissions in the background ozone calculation. In this work, we define a clean-background 

ozone as the portion of ozone that does not have chemical signatures that show ozone 

production from anthropogenic or natural emissions of ozone precursors.  This definition 

is akin to deriving the ozone background using the O3-NOz regression method, but it is 

more refined (Altshuller and Lefohn, 1996). Hereafter we refer this clean-background 

ozone level as the ozone background in this work. 

Another well-known linear relationship is between ozone and its precursor, CO 

(Parrish et al., 1993; Chin et al., 1994; Buhr et al., 1996; Parrish et al., 1998; Cardenas et 

al., 1998; Cooper et al., 2002; Honrath et al., 2004; Mao et al., 2004; Huntrieser et al., 

2005). Cheng et al. (2017) examined the measurements from the DISCOVER-AQ 

campaign in July 2011 over the Baltimore-Washington area and found that the O3-CO 

correlation does not vary significantly with time or altitude in the boundary layer and the 

observations are simulated well by our regional chemical transport model (REAM). Their 

analysis suggests that, due to the decrease of anthropogenic primary CO emissions during 

the past decades, the contribution from biogenic isoprene oxidation to the observed O3-CO 

regression slope is as large as primary anthropogenic CO emissions in contrast to the 

finding that anthropogenic emissions are the main contributor to the observed O3-CO 

relationship in the 1980s and early 1990s (Chin et al., 1994).   

Cheng et al. (2018) went a step further and examined the utility of the robust linear 

regression relationships of observed O3-HCHO, O3-CO, and CO-HCHO, which do not vary 

significantly with time (11 A.M. to 4 P.M.) or altitude in the boundary layer during the 
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DISCOVER-AQ 2011 experiment. They found that these relationships can be used to 

provide a fast-response estimator of surface ozone when the concentrations of CO and 

HCHO are known in the Southeast. What we will explore in this study is how the 

relationships of ozone with CO and HCHO can be applied to compute background ozone 

(hereafter referred to as the O3-CO-HCHO method). 

In this study, we applied the methods of O3-CO-HCHO (Cheng et al., 2018), O3-

NOz (Altshuller and Lefohn, 1996; Hirsch et al., 1996), and 5th percentile ozone (Wilson 

et al., 2012) to surface and aircraft observations during the Southern Oxidant and Aerosol 

Study (SOAS) and Southeast Nexus (SENEX) campaigns in the summer of 2013 in the 

Southeast and the corresponding 3-D model simulation results. A model-only zero-

emission method (Fiore et al., 2003; Dolwick et al., 2015) was also used. The background 

ozone concentrations derived from the observations and model results using various 

methods are compared to investigate the potential biases of the methods. We will show the 

distribution of summertime background ozone based on model simulations and discuss the 

implications for air quality management.  

4.2 Methods and datasets 

4.2.1 Observation datasets 

We made use of the extensive observations during the Southeast Atmosphere Study 

(SAS) from 1 June 2013 to 15 July 2013 (Carlton et al., 2018). The SAS includes two field 

campaigns: SOAS and SENEX. SOAS provides detailed ground measurements of O3, NOx, 

NOy, CO, and HCHO at the SouthEastern Aerosol Research and Characterization Network 

(SEARCH) site — Centreville, Alabama from 1 June to 15 July. It is a typical rural site in 
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the Southeast surrounded by mixed forest where biogenic emissions are dominant (Feiner 

et al., 2016). Along with SOAS, the National Oceanic and Atmospheric Administration 

(NOAA) WP-3D aircraft was deployed during the SENEX campaign to extensively 

measure O3, NOx, NOy, CO, and HCHO concentrations around Smyrna, Tennessee. During 

the SENEX campaign, a total of 12 daytime flights were conducted to make atmospheric 

measurements in the lower troposphere. In this study, we selected the SENEX 

measurements in the Southeast at 0-1 km to derive the background ozone concentrations 

in the boundary layer in order to ensure the robustness of our O3-CO-HCHO analysis 

results in the region where biogenic emissions dominate VOC reactivity and compared 

them to the ozone background derived from the SOAS surface data. For consistency, NOy 

measurements using the chemiluminescence instruments were used to compute observed 

NOz concentrations for both campaigns. Table 4.1 summarizes the instruments and 

uncertainties for O3, NOx, NOy, CO and HCHO measurements (Ryerson et al., 1999; 

Holloway et al., 2000; Hansen et al., 2003; Hottle et al., 2009; Pollack et al., 2010).  
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Table 4.1 Atmospheric O3, NO, NO2, NOy, CO and HCHO measurements during 2013 

SOAS and SENEX campaigns. 

 SOAS SENEX 

 Technique 

Detec

. 

Limit 

Sampl

e 

Interva

l 

Reference Technique 

Detec

. 

Limit 

Sampl

e 

Interva

l 

Reference 

O3 
UV-

Absorption 
1 ppb 1-min 

Hanen et al. 

(2003) 

Chemilumi

nescence 

15 

ppt 
1s 

Ryerson et al. 

(1999) 

Pollack et al. 

(2010) 

NO 
Chemilumin

escence 

0.05 

ppb 
1-min 

10 

ppt 
1s 

NO2 

Photolysis/ 

Chemilumin

escence 

0.1 

ppb 
1-min 

30 

ppt 
1s 

NOy 

Mo 

reduction/ 

Chemilumin

escence 

0.1 

ppb 
1-min 

40 

ppt 
1s 

CO 

Nondispersi

ve Infrared 

Spectroscop

y 

5 ppb 1-min 

Vacuum 

UV 

Resonance 

Fluorescen

ce   

0.5 

ppb 
1s 

Holloway et al. 

(2000) 

HCHO 

Fiber - Laser 

Induced 

Fluorescenc

e 

0.05 

ppb 
 1s 

Hottle et al. 

(2009) 

Fiber - 

Laser 

Induced 

Fluorescen

ce 

36 

ppt 
1s 

Hottle et al. 

(2009) 

 

 

4.2.2 3-D REAM Model 

We applied the Regional chEmistry and trAnsport Model (REAM) in this study to 

compute the regional background ozone in the Southeast during the SAS. REAM is a 3-D 

regional model which has been evaluated in a number of tropospheric chemistry and 

transport studies in the United States and China (Zhao et al., 2009; Zhao and Wang, 2009; 

Zhao et al., 2010; Liu et al., 2014; Gu et al., 2013; Gu et al., 2014; Gu et al., 2016; Zhang 

and Wang et al., 2016; Zhang et al., 2017; Li et al.,2019; Qu et al., 2020). The model 

domain of REAM is shown in Figure 4.8, with 30 vertical layers in the troposphere, and 

the horizontal resolution is 36 × 36 km2. Simulations used in this study utilized lateral 
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boundary conditions taken from a 2° × 2.5° GEOS-Chem model (v11.01) simulation (Bey 

et al., 2001). Henderson et al. (2014) evaluated the GEOS-Chem model with respect to its 

ability to provide lateral boundary conditions of ozone and its precursors for the contiguous 

United States (CONUS) domain to regional models and showed good performance in the 

summer. The model is driven by assimilated meteorological fields from a Weather 

Research and Forecasting (WRF) simulation constrained by the Climate Forecast System 

Reanalysis products (EMC, 2019). The chemistry mechanism is from the GEOS-Chem 

(v11.01) with updated isoprene nitrate uptake on aerosols (Canty et al., 2015; Travis et al., 

2016). Anthropogenic emissions are from the 2011 National Emission Inventories (2011 

NEI). Biogenic emissions are calculated with the Model of Emissions of Gases and 

Aerosols from Nature (MEGAN) version 2.10 (Guenther et al., 2012). Emissions from 

biomass burning are not considered here in the model in the Southeast during summer due 

to the extremely small amount compared to anthropogenic, natural sources (Washenfelder 

et al., 2015). As shown in Figure 4.1 and Figure 4.2, the coincident REAM simulation 

results are generally within the standard deviations of observed surface and boundary-layer 

O3, NOx, NOy (The sum of NOx, PAN and HNO3 are used as the NOy concentrations in the 

model), CO, and HCHO concentrations. We discuss the potential effects of the model 

biases on simulation-derived background ozone concentrations in the result section. 
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Figure 4.1 Observed (black dots) and modeled (dash line) mean diurnal profiles of 

surface O3, NOx, NOz, CO and HCHO at Centreville during the 2013 SOAS 

campaign. Vertical bars show the standard deviations of hourly measurement data, 

and blue shadings represent the model standard deviations. The model was sampled 

in the Centreville grid box only for hours with available measurements from 1 June 

to 15 July. 
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Figure 4.2 Observed (black dots) and modeled (solid line) mean vertical profiles of 

O3, NOx, NOz, CO and HCHO over the Southeast US during the 2013 SENEX 

campaign. Measurement data are binned to model’s vertical levels and horizontal 

bars indicate the standard deviations within each altitude bin. Blue shading 

represents the model standard deviations. The model was sampled at the time and 

locations of aircraft measurements.  

 

4.2.3 Principle of the O3-CO-HCHO method 

As discussed by Cheng et al. (2018), regional O3 can be decomposed into three 

components: O3 produced from anthropogenic emissions (O3anthro), O3 produced from 

biogenic emissions (O3bio), and background O3 (O3back). In a region where CO is from both 

biogenic and anthropogenic sources, but HCHO is dominated by the biogenic source, the 

CO-HCHO relationship can be used to compute the anthropogenic contribution to CO. As 

such, the three O3 components can be separated based on Equation (2.1), detailed 

derivations are discussed by Cheng et al. (2018):  
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                     𝑂3  =
𝛥𝑂3

𝛥𝐶𝑂𝑎𝑛𝑡ℎ𝑟𝑜
(𝐶𝑂𝑡𝑜𝑡𝑎𝑙 −

𝛥𝐶𝑂𝑏𝑖𝑜

𝛥𝐻𝐶𝐻𝑂𝑏𝑖𝑜
(𝐻𝐶𝐻𝑂𝑡𝑜𝑡𝑎𝑙 − 𝐻𝐶𝐻𝑂𝑏𝑎𝑐𝑘) −

𝐶𝑂𝑏𝑎𝑐𝑘)  +
𝛥𝑂3

𝛥𝐻𝐶𝐻𝑂𝑏𝑖𝑜
(𝐻𝐶𝐻𝑂𝑡𝑜𝑡𝑎𝑙 − 𝐻𝐶𝐻𝑂𝑏𝑎𝑐𝑘) + 𝑂3𝑏𝑎𝑐𝑘  

 

                             = 𝑘1(𝐶𝑂𝑡𝑜𝑡𝑎𝑙 − 𝐶𝑂𝑏𝑎𝑐𝑘) − (𝑘1𝑘2 − 𝑘3)(𝐻𝐶𝐻𝑂𝑡𝑜𝑡𝑎𝑙 − 𝐻𝐶𝐻𝑂𝑏𝑎𝑐𝑘) +

𝑂3𝑏𝑎𝑐𝑘 

(4.1) 

            where 𝑘1 =
𝛥𝑂3

𝛥𝐶𝑂𝑎𝑛𝑡ℎ𝑟𝑜
 ,  𝑘2 =

𝛥𝐶𝑂𝑏𝑖𝑜

𝛥𝐻𝐶𝐻𝑂𝑏𝑖𝑜
, 𝑘3 =

𝛥𝑂3

𝛥𝐻𝐶𝐻𝑂𝑏𝑖𝑜
, “anthro” denotes those 

from anthropogenic sources, “bio” denotes those from biogenic sources, and “total” 

denotes those from all sources, “back” denotes background values. The relationship of Eq. 

(1) reflects the net changes of the chemical species due to chemical production, loss, 

transport, and deposition. At present, we cannot separate the contribution from each 

process to the relationship. 

We choose the time window of 11 am to 4 pm with active photochemistry over the 

southeastern United States where these three species are temporospatially stable (Figure 

4.1) and the contributions from biogenic isoprene to the slope of O3 to HCHO is dominant 

(Cheng et al., 2018) to ensure the robustness of our analysis. 

We conducted tagged tracer simulations to derive CO and HCHO from 

anthropogenic and biogenic sources (including emissions and chemical production) and 

background transport (model lateral and upper boundary) separately while keeping model 

simulated other trace gases and radical concentrations, such as O3, NOx, and HOx (OH and 

HO2), the same as in the standard model, details as shown in the previous studies by Cheng 

et al. (2017, 2018). Using tagged tracer simulation results, we can compute the values of 
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k1, k2, and k3 through least-squares regressions of O3 and anthropogenic CO, biogenic CO 

and HCHO, O3 and biogenic HCHO, respectively. We used Equation (4.1) to compute 

background ozone: 

                             𝑂3𝑏𝑎𝑐𝑘 = 𝑂3 − 𝑘1(𝐶𝑂𝑡𝑜𝑡𝑎𝑙 − 𝐶𝑂𝑏𝑎𝑐𝑘) + (𝑘1𝑘2 − 𝑘3)(𝐻𝐶𝐻𝑂𝑡𝑜𝑡𝑎𝑙 −

𝐻𝐶𝐻𝑂𝑏𝑎𝑐𝑘) 

(4.2) 

All variables on the right-hand side of the Equation (4.2) are known from standard 

and tagged-tracer model simulations and the background O3 can be computed using 

Equation (4.2). 

When using the observations, we cannot separate species from different sources. 

Therefore, the values of k1, k2, k3, and background concentrations of CO, HCHO, and O3 

must be determined empirically. We applied a nonlinear regression (Holland et al., 1977) 

of Equation (4.1) to the SOAS and SENEX measurement data during the hours of active 

photochemistry between 11 am and 4 pm. The observation-derived background ozone 

concentrations will be compared with model results. 

4.2.4 Modified O3-NOz and other methods to estimate background ozone 

In the O3-NOz method, the O3 value at zero NOz of the least-squares regression is 

taken as the background ozone in previous studies (Altshuller and Lefohn, 1996). Figure 

4.3 shows the scatter plot of O3 and NOz during SENEX (0-1 km) at 11 am - 4 pm. A least-

squares regression gives an intercept value of 29.8 ppbv. The scatter of the data is fairly 

large reflecting in part the varying degree of impact from regional emissions in the 

observations. In order to derive the clean-background ozone estimates, we did a second 
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least-squares regression for the data, of which the O3 values are less than a+b[NOz]-0.5, 

where a, b, and  are the intercept, slope, standard deviation of the first least-squares 

regression. For a Gaussian distribution, the data below half of the standard deviation are 

the lower 31 percentile data. Its mean value is close to the lower 1- (1 standard deviation) 

value. Figure 4.3 shows that the second regression line is close to the lower 1- line of the 

first regression. Since the data distribution is not ideally Gaussian, the lower 1- line of the 

first regression is slightly below the second regression line using the lower 31 percentile 

data. We refer to this method as the 1- O3-NOz method. Using this method, we obtain an 

ozone background value of 20.52.6 ppbv for the boundary layer (0-1 km) during SENEX. 

 

Figure 4.3 Relationship between observed O3 and NOz during SENEX (0-1 km) at 11 

am - 4 pm. The black solid line is a linear fit of all data (red dots and black cross), the 
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blue solid line is a linear fit of data below half  (black cross) and the black dash line 

is 1- cut-off line. 

When using the zero-emission method (Fiore et al., 2003), we carried out a 

sensitivity simulation in which all anthropogenic emissions are turned off and the simulated 

O3 concentrations are taken as the background. This method cannot be applied to the 

observation data. The 5th percentile method (Wilson et al., 2012), on the other hand, can be 

applied to both observation and model data, in which the 5th percentile O3 concentrations 

are taken as the background. In order to compare to the results using the O3-CO-HCHO 

method, observation and model data from 11 am to 4 pm were analyzed. 

In this study, we seek to compute objectively the clean-background ozone as the 

portion of ozone that does not have chemical signatures that show ozone production from 

anthropogenic or natural emissions of ozone precursors based on the relationship of O3-

CO-HCHO. In the comparison to the results using other methods, we adapted the O3-NOz 

method to the 1- O3-NOz method for clean airmasses not affected by regional emissions. 

We applied the 5th percentile method to the entire analysis dataset such that the results are 

independent from site or data selection. 

4.3 Results and discussion 

4.3.1 Background ozone concentrations derived from SOAS and SENEX observations 

and corresponding model simulations using different methods 

We applied different methods, tagged-tracer simulations and nonlinear regression 

method, to solve Equation (4.2) and derive the background ozone using simulated and 

observed data during SOAS and SENEX campaign as observation data cannot distinguish 
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tracer gases from different sources. We first discuss the results using the O3-CO-HCHO 

method. Figure 4.4 shows the derived background values of O3, CO, and HCHO, and the 

slopes of 𝑘1 , 𝑘2 , and 𝑘3 , in Equations (4.1) and (4.2), based on the observation and 

corresponding model data. The relationships between O3, CO and HCHO during the SOAS 

and SENEX campaign are shown in Figure 4.5. The correlations between O3 and CO are 

tighter than those of O3 or CO with HCHO partly because the lifetime of HCHO is shorter 

than O3 and CO. The general positive slops of O3 to CO or HCHO, and CO to HCHO 

reflect photochemical productions of O3, CO, and HCHO. Since the lifetimes of CO and 

O3 are long enough for significant regional transport, both transport and chemistry errors 

in the model can lead to deviations from the observations and the transport effect is larger 

for CO. Detailed analysis requires another study and is beyond the scope of this work.  

The error bars shown in Figure 1 are standard deviations of hourly values for the 

model simulations and standard errors of nonlinear regressions for the observations. In the 

model average, we first calculate the average regression results of k1, k2 and k3 from all 

hours matching valid observations during 11 am to 4 pm. We apply the mean k1, k2 and k3 

to Equation (4.2), where total concentrations of CO, HCHO and O3 and background values 

of CO and HCHO are hourly results of model simulations, to derive hourly background 

ozone concentrations. We finally take the mean of those hourly background ozone 

concentrations as the averaged background ozone shown in the plots. We use the error 

ranges of six parameters shown in Figure 4.4 to indicate the goodness of the nonlinear 

regression results. In a nonlinear regression, the traditional R2 value, the fraction of the 

total variance explained by the regression model, cannot be used to assess the goodness-

of-fit of the nonlinear model since the total variance does not equal to the sum of explained 
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variance and error variance and the R2 value is not in the range of 0-100% (Spiess and 

Neumeyer, 2010). The parameter uncertainties reflect the effects of the independent 

variables and random data variations on the regression model (Ruckstuhl, 2010). The small 

standard errors of the six parameters shown in the Figure 4.4 indicate the robustness of the 

fitting results.  

Observed and model-derived parameters are generally in good agreement; the one 

standard deviation error ranges of the parameters mostly overlap. The exception is that the 

model derived k2 values are 10-30% lower than the observations. It may imply that either 

the CO yield is low or the net HCHO yield is high in the simulated isoprene chemical 

mechanism although regional transport of CO may also have an impact on the model bias. 

While additional measurements and modeling are necessary to infer the biases of CO and 

HCHO yields in the model isoprene oxidation mechanism, the analysis here provides an 

additional method to make use of the observation data to test the model chemical 

mechanism. The reasons for the observed and simulated 20-30% lower k2 values at 

Centerville than the SENEX data are unclear. The large vertical gradients of NOx, CO, and 

HCHO in the boundary layer (Figure 4.2), the nonlinear isoprene chemistry, and the 

sampling differences in time and location are among the factors complicating a quantitative 

analysis. Because CO has a long lifetime, the slope value of k1 can be thought of as a 

measure of the O3 production efficiency by anthropogenic NOx during isoprene oxidation. 

The fairly good agreement between the model and observation results provides support for 

using the model to simulate the change of O3 due to anthropogenic emissions. The slope 

value of k3 indicates the change of O3 relative to HCHO during isoprene oxidation. The 

value is much larger than 1 largely because of a much longer lifetime of O3 than HCHO.  
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The observation and model-derived background levels of CO (50-65 ppbv) and 

HCHO (0.4-0.7 ppbv) are largely due to the oxidation of CH4 and comparable to results of 

Cheng et al. (2018). The derived CO and HCHO background values using observations 

have lower uncertainties than the model results due largely to the difference of the 

calculation method. The purpose of a regression model is to minimize the uncertainties of 

regression function and parameters. Therefore, the range of the uncertainty reflects not just 

how well the regression model fits the data but also the optimization in the parameter space. 

The model background CO and HCHO mean and standard deviation values are computed 

directly using tagged tracer simulations. The standard deviations reflect the spatiotemporal 

variations of the model data. There is no optimization process to minimize the uncertainties 

in the model estimates. In other words, all terms on the right-hand side of Equation (4.2) 

are known from the model results, but they are unknown in the observation data. The higher 

degree of freedom in the nonlinear regression optimization of the observation data results 

in lower uncertainty estimates in the parameter space. 

Using the O3-CO-HCHO method, we estimate background ozone concentrations of 

14.73.3 and 20.52.6 ppbv for SOAS and SENEX observations, respectively. The 

corresponding values for the model results are 13.95.7 and 20.84.8 ppbv, ~1 ppbv 

difference compared to the observation-based values but well within the standard 

deviations of the estimates. On average, the SENEX background ozone at 0-1 km is ~6 

ppbv higher than that of SOAS near the surface in both observations and models, reflecting 

the effect of dry deposition loss of ozone at the surface. The excellent agreement between 

model and observation values reflects in part the robustness of this method. 
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Figure 4.4 Estimates of the six parameters (𝑶𝟑𝒃𝒂𝒄𝒌, 𝑪𝑶𝒃𝒂𝒄𝒌, 𝑯𝑪𝑯𝑶𝒃𝒂𝒄𝒌, 𝒌𝟏, 𝒌𝟐 and 

𝒌𝟑) in Equation (4.1) and (4.2) calculated using the observations during the 2013 

SOAS Centreville campaign (green), 0-1 km measurements during the 2013 SENEX 

aircraft campaign (red), and the corresponding model results (blue for SOAS and 

brown for SENEX 0-1 km). Standard deviations of the estimates are shown by vertical 

bars. Daytime data from 11 am to 4 pm are used. 
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Figure 4.5 Scatter plots of O3, CO and HCHO observations (red) during the SOAS 

and SENEX (0-1 km) campaigns at 11 am - 4 pm with corresponding model results 

(blue). The solid lines are linear regression of observed (red) and simulated (blue) 

data. 

 

4.3.2 Comparisons of background ozone estimates using the O3-CO-HCHO method to 

the previous methods 

The comparison results are summarized in Figure 4.6. Among the previously used 

methods, the modified 1- O3-NOz method is the most similar to the O3-CO-HCHO 

method, both of which rely on tracer correlations in the estimation of a clean-background 

ozone. However, the latter new method makes use of the full observation datasets while 

the former uses the lower 31 percentile data. The estimated background ozone 

concentrations are 18.76.5 and 21.310.5 ppbv, respectively, for SOAS (surface) and 
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SENEX (0-1 km) observations in the 1- O3-NOz method. The corresponding model 

estimates are 19.96.4 and 21.07.6 ppbv. The small increase of background ozone from 

the surface to 1 km can be found both in the model and observation data. Overall, the 

background concentrations derived using the 1- O3-NOz method are similar to the O3-

CO-HCHO results within the boundary layer, but higher by about 40% than the O3-CO-

HCHO method at the surface. It implies that the 1- threshold we chosen to indicate the 

clean-background ozone may bias high at the surface. We can reduce the high biases using 

the 1- O3-NOz method by increasing the cut-off threshold of 0.5z from the regression 

line. If it is increased to 1z from the regression line, we would use about 17% of the 

dataset. Since there is no physically based criterion for determining the cut-off threshold, 

the decision is statistical in nature. A small fraction of the data population calls into the 

question of the data representativeness. For example, if the 1 cut-off line is used in Figure 

4.3, only about 20 data points are left for NOz > 2.5 ppbv, not representative of the original 

data. 

Compared to the 1- O3-NOz method, the O3-NOz method gives 25-40% higher 

estimates, which are 26.58.8 and 29.810.8 ppbv for SOAS and SENEX observations, 

respectively, and the corresponding values are 27.69.2 and 26.810.1 ppbv in the model. 

The results are consistent with the discussion of Figure 4.3. The data scattering and higher 

intercepts of the O3-NOz regression reflect the variability of ozone production in the 

sampled air masses. For the purpose of deriving the clean-background ozone in this work, 

the 1- O3-NOz method is more appropriate. 
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The zero-emission method is for model only. Using the model data corresponding 

to the observations, we estimate background ozone concentrations of 20.64.7 and 

21.36.9 ppbv for model data corresponding to the SOAS (surface) and SENEX (0-1 km) 

observations, respectively, which are 3-48% higher than the estimates using the O3-CO-

HCHO method. Fiore et al. (2013) found a mean afternoon background ozone of 15-30 

ppbv in the eastern United States using the zero-emission method. Our zero-emission 

results are similar and in the middle range of their results. The higher zero-emission 

background ozone concentrations than those derived using the O3-CO-HCHO method or 

the 1- O3-NOz method reflect two processes. In zero-emission simulations, all 

anthropogenic emissions are zeroed out but natural emissions, such as soil and lightning 

NOx, are included, leading to chemical production of ozone by regional sources. In the O3-

CO-HCHO methods, anthropogenic and natural precursors are treated in the same manner 

and the derived background ozone is presumed to be independent of both anthropogenic 

and natural sources in the region. Another reason is that the HO2 radical promotes ozone 

production and loss through the reactions of HO2 + NO and HO2 + O3, respectively. In a 

photochemically active boundary layer with anthropogenic and natural emissions, 

background ozone transported from remote regions has a shorter lifetime and lower 

concentrations due in part to higher HO2 concentrations compared to a photochemical 

environment without anthropogenic emissions and low ozone concentrations. For this 

chemical-nonlinearity reason, we expect a lower ozone background in the daytime than 

nighttime and in summer than the other seasons. 

The 5th percentile method yields higher estimates of background ozone in general, 

20.80.9 and 27.30.3 ppbv for SOAS (surface) and SENEX (0-1 km) observations, 
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respectively. The uncertainties, which are estimated using 10,000 times bootstraps, are 

considerably less than other methods.  The corresponding model results are 27.70.5 and 

31.60.5 ppbv. The lower value based on the SOAS observations than SENEX 

measurements could reflect periods of low surface ozone when the observation site was 

strongly affected by transport from the Gulf of Mexico, and lower modeled background 

values imply the effect of which was underestimated by the model. These estimates are 40-

100% higher than the estimates using the O3-CO-HCHO method. Wilson et al. (2012) 

selected 5th percentile as the background ozone value based on 397 ground sites 

representing not only “baseline” sites, but also rural, suburban and urban sites. The implicit 

5th percentile selection as the background ozone level can be problematic with higher or 

lower estimation under different pollution environments. Also, the statistical and physical 

reasons of using a specific percentile as the background level are not apparent. 

Among the various estimates, the O3-CO-HCHO method gives the largest 

difference between the SOAS surface site and the SENEX 0-1 km background ozone 

concentrations. The 5th percentile method also shows significantly lower ozone 

concentrations for SOAS surface background ozone reflecting in part the effect of ozone 

dry deposition to the surface. The zero-emission method shows less difference than the O3-

CO-HCHO method. The reason is related to shorter photochemical lifetime of background 

ozone with more active photochemistry driven by anthropogenic emissions, which we will 

discuss in more detail in the next section. The regular and 1- O3-NOz methods give 

somewhat lower SOAS surface than SENEX (0-1 km) background ozone concentrations, 

but the difference is well within the standard deviations. Unlike the other methods, the O3-

NOz methods are also affected by dry deposition of HNO3 to the surface, the rate of which 
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is much faster than ozone, thereby masking the effect of ozone dry deposition to the 

surface. 

 

 

Figure 4.6 Estimated background ozone concentrations for the observations and 

corresponding model results during SOAS (surface) and SENEX (0-1 km). Standard 

deviations of the estimates are shown by vertical bars. Daytime data from 11 am to 4 

pm are used.  

4.3.3 Background ozone distribution in the Southeast 

We compile previous background ozone estimates for the United States in Table 

4.2. The previous observation and model studies suggest a background ozone of 15-40 

ppbv for the eastern United States and higher levels for the western United States. The 

estimates using the new O3-CO-HCHO method for SOAS and SENEX (Figure 4.6) are at 

the very low end of the previous estimates similar to the 1- O3-NOz results. Zero-emission 

result are in the middle range while the 5th percentile and O3-NOz results are more 

comparable to the previous studies.  

To further compare to the previous studies, we apply the O3-CO-HCHO and other 

methods to derive background ozone distributions of the Southeast for the summer (June-
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August) of 2013 using model results. The O3-CO-HCHO method can only be applied to 

the region where HCHO is dominated by biogenic isoprene emissions (Cheng et al., 2018). 

The other three methods are applied to the model results over the United States (Figure 

4.8). The general distributions are similar to previous studies (Zhang et al., 2011; Emery et 

al., 2012; Parrish et al., 2017), showing that background ozone is about 20 ppbv higher in 

the West than the East. 

Figure 4.7 compares the estimated background ozone distributions in the Southeast. The 

O3-CO-HCHO and zero-emission methods give the most consistent distribution feature: 

background ozone concentrations decrease from the coastlines to inland regions. In 

comparison, the results from the 1- O3-NOz and 5th percentile methods show larger and 

different spatial variations in land areas. One difference between the O3-CO-HCHO and 

zero-emission methods is apparent for the Atlanta region. The lifetime of ozone is impacted 

by photochemistry and dry deposition of ozone. In the O3-CO-HCHO method, 

metropolitan areas yield a lower ozone background because active photochemistry 

decreases the lifetime of background ozone (Figure 4.10) and dry deposition lifetime have 

less impact on background ozone (Figure 4.12); the chemical lifetime of ozone is about 7 

hours in Atlanta in comparison to 18 hours at Centreville. It is the opposite of the zero-

emission method where the chemical lifetime of background ozone has been longer when 

there are no anthropogenic emissions and therefore the spatial variation of ozone is due 

primarily to dry deposition. The background ozone level of zero-emission is estimated 

higher in Atlanta than surrounding regions because of lower dry deposition loss of ozone 

in urban (~0.4 cm s-1 in Atlanta) than surrounding forest regions (0.6-0.7 cm s-1) in the 

model (Figure 4.11). Since most of anthropogenic emissions occur near the surface, the 
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more active photochemistry driven by anthropogenic emissions tends to shorten ozone 

chemical lifetime near the surface. Therefore, changing ozone lifetime due to surface 

emissions and dry deposition to the surface tend to lead to increasing background ozone 

from urban to rural regions and from the surface to higher altitude (Figure 4.7 (e) and 

Figure 4.7 (f)). 

The O3-CO-HCHO method gives the lowest estimates of background ozone near the 

surface at 10-15 ppbv in the inland SE region, compared to 15-20, 15-25, and 20-30 ppbv 

in the zero-emission, 1- O3-NOz, and 5th percentile methods, respectively. Much of the 

differences are related to the interpretation of the results. The highest estimates by the 5th 

percentile method suggest that the effects of anthropogenic emissions are not entirely 

filtered out in this method. Downwind from an urban region, the estimate tends to be higher 

because ozone concentrations are higher than surrounding forest regions. The 1- O3-NOz 

estimates tend to have larger variations than other methods partly because HNO3 is 

removed by dry and wet deposition. The effect of dry deposition is largest near the surface. 

The effect of wet deposition has large variations and is sporadic depending on convection, 

precipitation, and cloud, contributing to the uncertainties of this method. The zero-emission 

method does not consider the chemical nonlinearity and does not exclude the portion of 

ozone produced from natural emissions of ozone precursors. 

The O3-CO-HCHO method attempts to exclude the effects of anthropogenic and 

natural emissions of ozone precursors in the region on background ozone estimates. This 

method can be applied to both observation and model simulation data and the results are 

robust. The spatial distribution is what we expect, and it is the only method that shows 
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lower background ozone concentrations in urban regions (Figure 4.7). This method 

provides the means to compute the clean-background ozone as the portion of ozone that 

does not have chemical signatures that show ozone production from anthropogenic or 

natural emissions of ozone precursors. Compared to operationally defined background or 

baseline ozone levels, such as using the ozone measurements from a remote coastal 

“background” site which may still be affected by ozone produced from upwind polluted 

regions, the definition we used in this study does not rely on prior assumptions on factors 

such as the varying impacts of upwind polluted regions. It is therefore not surprising that 

we find a lower ozone background than computed using the other methods we tried or in 

comparison to previous studies. We suggest that the lower ozone background computed 

using the O3-CO-HCHO method provides an objective basis for evaluating and interpreting 

the higher baseline ozone levels derived using operational definitions of ozone background. 

The estimated clean background ozone tends to increase from urban to rural regions 

and from the surface to higher altitude due to changing ozone lifetime driven by surface 

emissions and dry deposition to the surface. A limitation of this method is that it does not 

discriminate anthropogenic from natural emissions. By comparing to the zero-emission 

method, the effect of chemical nonlinearity and natural emissions can be estimated, 

however, at ~5 ppbv in the Southeast (Figure 4.9). Unlike the model-only zero-emission 

method, the model-based background ozone estimates using O3-CO-HCHO method can be 

evaluated using observations such as SOAS and SENEX. The lower summertime 

background ozone estimates using the newly developed O3-CO-HCHO method than 

previous studies highlight the importance of the contributions by natural emissions to 
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ozone and the necessity to control anthropogenic emissions in ozone nonattainment areas 

of the Southeast. 

Table 4.2 Previous observation and model estimates of background ozone in the 

United States.a 

Study Study period Region 
Method/Background 

statistics 
Background Estimates 

Trainer et 

al., 1993 
Summer 1988 Eastern U.S. O3-NOz/mean afternoon 30-40 ppbv 

Hirsch et 

al., 1996 

May-Sep 

1990-1994 
Harvard Forestb O3-NOz/mean afternoon 25-40 ppbv 

Altshuller 

and 

Lefohn, 

1996 

April-Oct 

1988-1993 

inland CONUS  

O3-NOz/mean afternoon 

25-45 ppbv  

coastal CONUS  25-35 ppbv 

Lin et al., 

2000 
1980-1998 Harvard Forest Percentilec/MDA8 35 (fall)-45 (Spring) ppbv 

Fiore et 

al., 2002 
Summer 1995 

Eastern CONUS Tracer tagd & zero-out 

(GEOS-Chem)/mean 

afternoon 

15–30 ppbv 

Western 

CONUS  
25-35 ppbv 

Fiore et 

al., 2003 

May-Oct 

2001 

U.S. CASTNete 

Sites 

Zero-out (GEOS-Chem) 

/mean afternoon 

15-35 ppbv 

40-50 ppbv at high altitude West 

sites 

Zhang et 

al. 2011 

2006-2008 

(Spring-

Summer) 

U.S. 
Zero-out (GEOS-Chem) 

/MDA8 

27 ± 8 ppbv at low-altitude sites 

40 ± 7 ppbv at high-altitude sites 

Emery et 

al., 2011 

Mar-Aug 

2006 
U.S. 

Zero-out (CAMx with 

GEOS-Chem boundary)/ 

MDA8 

25-50 ppbv 

Huang et 

al., 2013 

16th June to 

14th July 

2008 

Pacific 

Southwest and 

Northwest 

Assimilated forward 

sensitivity STEM model/ 

MDA8 

30-35 ppbv 

Fiore et 

al., 2014 

Spring and 

summer 2006 

Eastern CONUS 
Zero-out (GEOS-Chem 

and GFDL AM3)/MDA8 

40–50 ppbv in spring  

25–40 ppbv in summer 

Western 

CONUS  
20-30 ppbv in summer 

Lefohn et 

al., 2014 
2006 U.S. 

Source apportionment 

(GEOS-Chem/CAMx) 

/MDA8 

30–50 ppbv 

Dolwick et 

al., 2015 
Apr–Oct 2007 Rural West U.S.  

Zero-out (CMAQ) and 

source apportionment 

(CAMx)/MDA8 

40-45 ppbv (75–100% low ozone 

days 30-50% on ozone>75 ppbv) 

Lin et al., 

2015 
1990-2012 

Western 

CONUS  

Zero-out (GFDL 

AM3)/MDA8 

40-50 ppbv Apr-May 

20 ppbv Jul-Aug 

Dunker et 

al., 2017 
Mar-Sep 2010 U.S. (12 cities) 

Path-integral method 

(CAMx)/MDA8 
30-65 ppbv 

Parrish et 

al., 2017 
1980 - 2015 

Western 

CONUS 
Regression analysisf /ODV 62.0 ± 1.9 ppb  

Ninneman 

et al., 

2019 

2000-2017 & 

2015-2017 

Two rural sites 

in New York 

State 

O3-NOz/mean afternoon 31-33 ppbv 
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Parrish 

and Ennis, 

2019 

mid-1970s-

2017 
Northern U.S. Regression analysisf /ODV 

Rural West: 54-63 ppbv  

The Northeast: 45.8±3.0  

aTable is updated and modified from Jaffe et al., 2018. 
bRural site in central Massachusetts. 
cThe median values of ozone for the lowest 25th percentiles of CO and NOy concentrations. 
dTag tracers to estimate ozone produced from outside of the U.S. 
eClean Air Status and Trends Network. 
fAn exponential function is used to quantify the temporal evolution of the Ozone Design Values (ODVs):  

ODV = y0 + A exp{-(year-1980)/t}.  

y0 represents background ODVs. A is the enhancement of the ODVs above y0 in 1980. t is the e‐folding time constant. 

 

Figure 4.7 Estimates of background ozone distribution for the SE in the summer of 

2013 using the O3-CO-HCHO (a), zero-emission (b), 1- O3-NOz (c), and 5th 

percentile (d) methods. The horizontal distributions (e) and vertical distributions (f) 

of background ozone estimated by O3-CO-HCHO method (red) and ozone lifetime 

(blue) from Atlanta city center to the rural regions and in the Atlanta in the summer 

of 2013. Blue and red shadings represent the standard errors of ozone lifetime and 

background ozone estimated by O3-CO-HCHO method, respectively. 
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Figure 4.8 Same as Figure 4.7 but for the United States using the zero-emission (a), 1-

 O3-NOz (b), and 5th percentile (c) methods. 

 

Figure 4.9 Difference of background ozone distribution between the O3-CO-HCHO 

and zero-emission methods for the SE in the summer of 2013.  
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Figure 4.10 Distribution of ozone chemical lifetime (hr) over the SE for the summer 

of 2013. 

 

Figure 4.11 Distribution of ozone dry deposition velocity (m s-1) over the SE for the 

summer of 2013. 
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Figure 4.12. Vertical distributions (left) and horizontal distributions (right) of the 

ozone total lifetime (chemical and dry deposition lifetime) (blue) and chemical lifetime 

(red) in Atlanta (left) and from city to urban region (right) for the summer of 2013.  
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CHAPTER 5. CONCLUSIONS AND FUTURE WORKS 

5.1 Biased distributions of anthropogenic and biogenic NOx emissions in the West, 

Central and East United States 

This study investigates the NOx emissions on the sectoral basis, including onroad, 

nonroad, EGU, industry, Oil & Gas, aircraft, soil and lightning sources, over the West, 

Central and East CONUS. The estimated total NOx emissions over the CONUS are 5.02 

Tg N/a in consistent with the prior NAQFC emissions of 5.00 Tg N/a. Better matches 

between the simulated NO2 VCDs and satellite observations has been found after we 

applied the 3SDRI method to derive the posterior source-specific NOx emissions. We 

conclude that the distributions of different NOx sources are biased in the prior estimates. 

The prior emissions tend to overestimate anthropogenic sources and underestimate natural 

emissions, especially mobile sources in the West. In the Central, soil NOx emissions are 

overestimated, while the contribution from Oil & Gas are underestimated in the prior 

emissions. The posterior natural contributions in the East are generally consistent with the 

prior, but mobile sources are overestimated, and Oil & Gas are underestimated. We also 

analyze the composition of simulated NO2 VCDs. Natural emissions have large column 

impacts and are predicted to contribute 30%-60% of the tropospheric NO2 columns in the 

summer 2011. The nonlinear relationships between vertical NO2 columns and NOx 

emissions for specific emission sources are consistent at different emission levels. The 

posterior NOx emissions provide minor improvements to the simulated MDA8 ozone, 

suggesting the potential importance of other processes in simulating the MDA8 ozone.  
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The future work of this study involves applying this source-specific 3SDRI method 

to smaller region (such as one specific U.S. state) with higher model resolutions and using 

high resolution satellite observations, such as TROPOMI. High resolution model focuses 

on a specific region can reduce the error caused by linear regression due to the 

heterogenous spatial and temporal distribution of different emission sources. TROPOMI 

has a pixel size of 3.5 ✕ 5.6 km2 at nadir since August 2019. Compared to previous satellite 

instruments, such as OMI used in this study, TROPOMI shows better performance of 

representing spatial variability (Van Geffen et al., 2020). Therefore, the results of the 

posterior emissions could be improved with more emission details captured by the satellite. 

5.2 Transport dominated nocturnal isoprene and its implications on current model 

isoprene mechanism 

This study explores the nocturnal decay of isoprene and isoprene oxidation 

processes at Centreville during the 2013 SOAS campaign. We use the REAM with mini-

CIM isoprene chemistry mechanism to simulate the chemical and physical processes of 

isoprene at night. REAM well reproduces the observed diurnal cycles of surface isoprene 

and related tracer gases. We find that transport processes contribute 51.7% of the nocturnal 

isoprene removal, with approximately equal contributions from advection and vertical 

mixing. Ozone oxidation contributes to 24.4% of the total isoprene decay, consuming 0.6 

ppb of isoprene, followed by 12.2% NO3 oxidation and 11.8% OH oxidation contributions. 

Advection brings isoprene downwind Centreville. Increased isoprene concentrations 

overnight could bring up the next ozone levels in downwind areas. We also investigate the 

diurnal cycles of MVK and MACR, the first-generation oxidation products of isoprene, 
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and the gas and particle phase of isoprene nitrates. The MVK to MACR ratios further 

validate the importance of transport processes at night. The missing peaks of modeled 

MVK and MACR in the late afternoon, coinciding with the missing peaks in the diurnal 

profiles of isoprene nitrates (ISOPN1 and MVKN+MACRN), indicate that the unclarified 

isoprene oxidation processes in the model mechanism during the transition period from 

OH-driven to O3-driven isoprene mechanism. Modeled pINs generally reproduce the 

diurnal variation of the SOAS Centreville observations but have issues with late afternoon 

peak and early morning peak, in part related to SOA mechanism in the model using 

homogeneous uptake coefficients and assuming a bulk lifetime for different species. Better 

model mechanism of isoprene oxidation from OH-driven to O3-driven transition period and 

elucidation of formation and loss of pINs are needed in the future to accurately quantify 

the impacts of isoprene chemistry on the NOx budgets and SOA formations. 

5.3 Low summertime clean-background ozone in the Southeast 

This study defines the clean-background ozone that is transported from distant 

troposphere and stratosphere and not affected by the emissions of ozone precursors in the 

study region. We apply the robust linear relationships of O3-CO-HCHO in the Southeast 

United States found by Cheng et al. (2018) to estimate the background ozone levels 

evaluated by SOAS and SENEX observations. We note that model results are in consistent 

with observations. We find the background ozone is in the range of 10-15 ppbv in the 

inland areas of the Southeast using the O3-CO-HCHO method. We also compare to 

previous estimations of background ozone, including O3-NOz, 5th percentile and zero-

emission method. The O3-CO-HCHO method gives the lowest estimates of background 

ozone near the surface at 10-15 ppbv in the inland SE region, compared to 15-20, 25-30, 
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and 20-30 ppbv in the zero-emission, O3-NOz, and 5th percentile methods, respectively. 

This background ozone tends to increase from urban centers to rural regions and from the 

surface to higher altitude due to changing ozone lifetime driven by surface emissions and 

dry deposition to the surface. Background ozone levels estimated from the zero-emission 

method ignores the non-linear chemical contributions from different sectors and regions 

and exclude the portion of ozone produced from natural emissions of ozone precursors. 

The results of O3-NOz method could include the transported ozone of photochemical 

origin. The effects of anthropogenic emissions are not entirely filtered out in the 5th 

percentile method. Lower than previous background ozone we derive in this study suggests 

further incentives to control anthropogenic emissions in ozone nonattainment areas of the 

Southeast. 

The O3-CO-HCHO method considers the impact of nonlinear chemistry compared 

to zero-emission method, where the lifetime of background ozone has been longer with 

zero-anthropogenic emissions and therefore estimate the higher background ozone 

concentrations. Considering the merits of our method, the clean-background ozone derived 

from the O3-CO-HCHO method can be used in the future to estimate the trend of 

background ozone in the Southeast based on both model simulations and site 

measurements.  
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