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#### Abstract

When traveling across multiple planetary or moon systems, invariant manifold structures may be leveraged to allow for efficient transfer within multi-body dynamics. However, the sole use of these structures is restrictive in many cases, as the manifold may not reach a desired departure or arrival location in the phase space. In particular, the use of low-thrust propulsion together with manifold dynamics requires an optimization framework that captures these mechanisms into a single problem. This work proposes an approach to design gravity-assist low-thrust transfers that leverage manifold structures at departure or arrival. The approach involves a modification to the Sims-Flanagan transcription by incorporating parametrization of arrival to a manifold Poincaré section instead of a celestial body. A key advantage is its use of two-body dynamics for the propagation of the majority of the transfer. This enables largescale and realistic assessment of possible solutions through a combination of ODE-based propagation of the manifold, and Lagrange coefficients-based propagation of the inter-system portion of the transfer. Leveraging the proposed method, a low-thrust transfer from Earth to the Sun-Venus system, also incorporating an Earth fly-by in between, is studied.


## INTRODUCTION

The interplanetary transport network, ${ }^{1}$ which leverages multi-body dynamics for efficient transfers across the solar system, is becoming an increasingly attractive tool for mission designers. For example, in the context of the Earth-Moon system, the Sun-Earth and Earth-Moon manifolds of libration point orbits (LPOs) are often leveraged to construct preliminary designs of low-energy transfers. ${ }^{2}$ One possible approach in the cislunar transfer context is to patch two manifolds at some pre-defined Poincaré section (PS), in a fashion similar to the patched-conics method in interplanetary trajectory design. However, this is not possible if the manifolds of the two systems do not intersect in phase space. For instance, a spacecraft leaving the Earth cannot immediately insert into the manifold of a LPO about Venus or Mars, as these do not intersect with the orbit of the Earth.

[^0]Accounting for this shortcoming, several previous approaches have been introduced to design conic sections connecting manifold insertion points through a predominantly two-body system in between. The use of manifold structures in interplanetary transfer contexts has been introduced by Topputo et $\mathrm{al}^{3}$ and Eapen and Sharma. ${ }^{4}$ Upon arrival at a PS of a Sun-planet system manifold, Topputo and Belbruno ${ }^{5}$ studied the use of weak-stability boundary captures for planetary capture, specifically for the Earth-Mars case. Canales et al ${ }^{6}$ leveraged a similar approach for outlining an analytical transfer design method for hopping between planetary moons. All of these works considered impulsive transfers between insertion points from and into manifolds, which may be executed as deep-space maneuvers. This is suitable for considering transfers of spacecraft with high-thrust propulsion, while they fall short of considering transfers of spacecraft with low-thrust propulsion.

Transfers leveraging manifold insertions are of particular interest for low-thrust propulsion, as there is no need for a large braking maneuver at any point. The use of some Sun-planet system LPOs have been studied, and this class of transfers would enable the spacecraft to be brought to these LPOs using low-thrust propulsion alone. For example, the Sun-Mars L1 and L2 halo orbits have been investigated for establishing a permanent communication link between Earth and space systems in the Martian system. ${ }^{7,8}$ Shirobokov et al ${ }^{9}$ proposed the use of a Sun-Venus L2 halo for placing a space-telescope, permitting earlier detection of potentially hazardous near-earth asteroids (NEAs), while Kovalenko et al ${ }^{10}$ considered the use of Sun-Venus L2 LPOs by small spacecraft to enhance the scientific return of the planned Venera-D mission. ${ }^{11}$ While beyond the scope of this work, it is also possible to use the LPO as a temporary orbit, transferring further to a final orbit closer to the planet or moon using low-thrust propulsion and leveraging three-body dynamics. Tanaka et al ${ }^{12}$ considered the Sun-Mars L1 halos as generating mechanisms for weak-stability boundary captures into the Martian system.

This work presents a low-thrust inter-system trajectory design scheme, where the inter-system portion of the transfer involves a low-thrust phase, rather than impulsive transfers involving large deep-space maneuvers. Furthermore, in the presented framework, leveraging previous transfer design approaches, fly-by's at certain bodies between the departure and arrival may also be incorporated. This enables the preliminary design and solution-space analysis of low-thrust transfers with manifold captures. The inter-system portion is based on the Sims-Flanagan Transcription (SFT), ${ }^{13,14}$ which is a direct trajectory optimization approach that approximates the low-thrust acceleration through a discretization. This is particularly suitable for preliminary analysis of transfer opportunities. ${ }^{15-17}$ This feature is inherited by the presented method, where exploration of the solution space for inter-system, gravity-assist low thrust transfers with manifold captures can be conducted.

This paper is organized as follows. Firstly, the relevant dynamical models are introduced, along with a discussion on the treatment of the boundaries between the two dynamical regimes. Transformations of the spacecraft state between the two regimes as well as invariant manifold structures within three-body systems are also introduced. Then, the traditional SFT approach, along with the modification made to account for manifold captures is described. Finally,
the proposed method is implemented for a transfer to a Sun-Venus L2 halo orbit, involving an Earth fly-by during its transit.

## DYNAMICAL SYSTEMS MODELING

When considering inter-system trajectories, the majority of the transfer occurs in primarily two-body dynamics, where only the gravitational acceleration of a primary body is relevant. Here, inter-system denotes either interplanetary or inter-moon trajectories. For an interplanetary transfer, the spacecraft is mostly under the influence of heliocentric two-body dynamics, while for an inter-moon transfer, it is mostly under the influence of the planet hosting the moons.

In contrast, manifold structures arise specifically when considering three-body dynamics, involving primary and secondary bodies, together with the spacecraft. For an interplanetary transfer, this would correspond to a Sun-planetspacecraft three-body problem, while for an inter-moon transfer, this would correspond to a planet-moon-spacecraft three-body problem. Figure 1 illustrates a generic scheme of the class of transfers studied in this work.

While one approach in designing inter-system transfers may involve accounting for third-body perturbations throughout the transfer, this is unnecessary in most portions where the perturbing force is minute. There is also a substantive difference in computational resource necessary to compute the trajectories, as purely two-body low-thrust transfers may be effectively approximated by a series of small impulses; the spacecraft state is propagated sequentially using some form of Kepler's equation, introducing velocity discontinuities as $\Delta v$ 's along the way. In contrast, the inclusion of the third-body perturbation necessitates the direct integration of equations of motion as ODEs, which is a computationally heavier procedure. The latter in fact enables higher-fidelity modeling of the thrust, where a continuous acceleration due to the thrusters may be incorporated into the ODEs. To benefit from this feature while accounting for the computational time drawback, Yam et al ${ }^{18}$ proposed the use of Taylor-integrators in lieu of Runge-Kutta schemes. Nonetheless, ODE-based propagation still remains impractical particularly when large search spaces must be explored at a preliminary mission planning stage. Thus, this work adopts the use of fully two-body inter-system portions, where all perturbing effects are neglected when the spacecraft is located far enough from any celestial body. As a consequence of this choice, the boundary between a fully two-body regime and a three-body regime must be selected with caution.

This section initially describes the propagation schemes available for propagating a low-thrust spacecraft statevector in the inter-system portion of a transfer. Then, invariant manifolds, which are structures that exist uniquely in the three-body system, are introduced. This is followed by a treatment of the boundary between the two-body and three-body systems. Finally, the coordinate transformation applied at the boundary is introduced.

## Trajectory Propagation in the Inter-System Portion

In the inter-system portion, the motion of the spacecraft may be assumed to be void of any perturbing forces besides the gravity of the central body and its own thruster. Then, the continuous, low-thrust acceleration may be further


Figure 1. Concept of interplanetary low-thrust trajectory with manifold capture
approximated by a series of impulsive $\Delta v$ 's. This results in the spacecraft motion being described by Keplerian dynamics, and the two-body state-vector of a spacecraft may be propagated forward in time using Lagrange coefficients f and $g$ by

$$
\begin{align*}
& \boldsymbol{r}=\mathrm{f} \boldsymbol{r}_{0}+\mathrm{g} \boldsymbol{v}_{0}  \tag{1}\\
& \boldsymbol{v}=\dot{\mathrm{f}} \boldsymbol{r}_{0}+\dot{\mathrm{g}} \boldsymbol{v}_{0} \tag{2}
\end{align*}
$$

where $\boldsymbol{r}$ is the position vector and $\boldsymbol{v}$ is the velocity vector. For the use of $\mathrm{f}, \mathrm{g}$, and their derivatives, see Bate et al. ${ }^{19}$ In this way, a low-thrust trajectory may be discretized into $n$ segments, each containing a single impulsive change in velocity. The impulsive $\Delta v$ added at each segment, denoted as $\Delta \boldsymbol{v}_{k}$, is to be passed as a decision variable to an optimizer, and its treatment is discussed in the next Section. It is also noted that in this way, the spacecraft mass is updated discontinuously at each impulse via the relation

$$
\begin{equation*}
m_{k+1}=m_{k}-\Delta m_{k} \tag{3}
\end{equation*}
$$

where $\Delta m_{k}$ corresponds to the propellant consumed within the $k^{\text {th }}$ segment, given by

$$
\begin{equation*}
\Delta m_{k}=\Delta t_{\text {segment }} \tau_{k} \dot{m} \tag{4}
\end{equation*}
$$

where $\Delta t_{\text {segment }}$ is the duration of a segment, $\tau_{k}$ is the throttle of the thruster between 0 and 1 used during the $k^{\text {th }}$ segment, and $\dot{m}$ is the mass-flow rate of the thruster. The Algorithm for propagating the trajectory through this approach is presented in the Appendix.

## Three-Body System, Libration Point Orbits, and Manifolds

The three-body problem, first introduced by Sir Isaac Newton in 1687, is a system with no closed-form analytical solution. Due to its complexity, this problem is commonly studied in approximate models, which are known to yield insightful preliminary solutions that may be extended successfully to the full ephemeris model. A common approximation involves the circular restricted three-body problem (CR3BP), where the motion of the two bodies are considered to be circular about their barycenter, and the mass of the spacecraft is considered to be negligible compared to the mass of the two celestial bodies. The CR3BP is commonly studied in a rotating frame, where the x-axis connects the two celestial bodies, the z -axis points to the direction of the angular momentum vector of these two bodies, and the $y$-axis completes the triad. The equations of motion of the CR3BP are given by

$$
\begin{align*}
\ddot{x}-2 \dot{y} & =\frac{\partial U}{\partial x} \\
\ddot{y}+2 \dot{x} & =\frac{\partial U}{\partial y}  \tag{5}\\
\ddot{z} & =\frac{\partial U}{\partial z}
\end{align*}
$$

where $U$ is the pseudo-potential given by

$$
\begin{equation*}
U=\frac{x^{2}+y^{2}}{2}+\frac{1-\mu}{r_{1}}+\frac{\mu}{r_{2}} \tag{6}
\end{equation*}
$$

and $\mu$ is the mass-parameter of the CR3BP system, given by

$$
\begin{equation*}
\mu=\frac{M_{2}}{M_{1}+M_{2}} \tag{7}
\end{equation*}
$$

where $M_{1}$ is the mass of the primary body, and $M_{2}$ is the mass of the secondary body.
Libration Point Orbits While motions in the three-body system are chaotic, there are five well-known equilibrium points, known as libration or Lagrange points, along with periodic orbits in the vicinity of these points. Of particular interest in this work are periodic orbits around the L1 and L2 points, also referred to as LPOs, due to their relatively close proximity to a body of interest, hence enabling their use as either a science orbit or a transition orbit. In this work, the halo orbit family is considered as target LPOs, due to their saddle-stable property that leads to the existence of invariant manifolds, and their spatial structure compared to the likes of Lyapunov orbits. The latter property is suitable for mission design, as spatial motions enable the possibility for observing or accessing surfaces of the body outside of its equatorial plane.

To construct a LPO, a typical strategy involves constructing an initial guess in simplified systems, followed by a numerical correction scheme such as shooting methods or collocation. In this work, the initial guess halo orbit
is constructed via a third-order approximation of the periodic motion, ${ }^{20}$ followed by a single-shooting correction leveraging the xz-plane symmetry of the halo orbit family. ${ }^{21}$

Manifolds Given a state-vector $\boldsymbol{y}_{0}$ along the LPO, its invariant manifolds may be obtained by perturbing states on the LPO along the local stable or unstable eigenvector direction. Starting with $\boldsymbol{y}_{0}$ and LPO period $P$, the statetransition matrix $\Phi$ is obtained from the initial value problem

$$
\begin{align*}
& \dot{\Phi}=A \Phi  \tag{8}\\
& \Phi(0)=\mathbf{I}_{6,6}
\end{align*}
$$

where the $A$ matrix is given by

$$
A(\boldsymbol{y})=\left[\begin{array}{c|c}
\mathbf{0}_{3,3} & \mathbf{I}_{3,3}  \tag{9}\\
\hline U_{\boldsymbol{y} \boldsymbol{y}} & 2 \boldsymbol{\Omega}
\end{array}\right], \boldsymbol{\Omega}=\left[\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where $U_{y y}$ is a 3-by-3 matrix consisting of second order partial derivatives of $U$, from equation (6). The stable and unstable eigenvectors of the problem, $\mathbf{Y}^{s}$ and $\mathbf{Y}^{u}$, are obtained from solving the eigenvalue problem for the monodromy matrix $\Phi(P)$. Then, the initial conditions of the stable and unstable manifold branches are obtained by perturbing the state along the LPO in the eigenvector direction with some magnitude $\epsilon$.

$$
\begin{align*}
& \boldsymbol{y}_{p t b}^{s}\left(t_{\mathrm{LPO}}\right)=\boldsymbol{y}_{0}\left(t_{\mathrm{LPO}}\right) \pm \epsilon \mathbf{Y}^{s}\left(t_{\mathrm{LPO}}\right)  \tag{10}\\
& \boldsymbol{y}_{p t b}^{u}\left(t_{\mathrm{LPO}}\right)=\boldsymbol{y}_{0}\left(t_{\mathrm{LPO}}\right) \pm \epsilon \mathbf{Y}^{u}\left(t_{\mathrm{LPO}}\right) \tag{11}
\end{align*}
$$

where $t_{\text {LPO }}$ denotes the time along the LPO, and $0 \leq t_{\text {LPO }} \leq P$. The stable branches are obtained by propagating the initial state $\boldsymbol{y}_{p t b}^{s}\left(t_{\mathrm{LPO}}\right)$ for some time $\Delta t_{\text {manifold }}<0$, while the unstable branches are obtained by propagating the initial state $\boldsymbol{y}_{p t b}^{u}\left(t_{\mathrm{LPO}}\right)$ for some time $\Delta t_{\text {manifold }}>0$. Figure 2 shows an example of stable and unstable manifolds for a Sun-Venus L2 halo orbit. In addition, utilizing the corresponding stable and unstable eigenvalues, the stability index $\nu$ of the LPO may be computed by

$$
\begin{equation*}
\nu=\frac{1}{2}\left|\lambda^{s}+\lambda^{u}\right| \tag{12}
\end{equation*}
$$

## Approximate Boundary Between Two-body and Three-Body Regimes

Traditionally, preliminary inter-system trajectory designs leverage patched-conics approximations, where the primary gravitational body is instantaneously switched between the Sun and a planet, in the case of an interplanetary transfer, or between the planet and a moon, in the case of an inter-moon transfer, at the sphere of influence (SOI),


Figure 2. Sun-Venus L2-halo orbit, unstable, and stable manifold, in Sun-Venus rotating frame, centered at Venus
defined as

$$
\begin{equation*}
r_{\mathrm{SOI}}=a_{M_{2}}\left(\frac{M_{2}}{M_{1}}\right)^{2 / 5} \tag{13}
\end{equation*}
$$

where $a_{M_{2}}$ is the semi-major axis of the smaller body. While the SOI is a useful tool for designing transfers with hyperbolic departure or arrival, it is unsuitable to be used for switching dynamics between two-body and three-body regimes; in fact, LPOs commonly exist close to the SOI.

As such, an alternative radius must be defined to construct a PS of a manifold, where the switch between the two-body and three-body dynamics may be done without significant deviation on the trajectory beyond this point. This is done by adopting the approach previously introduced by Canales et al, ${ }^{6}$ where a threshold on the ratio of the accelerations is defined as

$$
\begin{equation*}
\gamma=\frac{\left\|\boldsymbol{a}_{2}\right\|}{\left\|\boldsymbol{a}_{1}\right\|} \tag{14}
\end{equation*}
$$

where $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{2}$ are accelerations due to the primary and secondary bodies, respectively. Figure 3 shows the variation of $\gamma$ as a function of Venus radii along the x -axis from Venus.

Consider the location where $\gamma=10^{-3}$ as a threshold radius; it is at approximately 1,000 times Venus radii, and well beyond the SOI. The value of $\gamma$ is a configurable parameter, whereby a mission designer may choose an appropriate value based on the desired fidelity of the preliminary trajectory or some mission requirements. Figure 4 shows the deviation of the states, propagating backward in time from the PS where $\gamma=10^{-3}$ using the two-body equations of motion

$$
\begin{equation*}
\ddot{\boldsymbol{r}}=-\frac{G M_{1}}{r^{3}} \boldsymbol{r} \tag{15}
\end{equation*}
$$



Figure 3. Acceleration ratio in the vicinity of Venus, along Sun-Venus x-axis
and the CR3BP equations of motion (5). The position offsets are within $2 \%$, and the velocity offsets are within about $5 \%$ with respect to the length and velocity scale of the Sun-Venus system. This is deemed to be small enough for preliminary design, as these offsets may be corrected further when transitioning the solution to higher fidelity models.

## Coordinate Frames and Transformations

The heliocentric phase of the transfer is designed in the ecliptic reference frame centered at the Sun, specifically the ECLIPJ2000 frame following JPL's SPICE conventions. In contrast, the approach phase of the transfer is modeled in the CR3BP frame, which is a rotating frame with the x -axis fixed to the Sun-planet line, and the z -axis parallel to the axis of rotation of the planet's orbit. In this frame, the planet's motion around the Sun is assumed to be circular.

Given the planet's Keplerian orbital elements, transforming a state-vector defined in the CR3BP frame to the ECLIPJ2000 consists of a series of transformations. The first transformation $\boldsymbol{T}_{1}$ takes the CR3BP state and converts it into an inertial, intermediate state, using the argument of periapsis $(\omega)$ and true anomaly $(f)$. The corresponding transformation matrix is given by

$$
\boldsymbol{T}_{1}(t)=\left[\begin{array}{cccccc}
\cos v_{1}(t) & -\sin v_{1}(t) & 0 & 0 & 0 & 0  \tag{16}\\
\sin v_{1}(t) & \cos v_{1}(t) & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
-\omega_{\mathrm{CR} 3 \mathrm{BP}} \sin v_{1}(t) & -\omega_{\mathrm{CR} 3 \mathrm{BP}} \cos v_{1}(t) & 0 & \cos v_{1}(t) & -\sin v_{1}(t) & 0 \\
\omega_{\mathrm{CR} 3 \mathrm{BP}} \cos v_{1}(t) & -\omega_{\mathrm{CR} 3 \mathrm{BP}} \sin v_{1}(t) & 0 & \sin v_{1}(t) & -\cos v_{1}(t) & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$



Figure 4. Deviation of states in two-body against CR3BP regimes, propagated from $\Gamma$ where $\gamma=10^{-3}$
where $\omega_{\text {CR3BP }}$ is the rotational rate of the Sun-planet system, and the rotation angle $v_{1}(t)$ is given by $v_{1}(t)=\omega+f(t)$, where $f$ has an epoch-dependency. Then, a clockwise rotation $\boldsymbol{T}_{2}$ about the x-axis by the inclination ( $i$ ) and a final clockwise rotation $\boldsymbol{T}_{3}$ about the z-axis by the right-ascension of ascending node $(\Omega)$ of the position and velocity vectors are applied independently.

$$
\begin{gather*}
\boldsymbol{T}_{2}(i)=\left[\begin{array}{ll}
\boldsymbol{t}_{2}(i) & 0_{3 \times 3} \\
0_{3 \times 3} & \boldsymbol{t}_{2}(i)
\end{array}\right], \boldsymbol{t}_{2}(i)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos i & -\sin i \\
0 & \sin i & \cos i
\end{array}\right]  \tag{17}\\
\boldsymbol{T}_{3}(\Omega)=\left[\begin{array}{ll}
\boldsymbol{t}_{3}(\Omega) & 0_{3 \times 3} \\
0_{3 \times 3} & \boldsymbol{t}_{3}(\Omega)
\end{array}\right], \boldsymbol{t}_{3}(\Omega)=\left[\begin{array}{ccc}
\cos \Omega & -\sin \Omega & 0 \\
\sin \Omega & \cos \Omega & 0 \\
0 & 0 & 1
\end{array}\right] \tag{18}
\end{gather*}
$$

The combined transformation from CR3BP to ECLIPJ2000, $\boldsymbol{T}_{\mathrm{EC}}(t)$, is given by

$$
\begin{equation*}
\boldsymbol{T}_{\mathrm{EC}}(t)=\boldsymbol{T}_{3} \boldsymbol{T}_{2} \boldsymbol{T}_{1}(t) \tag{19}
\end{equation*}
$$



Figure 5. Leg with low-thrust discretization in Sims-Flanagan Transcription, adapted from Shimane and $\mathbf{H o}^{\mathbf{2 2}}$

Note that the semi-major axis and eccentricity of the planet's orbit are not used in the sequence of transformation since the planet's orbit is assumed to be circular in the CR3BP.

## OPTIMIZATION PROBLEM SETUP

The manifold-capture segment is incorporated into the interplanetary trajectory design problem by modifying the transcription of the arrival parameters from a traditional SFT.

## Sims-Flanagan Transcription

The SFT considers an interplanetary trajectory in terms of $N$ legs, connecting two consecutive planetary bodies visited by the spacecraft. At each planetary visit, a control-node is defined based on the ephemeris of the planet at a given epoch and an associated $v_{\infty}$ vector. In the case of a fly-by control-node, two $v_{\infty}$ vectors are defined for the in-coming and out-going legs, respectively. Over each leg, the control-nodes at both ends are propagated forward and backward in time for half of the flight time of the leg, and the half-way point of each leg is denoted as the match-point. The optimizer must drive the residual between the forward and backward propagated states at the match-point to 0 by tuning the control-nodes along with the thrust controls. For the propagation, each leg is discretized into $n$ equaltime segments, and the thrust control is kept constant over each segment. The original formulation involves further simplifying the propagation by considering Keplerian arcs with an impulsive $\Delta \mathrm{V}$ at the center of each segment to approximate the low-thrust maneuver, ${ }^{13}$ an approach that has been implemented in multiple tools such as MALTO ${ }^{14}$ and GALLOP. ${ }^{15}$ Figure 5 illustrates a single leg of a trajectory, with $n=10$ segments.

The trajectory is propagated using equations (1) and (2), using previously developed efficient implementations. ${ }^{23,24}$ The impulsive $\Delta \boldsymbol{v}$ applied at the half-way point of each segment is given by

$$
\begin{equation*}
\Delta \boldsymbol{v}=\frac{T_{\mathrm{max}}}{m} \Delta t_{\mathrm{seg}} \tau \boldsymbol{T}_{\mathrm{EL}}(\boldsymbol{r}, \boldsymbol{v})[\cos (\theta) \cos (\beta), \sin (\theta) \cos (\beta), \sin (\beta)]^{\mathrm{T}} \tag{20}
\end{equation*}
$$

where $T_{\max }$ is the maximum achievable thrust, $m$ is the current mass of the spacecraft, $\Delta t_{\mathrm{seg}}=\frac{t_{\mathrm{leg}}}{n}$ is the duration of
each segment, $\tau$ is the throttle value between 0 and 1 , and $\theta$ and $\beta$ are the respective in-plane and out-of-plane angles. The angles are defined in the local vertical, local horizon (LVLH) frame, where $\theta=0$ along the velocity vector with $\theta>0$ clockwise, and $\beta=0$ on the local horizontal plane with $\beta>0$ on the local normal direction. The 3 by 3 matrix $\boldsymbol{T}_{\mathrm{EL}}(\boldsymbol{r}, \boldsymbol{v})$ transforms the vector into the inertial frame. The parameters $\tau, \theta$, and $\beta$ for each segment along each phase are part of the decision vector, as will be described in the next section. The mass of the spacecraft is also updated at the half-way point of each segment using expressions (3) and (4).

Problem Formulation and Decision Vector The trajectory optimization problem may be formulated to maximize the final mass

$$
\begin{align*}
\min _{\boldsymbol{x}} & -m_{f} \\
\text { such that } & \boldsymbol{h}_{\mathrm{mp}}=0  \tag{21}\\
& g_{\mathrm{TOF}} \leq 0 \\
& \boldsymbol{g}_{\mathrm{fly}-\mathrm{by}} \leq 0
\end{align*}
$$

where $\boldsymbol{h}_{\mathrm{mp}}$ is a set of equality constraints to ensure continuity at the match-points, $g_{\text {TOF }}$ is an inequality constraint on the total time of flight, and $\boldsymbol{g}_{\text {fly-by }}$ is an inequality constraint for any fly-by the spacecraft undergoes. These will be discussed further following the description of the decision vector $\boldsymbol{x}$, given by

$$
\begin{equation*}
\boldsymbol{x}=\left[\boldsymbol{c}_{\text {launch }}, \boldsymbol{c}_{\text {fly-by }}^{1}, \ldots, \boldsymbol{c}_{\text {fly-by }}^{N-1}, \boldsymbol{c}_{\text {arrival }}, \boldsymbol{\tau}^{1}, \ldots, \boldsymbol{\tau}^{N}\right] \tag{22}
\end{equation*}
$$

where $\boldsymbol{c}$ are parameters at the initial, intermediate, and final nodes along the transfer, and $\boldsymbol{\tau}$ are the discretized controls of the thruster for each leg between $i=1, \ldots, N$. For any mission, the launch parameter $\boldsymbol{c}_{\text {launch }}$ is given by

$$
\begin{equation*}
\boldsymbol{c}_{\text {launch }}=\left[t_{0}, m_{0}, v_{\infty}^{1}, \alpha^{1}, \delta^{1}\right] \tag{23}
\end{equation*}
$$

representing, in order, the launch epoch $t_{0}$, initial mass $m_{0}, v_{\infty}$ magnitude, right-ascension $\alpha$, and declination $\delta$ at launch. The two angles $\alpha$ and $\delta$ are defined with respect to the LVLH frame of the planet's motion, and the position and velocity of the spacecraft is constructed via

$$
\left[\begin{array}{l}
\boldsymbol{r}  \tag{24}\\
\boldsymbol{v}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{r}_{\text {planet }} \\
\boldsymbol{v}_{\text {planet }}
\end{array}\right]+\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{v}_{\infty}
\end{array}\right]
$$

where $\boldsymbol{r}_{\text {planet }}$ and $\boldsymbol{v}_{\text {planet }}$ are the position and velocity vectors of the planet at epoch $t_{0}$, and $\boldsymbol{v}_{\infty}$ is a vector constructed with

$$
\begin{equation*}
\boldsymbol{v}_{\infty}=v_{\infty} \boldsymbol{T}_{\text {EL }}\left(\boldsymbol{r}_{\text {planet }}, \boldsymbol{v}_{\text {planet }}\right)[\cos (\alpha) \cos (\delta), \sin (\alpha) \cos (\delta), \sin (\delta)]^{\mathrm{T}} \tag{25}
\end{equation*}
$$

If the transfer has gravity assist(s) along its way, there will also be one or more fly-by parameters $\boldsymbol{c}_{\text {fly-by }}$, given by

$$
\begin{equation*}
\boldsymbol{c}_{\mathrm{fly}-\mathrm{by}}^{j}=\left[\Delta t^{j}, m^{j+1}, v_{\infty}^{j+1}, \alpha_{-}^{j+1}, \delta_{-}^{j+1}, \alpha_{+}^{j+1}, \delta_{+}^{j+1}\right], \quad j \in[1, N-1] \tag{26}
\end{equation*}
$$

where the superscript $j$ represents the $j^{\text {th }}$ visited body by the spacecraft after launch. In this case, the epoch variable from $\boldsymbol{c}_{\text {launch }}$ is replaced by the time-of-flight since the last visited node, denoted as $\Delta t^{j}$. There are also pairs of rightascension and declination, $\alpha_{+/-}^{j+1}$ and $\delta_{+/-}^{j+1}$, corresponding to the in-coming and out-going values. If powered fly-by's are also to be considered, there should also be a pair of $v_{\infty,+/-}^{j+1}$ values. Finally, the arrival parameters $\boldsymbol{c}_{\text {arrival }}$ are given by

$$
\begin{equation*}
\boldsymbol{c}_{\text {arrival }}=\left[\Delta t^{N}, m^{N+1}, v_{\infty}^{N+1}, \alpha^{N+1}, \delta^{N+1}\right] \tag{27}
\end{equation*}
$$

which consists of the same components as the launch parameters except for the epoch, which is again replaced by the time-of-flight since the last visited node. Note that the final mass $m_{f}$, which is the objective of the problem, is directly obtained from the arrival node, since $m^{N+1}=m_{f}$.

The thrust control vector $\tau^{i}$ represents the sequence of controls the thruster must undertake during the $i^{\text {th }}$ leg. It is given by

$$
\begin{equation*}
\boldsymbol{\tau}^{i}=\left[\tau_{1}^{i}, \theta_{1}^{i}, \beta_{1}^{i}, \ldots, \tau_{k}^{i}, \theta_{k}^{i}, \beta_{k}^{i}, \ldots, \tau_{n}^{i}, \theta_{n}^{i}, \beta_{n}^{i}\right], \quad i \in[1, N], k \in[1, n] \tag{28}
\end{equation*}
$$

where $\tau, \theta$, and $\beta$ are as defined for equation (20).

Bounds on the Decision Vector Each component of the decision vector is bounded by lower and upper bounds. The launch epoch $t_{0}$ is bounded by the desirable launch window for a mission. The masses $m$ are bounded between 0 and 1 when non-dimensionalizing the problem using the initial mass. The times of flight between two consecutive bodies are bounded by considering the orbital periods of the planets at the forward and backward control-nodes, as listed by Englander and Englander ${ }^{25}$ for the Evolutionary Mission Trajectory Generator (EMTG) ${ }^{26}$; considering the orbital periods $P_{\mathrm{fwd}}$ and $P_{\mathrm{bck}}$ and semi-major axes $a_{\mathrm{fwd}}$ and $a_{\mathrm{bck}}$ of the forward and backward planets, the lower-bound is given by

$$
\Delta t_{\mathrm{lb}}=\left\{\begin{array}{c}
\frac{P_{\mathrm{fwd}}}{2}, \text { if leg between same planet }  \tag{29}\\
0.1 \min \left(P_{\mathrm{fwd}}, P_{\mathrm{bck}}\right), \text { otherwise }
\end{array}\right.
$$

Table 1. Variable bounds of Sims-Flanagan Transcription Problem

| Variable type | Lower bound | Upper bound |
| :--- | :--- | :--- |
| Epoch, $t_{0}$ | Earliest launch date | Latest launch date |
| Time of flight per leg | $\Delta t_{l b}$ | $\Delta t_{u b}$ |
| Mass | 0 | 1 |
| V-infinity | 0 | $v_{\infty, \text { max }}$ |
| $\alpha$ | $-\pi$ | $\pi$ |
| $\delta$ | $-\pi$ | $\pi$ |
| $\tau$ | 0 | 1 |
| $\theta$ | $-\pi$ | $\pi$ |
| $\beta$ | $-\pi / 2$ | $\pi / 2$ |

and the upper-bound is given by

$$
\Delta t_{\mathrm{ub}}=\left\{\begin{array}{r}
5 P_{\mathrm{fwd}}, \text { if leg between same planet }  \tag{30}\\
2 \max \left(P_{\mathrm{fwd}}, P_{\mathrm{bck}}\right), \text { if } \max \left(a_{\mathrm{fwd}}, a_{\mathrm{bck}}\right)<2 \mathrm{AU} \\
\max \left(P_{\mathrm{fwd}}, P_{\mathrm{bck}}\right), \text { if } \max \left(a_{\mathrm{fwd}}, a_{\mathrm{bck}}\right) \geq 2 \mathrm{AU}
\end{array}\right.
$$

The throttle $\tau$ is bounded between 0 and 1 , while the angles $\theta$ and $\beta$ are bounded from $-\pi$ to $\pi$ and from $-\pi / 2$ to $\pi / 2$, respectively. The $v_{\infty}$ magnitude is bounded between 0 and a multiple of the parabolic excess velocity in the heliocentric frame at a distance $\max \left(a_{\mathrm{fwd}}, a_{\mathrm{bck}}\right)$ from the Sun. The two $v_{\infty}$ angles $\alpha$ and $\delta$ are also bounded between $-\pi$ and $\pi$. Table 1 summarizes the bounds on the variables for the SFT problem.

Problem Constraints The constraints of this problem consists of the match-point constraint(s), $\boldsymbol{h}_{m p}$, time of flight constraint, $g_{\text {TOF }}$, and fly-by altitude constraint(s), $\boldsymbol{g}_{\text {fy-by }}$. The match-point constraint is an equality constraint that consists of the residuals from the forward and backward propagation of the control-nodes; this is computed for each leg of the transfer and is given by

$$
\begin{equation*}
\boldsymbol{h}_{m p}^{i}=\boldsymbol{y}_{\mathrm{bck}}-\boldsymbol{y}_{\mathrm{fwd}}=0, \quad i \in[1, N] \tag{31}
\end{equation*}
$$

where $\boldsymbol{y}_{\text {fwd }}$ and $\boldsymbol{y}_{\text {bck }}$ are the forward and backward propagation of the position, velocity, and mass. The time-of-flight constraint is an inequality constraint to ensure the spacecraft arrives at its intended destination within a predefined duration, $\mathrm{TOF}_{\text {max }}$. It is given by the summation of the times of flight for each segment

$$
\begin{equation*}
g_{\mathrm{TOF}}=\mathrm{TOF}-\mathrm{TOF}_{\max }=\sum_{i=1}^{N} \Delta t^{i}-\mathrm{TOF}_{\max } \leq 0 \tag{32}
\end{equation*}
$$

The fly-by altitude constraint is also an inequality constraint that ensures a minimum safety altitude, $h_{\text {safe }}$, when a spacecraft conducts a gravity-assist. For each gravity-assist, this constraint is defined as

$$
\begin{equation*}
\boldsymbol{g}_{\text {fly-by }}=\left(r_{\text {planet }}+h_{\text {safe }}\right)-\frac{\mu_{\text {planet }}}{v_{\infty}^{2}}\left[1 / \sin \left(\frac{\delta_{\text {turn-angle }}}{2}\right)-1\right] \leq 0 \tag{33}
\end{equation*}
$$

where $\delta_{\text {turn-angle }}$ is the turn-angle around the planet

$$
\begin{equation*}
\delta_{\text {turn-angle }}=\arccos \left(\frac{\boldsymbol{v}_{\infty}^{-} \cdot \boldsymbol{v}_{\infty}^{+}}{v_{\infty}^{-} v_{\infty}^{+}}\right)=\arccos \left(\frac{\boldsymbol{v}_{\infty}^{-} \cdot \boldsymbol{v}_{\infty}^{+}}{v_{\infty}^{2}}\right) \tag{34}
\end{equation*}
$$

The denominator may be simplified if the fly-by is not powered, since the incoming and outgoing $v_{\infty}$ vectors must have equal magnitudes. This is computed at each fly-by control-node, $\boldsymbol{c}_{\mathrm{fly} \text {-by }}^{j}$.

## Modifications to Arrival Parameters for Targeting Libration Point Orbits

To incorporate ballistic arrivals into manifolds, the arrival parameters (27) must be replaced by one that approximates the spacecraft's state in a three-body regime. To this end, the stable manifold of the LPO is utilized; instead of starting the final backward segment of the trajectory from the ephemeris of the planet, the control-node is set on a state-vector lying on a PS that is a cross-section of the manifold. This ensures the spacecraft to insert into the LPO through a ballistic path along the manifold. Since the control-node no longer represents an arrival to a planetary body, such arrival control node does not have an associated $v_{\infty}$ value. It is noted that the chosen LPO must have a sufficiently low Jacobi constant such that the stable manifold extends outside the SOI.

Two approaches to formulate such PS-based arrival parameters are considered; the first involves pre-defining a specific PS in the CR3BP frame, while the second involves letting the optimizer choose a PS based on lower and upper bounds on the time spent on the manifold between the PS and the LPO. The former is denoted as the fixed-PS arrival, while the latter is denoted as the free-PS arrival.

Targeting Libration Point Orbit at Fixed Poincaré Section In the fixed-PS arrival case, the PS is located at a fixed travel time $\Delta t_{\text {manifold }}$ away along the manifold from the targeted LPO. Such PS may be parameterized by an angle parameter $\phi \in[0,1]$, which may be understood as the location around the LPO to which a manifold branch is connected, given by

$$
\begin{equation*}
\phi=\frac{t_{\mathrm{LPO}}}{P} \tag{35}
\end{equation*}
$$

where $P$ is the period of the LPO, and $t_{\mathrm{LPO}} \in[0, P]$ is the propagation time along the LPO from an initial condition on the xz-plane in the CR3BP. Then, the cross-section of the manifold may be parameterized as a curve $\Gamma$, which takes in $\phi$ and returns the corresponding position and velocity $\boldsymbol{y}^{\mathrm{CR} 3 \mathrm{BP}}$ on the PS. The arrival parameters from expression (27)


Figure 6. Representation of arrival condition at $\Gamma$ along the stable manifold
is replaced by

$$
\begin{equation*}
c_{\text {LPO-arrival, fixed-PS }}=\left[\Delta t^{N}, m^{N+1}, \phi\right] \tag{36}
\end{equation*}
$$

where the terms $\Delta t^{N}$ and $m^{N+1}$ remain the same as for the nominal case. These parameters are illustrated in Figure 6. Given these arrival parameters, the control-node is computed by Algorithm 1.

```
Algorithm 1 Evaluation of control-node for fixed-PS arrival
Require: \(\Gamma, \boldsymbol{c}_{\text {LPO-arrival, fixed-PS }}=\left[\Delta t^{N}, m^{N+1}, \phi\right]\)
    \(\boldsymbol{y}_{\mathrm{LPO}-a \mathrm{rrival}, \text { fixed-PS }}^{\mathrm{CR} 3 \mathrm{PP}}=\Gamma(\Phi) \quad \triangleright\) obtain control-node state-vector on PS in CR3BP
    \(\boldsymbol{y}_{\text {LPO-arrival, fixed-PS }}^{\text {ECLIPJ20, }}=\boldsymbol{T}_{\mathrm{EC}}\left(t^{N}\right) \boldsymbol{y}_{\mathrm{LPO}-a r r i v a l, ~ f i x e d-P S ~}^{\mathrm{CR} 3 \mathrm{BP}} \quad \triangleright\) transform from CR3BP to ECLIPJ2000 with equation (19)
```

Targeting Libration Point Orbit at Free Poincaré Section In the free-PS arrival case, an additional parameter is required to first construct the PS that cuts through a manifold. Then, similarly to the previous case, a curve $\Gamma$ is used to uniquely locate the position and velocity from the angle parameter $\phi$. In this case, the arrival parameters are given by

$$
\begin{equation*}
\boldsymbol{c}_{\mathrm{LPO}-a r r i v a l, ~ f r e e-P S ~}=\left[\Delta t^{N}, m^{N+1}, \phi, \Delta t_{\text {manifold }}\right] \tag{37}
\end{equation*}
$$

where $\Delta t_{\text {manifold }}$ is the time spent in the capture segment of the manifold. Again, these parameters are illustrated in Figure 6. Note that for a capture segment, a stable manifold is used, making $\Delta t_{\text {manifold }}$ a negative value. Also, the time of flight constraint from expression (32) must be modified to also include $\Delta t_{\text {manifold }}$, and becomes

$$
\begin{equation*}
g_{\mathrm{TOF}}=\mathrm{TOF}+\left|\Delta t_{\text {manifold }}\right|-\mathrm{TOF}_{\max }=\sum_{i=1}^{N} \Delta t^{i}+\left|\Delta t_{\text {manifold }}\right|-\mathrm{TOF}_{\max } \leq 0 \tag{38}
\end{equation*}
$$

The value of $\Delta t_{\text {manifold }}$ is bounded between the shortest time spent on the manifold $\Delta t_{\text {manifold }}^{\min }$ such that the spacecraft reaches a point where $\gamma=10^{-3}$, and a user-defined longest time spent on the manifold $\Delta t_{\text {manifold }}^{\max }$. Given the arrival

Table 2. Sun-Venus CR3BP system parameters

| $\mu$ | $L^{*}, \mathrm{~km}$ | $T^{*}, \mathrm{~s}$ |
| :--- | :--- | :--- |
| $2.44783230 \mathrm{e}-06$ | $1.08209525 \mathrm{e}+08$ | $3.08988197 \mathrm{e}+06$ |

Table 3. Sun-Venus L2 halo orbit parameters

| Period | $x_{0}$ | $y_{0}$ | $z_{0}$ | $v_{x_{0}}$ | $v_{y_{0}}$ | $v_{z 0}$ | Stability index $\nu$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 3.09829484 | 1.00764168 | 0. | $1.25284860 \mathrm{e}-03$ | 0. | $9.73267997 \mathrm{e}-03$ | 0. | 785.6969 |

parameters from $c_{\text {LPO-arrival, free-PS }}$, the control-node is computed by Algorithm 2.

| Algorithm 2 Evaluation of control-node for free-PS arrival |  |
| :---: | :---: |
| Require: $\boldsymbol{y}_{p t b}^{s}, \boldsymbol{c}_{\text {LPO-arrival, free-PS }}=\left[\Delta t^{N}, m^{N+1}, \phi, \Delta t_{\text {manifold }}\right]$ |  |
| $\Gamma \leftarrow \operatorname{propagate}\left(\boldsymbol{y}_{p t b}^{s}, t=\Delta t_{\text {manifold }}\right)$ | $\triangleright$ Propagate manifold by $\Delta t_{\text {manifold }}$ |
| $\boldsymbol{y}_{\text {LPO-arrival, fixed-PS }}^{\text {CR3BP }}=\Gamma(\Phi)$ | $\triangleright$ obtain control-node state-vector on PS in CR3BP |
| $\boldsymbol{y}_{\text {LPO-arrival, fixed-PS }}^{\text {ECLP } 2000} \boldsymbol{T}_{\mathrm{EC}}\left(t^{N}\right) \boldsymbol{y}_{\mathrm{LPO}}^{\mathrm{CR3} 3 \mathrm{arrrival}, \text { fixed-PS }} \quad \triangleright \operatorname{tran}$ | $\triangleright$ transform from CR3BP to ECLIPJ2000 with equation (19) |

## Optimization Method

The evaluation of the objective of a SFT problem is trivial since the final mass $m^{N}$ is part of the decision vector. In contrast, the evaluation of the constraints is more involved, and as such the difficulty of the problem arises in obtaining feasible solutions. Furthermore, the design space typically consists of multiple local optima. To tackle these challenges, a common approach consists of wrapping a local gradient-based search method with a monotonic basin hopping pseudo-algorithm (MBH) for global exploration of the trade space, where gradient-based methods such as SNOPT $^{27}$ and IPOPT ${ }^{28}$ can successfully drive the decision vector to a feasible solution. MBH has been initially introduced by Wales and Doye ${ }^{29}$ for optimizing a problem with a funnel structure, and has since been found to be particularly effective by multiple authors for interplanetary trajectory design problems. ${ }^{17,25,30,31}$

## OPTIMIZATION RESULTS

As an example, a low-thrust transfer from Earth to Venus with an Earth fly-by, inserting into a Venus-L2 halo orbit of out-of-plane amplitude $150,000 \mathrm{~km}$ is considered. A launch window between May $1^{\text {st }}, 2022$ and May $1^{\text {st }}, 2024$, with a total time of flight within 3 years is considered. The maximum launch $v_{\infty}$ is set to $1.5 \mathrm{~km} / \mathrm{s}$. The thruster is set to have a constant Isp of 3500 s and constant maximum thrust of 0.4 N , with a spacecraft wet mass of 4100 kg . These parameters are chosen by taking the BepiColombo mission, headed to Mercury, as reference. The SFT problem is constructed using $n=20$ segments in each leg. The Sun-Venus CR3BP system parameters and the targeted L2 halo orbit, are given in Table 2 and 3 respectively. The period, position, and velocity in Table 3 are in canonical scales of the CR3BP system. Ephemerides are taken from JPL's de440 bsp file. Figure 7 shows the stable manifold of the corresponding LPO, along with $\Gamma$ located at $\Delta t_{\text {manifold }}$ corresponding to $-90,-120$, and -150 days.


Figure 7. Stable manifold and Poincare-Sections $\Gamma$ corresponding to $\Delta t_{\text {manifold }}=-90,-120$, and -150 days

## Comparison of Global Optimal Solutions for Fixed and Free Poincaré Sections

The fixed-PS arrival is studied using $\Delta t_{\text {manifold }}$ at $-90,-120$, and -150 days along the stable manifold, and are denoted as cases I, II, and III. The free-PS arrival is studied using $\Delta t_{\operatorname{manifold}}^{\min }=-90$ days and $\Delta t_{\operatorname{manifold}}^{\mathrm{max}}=-150$ days, and is denoted as case IV. Table 4 summarizes the information of the best solution found for each case using MBH, and the corresponding trajectories are shown in Figure 8 in the ECLIPJ2000 frame, and specifically, the final portions captured in the manifold are shown in Figure 9 in the Sun-Venus CR3BP frame.

The optimal insertion point into the manifold is found from case IV to be $\Delta t_{\text {manifold }} \approx-120.44$ days, falling extremely close to case II. This is in agreement with the results from cases I through III, where the best final mass ratio is found for $\Delta t_{\text {manifold }}=-120$ days. The insertion angle parameter $\phi$ is found to be optimal at $\phi \approx 0.33$ in all four cases. Comparing the four cases, it is evident that the best trajectories belong to the same family of solutions with regards to the alignments of Earth and the Sun-Venus system, as they share the same launch epoch, fly-by epoch, and epoch at which they arrive at the LPO. The insertion epoch to the PS vary since each case spends a different duration in the manifold, but as expected cases II and IV have the same insertion epoch to the PS as well, since the duration they spend in the manifold is approximately the same. This is also visible from comparing the trajectory in Figures 8 and 9, as well as the history of the throttle $\tau$ shown in Figure 10. Even for the fixed PS cases, the global trajectory remains the same, irrespective of the insertion point. However, this comes at a cost in the final mass ratio, albeit within

Table 4. Best result from Monotonic Basin Hopping

| Case | I | II | III | IV |
| :--- | :--- | :--- | :--- | :--- |
| PS type | fixed | fixed | fixed | free |
| $\Delta t_{\text {man }}^{\text {min }}$, days | -90 | -120 | -150 | -90 |
| $\Delta t_{\text {manifold }}^{\text {max }}$, days | -90 | -120 | -150 | -150 |
| Launch date, UTC | $2023-05-14$ | $2023-05-12$ | $2023-05-09$ | $2023-05-13$ |
|  | $20: 33: 40.456$ | $20: 31: 17.462$ | $11: 33: 56.892$ | $07: 11: 31.103$ |
| Fly-by date, UTC | $2024-06-07$ | $2024-06-04$ | $2024-06-04$ | $2024-06-04$ |
|  | $23: 07: 38.023$ | $08: 07: 11.788$ | $01: 14: 10.313$ | $14: 51: 27.732$ |
| Arrival to PS, UTC | $2026-02-14$ | $2026-01-12$ | $2025-12-10$ | $2026-01-12$ |
|  | $14: 33: 39.802$ | $14: 31: 18.392$ | $05: 33: 57.819$ | $14: 34: 54.782$ |
| Arrival to LPO, UTC | $2026-05-15$ | $2026-05-12$ | $2026-05-09$ | $2026-05-13$ |
| Launch $\Delta v_{\infty}$, km/s | $14: 33: 39.802$ | $14: 31: 18.391$ | $05: 33: 57.817$ | $01: 11: 31.517$ |
| Fly-by $\Delta v_{\infty}, \mathrm{km} / \mathrm{s}$ | 1.5000 | 1.5000 | 1.5000 | 1.5000 |
| $\phi$ | 2.4287 | 2.5058 | 2.4844 | 2.4925 |
| Optimal $\Delta t_{\text {manifold }}$, days | - | 0.32610 | - | 0.32253 |
| Total time of flight, year | 3.00000 | 3.00000 | - | 0.32557 |
| Final mass ratio | 0.91439 | 0.91488 | 0.91480 | -120.442092 |

$3 \%$ of the best final mass ratio found from case IV. Finally, in all cases, it is possible to observe that the plane change is done through the fly-by, which is expected behavior for the global optimal solution as plane-change maneuvers are expensive otherwise.

## Analysis of Solution Space

Figure 11 shows the distribution of key problem variables for all feasible solutions found for each case. It is possible to observe spikes in launch windows and times of flight, corresponding to favorable phasing for the interplanetary transfer sequence. With respect to the insertion point along the PS, the $\phi$ parameter is mostly concentrated at $\phi \approx 0.33$, suggesting that this insertion point into the manifold allows for a smooth connection from the interplanetary portion of the transfer. The spike in $\phi$ slightly shifts to larger values from case I to case III, suggesting that depending on the insertion epoch, the range of optimal insertion locations into the manifold shifts. The smaller spike at $\phi=1$ is an artifact of gradient-based optimization. Since $\phi$ is a periodic variable, the gradient-based optimizer may attempt to drive its value across the upper bound; assuming the optimal value is $\phi=0.3$, the optimizer would attempt to increase $\phi$ if $\phi>0.8$. For the time of flight, among cases I, II, and III, the range of feasible values diminish; this is due to the longer time spent on the manifold, which becomes increasingly restrictive to the time of flight budget. Comparatively, since in case IV the optimizer is allowed to spend as little time on the manifold as in case I, a similar distribution of feasible time of flight is observed between cases I and IV.

For case IV, Figure 12 shows the distribution of $\Delta t_{\text {manifold }}$ for the feasible solutions. The largest spike exists at $\Delta t_{\text {manifold }}=-90$ days, where the trajectory spends the minimum amount of time on the manifold. Correspondingly, this allows for the longest amount of time left for the optimizer to use for the inter-system portion. This results in


Figure 8. Earth ~ Earth ~ Sun-Venus L2 LPO trajectory in ECLIPJ2000 of best solutions of cases I through IV with MBH search


Figure 9. Sun-Venus system portion of best solutions of cases I through IV with from MBH search


Figure 10. Throttle histories of best solutions of cases I through IV with from MBH search
maximum controllable duration where the thruster may be used for the longest time, thus resulting in a large number of feasible solutions. The smaller spike at $\Delta t_{\text {manifold }} \approx-120$ days corresponds to the region around the global optimal with respect to the insertion time. Finally, the other smaller spike at $\Delta t_{\text {manifold }}=-150$ days is the region where the trajectory spends the longest amount of time on the manifold. While this results in the minimum controllable duration, this directly translates to the minimum duration of potential mass expenditure as well. Since the objective is to maximize the final mass, it is reasonable that one type of locally optimal solutions exist where the longest amount of time is spent on the manifold, where no mass expenditure occurs.

## CONCLUSION

This work introduces a novel approach for designing gravity-assist low-thrust trajectories between systems, leveraging manifold captures to LPOs. The proposed method leverages the SFT, which provides an effective method for preliminary design of interplanetary trajectories with fly-by's. The modification is introduced at the definition of the nodes, where the trajectory inserts into an invariant manifold that leads to a LPO. Two formulations, one based on fixing a PS with a propagation time, and another where the optimizer chooses the location of the PS within some bounds on propagation time, are proposed. This framework is applied to study a transfer to a Sun-Venus L2 halo orbit, leveraging an Earth gravity-assist after launch. The results highlight the optimal manifold insertion location in state-space, a metric that has been previously unobtainable. The fixed PS-based formulation reveals insights into the problem structure, where the global optimal trajectory is found to be similar regardless of the insertion time into the manifold. The free PS-based formulation provides further information by identifying regions in the solution space


Figure 11. Distribution of key variables of feasible solutions from cases I through IV


Figure 12. Distribution of $\Delta t_{\text {manifold }}$ of feasible solutions from case IV
where the insertion time into the manifold is locally optimal. Overall, the approach presented in this work lays out the necessary strategy for designing preliminary interplanetary transfers that arrives to a LPO and assessing the feasible solution space.

As both crewed and robotic deep-space exploration missions are expected to increase in decades to come, end-toend electric-propulsion-compatible transfer designs will become a key enabling strategy in sending large payloads. The method introduced in this work is capable of providing such transfers, enabling more demanding space missions and campaigns to be conducted.

## APPENDIX: ALGORITHM FOR LOW-THRUST APPROXIMATION VIA SUCCESSIVE IMPULSES IN TWO-BODY SYSTEM

Algorithm 3 is used for propagating the state-vector in the inter-system portion.

```
Algorithm 3 Low-Thrust leg propagation via \(n\) impulsive approximation
Require: \(n>0, \boldsymbol{r}_{0}, \boldsymbol{v}_{0}\), TOF
    for \(i=1\) to \(n+1\) do
        if \(i=1\) then
            \(\left[\boldsymbol{r}_{1}, \boldsymbol{v}_{1}\right] \leftarrow\) propagate \(\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0}, t=\frac{\text { TOF }}{2 n}\right) \quad \triangleright\) propagate trajectory by \(t=\frac{\text { TOF }}{2 n}\) via equations (1) and (2)
            \(\boldsymbol{v}_{1} \leftarrow \boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{i} \quad \triangleright\) apply impulsive \(\Delta v\)
            \(m_{1} \leftarrow m_{0}-\Delta m \quad \triangleright\) update spacecraft mass
        else if \(i \neq n+1\) then
            \(\left[\boldsymbol{r}_{1}, \boldsymbol{v}_{1}\right] \leftarrow\) propagate \(\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0}, t=\frac{\text { TOF }}{n}\right) \quad \triangleright\) propagate trajectory by \(t=\frac{\text { TOF }}{n}\) via equations (1) and (2)
            \(\boldsymbol{v}_{1} \leftarrow \boldsymbol{v}_{1}+\Delta \boldsymbol{v}_{i} \quad \triangleright\) apply impulsive \(\Delta v\)
            \(m_{1} \leftarrow m_{0}-\Delta m \quad \triangleright\) update spacecraft mass
        else
            \(\left[\boldsymbol{r}_{1}, \boldsymbol{v}_{1}\right] \leftarrow \operatorname{propagate}\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0}, t=\frac{\text { TOF }}{2 n}\right) \quad \triangleright\) propagate trajectory by \(t=\frac{\text { TOF }}{2 n}\) via equations (1) and (2)
        end if
        \(\boldsymbol{r}_{0} \leftarrow \boldsymbol{r}_{1}\)
        \(\boldsymbol{v}_{0} \leftarrow \boldsymbol{v}_{1}\)
    end for
```
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