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## SUMMARY

This thesis presents a study in the application of certain nonlinear programming techniques to the multiple response problem, a typical problem that evolves through the use of response surface techniques, The research surveys the existing techniques and the utility of nonlinear programing models for the problem is investigated.

The Hooke and Jeeves Pattern Search Technique is used as the optimization algorithm. The technique is adapted for use with either constrained or unconstrained problems.

The multiple response problem is considered in three different configurations; 1) single objective function, with other responses treated as constraints and considered explicitly; 2) single objective function with implicit consideration of remaining responses as constraints; and, 3) a weighting function scheme wherein a composite function is made up of all responses which are individually weighted.

No single model can be considered the best for all algorithms, but for the Hooke and Jeeves approach, the weighted function is to be preferred when compared with currently existing techniques found in the response surface field.

## CHAPTER I

## introduction

## Problem Statement

Response surface methodology is generally characterized by the attempt, through designed experimentation, to approximate a complex and unknown function

$$
\eta=f\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)
$$

by some low order polynomial

$$
\beta=f\left(x_{1}, x_{2}, \ldots, x_{n}\right)
$$

where the $x_{i}, i=1,2, \ldots, n$, are coded from the natural variables, $\tilde{F}_{i}$, $i=1,2, \ldots, n$, and $£$ represents the approximating function. It is assumed that this function can only be derived through experimentation, where the effects of different levels of the decision variables are measured. The function is applicable only in the region of experimentation. The objective then is to optimize the function to determine the best operating levels on the variables for the process under analysis. Since the function, $f$, is a fitted surface, any optimal point found lying outside the region of experimentation cannot be considered valid and new experimentation must be undertaken to approximate a new function in that region.

If a situation exists where more than one function must be opti-
mized, we have encountered the "multiple" response problem. For example, an experimenter may wish to maximize the yield of a process while simultaneously minimizing the percent of impurities in that yield, where both surfaces can be determined only through experimental means.

Nonlinear programming is generally defined as any collection of techniques used in optimizing some mathematical function

$$
\begin{aligned}
& \operatorname{maximize} f(X) \\
& \text { subject to } g_{i}(X) \leq 0 \text { for } i=1,2, \ldots, m \\
& h_{i}(X)=0 \text { for } i=1,2, \ldots, k
\end{aligned}
$$

where the objective function or some of the constraints, or a combination of these, are nonlinear. A great deal of research has been done in nonlinear programming. We concern ourselves here only with the particular algorithm used in this research.

Applications of nonlinear programming techniques to the field of response surface methodology have not been widely attempted. The intent here is to extend to the statistical literature some possible nonlinear programming techniques with respect to both the formulation and the solution of the multiple response problem. It is assumed throughout that low order polynomials have been fitted to all surfaces considered and are well-defined within the region of experimentation. Solutions existing outside the region of experimentation for any fitted surface are assumed to be invalid and necessitate new experimental exploration before any nonilnear programing methods can be applied. A restatement of the multiple response problem into a workable nonlinear programming form will be illustrated and a typical nonlinear programming technique applied.

The response surface problem is characterized by relatively few independent variables, generally not more than seven, and few constriants. The fitted surfaces will generally not be higher than second order due to design difficulty and applicability, and seem to work well in most practical situations. The problem generally consists of a quadratic objective function and one or more constraints of no higher than second order. Range constraints on the variables are often present since an underlying assumption made throughout is that the objective function and possibly some of the constraints are derived as a result of performing designed experiments and therefore the surfaces are valid only over the specific region of interest in which the data were collected. In Chapter II an outine of the optimization method and development of the models is given. Three typical response surface problems are investigated land considered in three different model forms and a nonlinear optimization technique applied. The results of this investigation are discussed in Chapter III.

This research particularly considers the multiplicity of the response functions and some methods of handing them. The main thrust here is not to develop a new approach to optimization but rather to apply existing methods to a well-known problem, and particularly to contrast the methods investigated with the only methods presently used and reflected in the typical statistical literature. This represents a step in the direction of broadening the scope of solution approaches available to the statistician concerned with response surface methodology. In all discussion the problem addressed will be considered a maximization problem.

## Literature Survey

Very little has been reported in the response surface literatire with respect to multiple response problems. Most proposed solution procedures are graphical in nature. Early references, G.E.P. Box (1) and J. S. Hunter (11), only mention the multiple response problem and note that "it is interesting to look at" the superimposition of the two response surfaces, but acknowledge that such methods would be difficult for more than two variables and impossible for greater than three variables. In 1959 Umland and Smith (18) used Lagrange multipliers to solve two convex response surfaces which measured yield and purity. For their particular problem the purity function was considered a constraining relationship and successively set to acceptable values. The yield function was then optimized subject to the constraining relation through the use of Lagrange multipliers. The problem was in two varlables and the results were favorably compared to graphical means of solution. In a comparable study, in 1960 , Lind, et al., (12) used graphical means to optimize a yield-cost system for American Cyanimid where both relationships were response surfaces.

Not strictly in the multiple response area, but concerned with constrained optimization of response functions (into which form such multi-response problems can be placed) are three studies. Schrage (17), in 1958, used the method of steepest ascent and linear programming to optimize a catalytic cracking operation. Linear approximations were first applied to the nonlinear constraints and linear programming was applied sequentially. In 1959, Hoerl (9) introduced the constraint

$$
\sum_{i=1}^{n} x_{i}^{2}=X^{\prime} X=C
$$

where $X^{\prime}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, for use in ridge analysis but this still amounted to interpretation of the constrained problem through graphical means. Michaels and Pengilly (13) used Lagrangian multipliers applied to a response surface objective function and one algebraically derived cost constraint.

In 1971 Myers (15) mentions the multiple response example of Lind and indicates the graphical approach to a solution. In 1973 Heller and Staats (8) absorbed the cost constraint (or cost objective function) into the yield objective function to form a net profit objective function and used the cost per unit as the basis for the distance metric of their n-space. Their objective function was subject to both algebraj c and response surface constraints and the problem solution was arrived at through a method based on Zoutendijk's (19) method of feasible directions. Myers and Carter (16) (1973) address the multiple response problem in much the same manner as Umland and Smith. One response was restated in constraint form and the method of Lagrange multipliers applied. Myers and Carter, however, chose not to fix the constant value of the constraint but rather they selected "directly values of the Lagrange multipliers, $\mu$, in the region which gives rise to operating conditions on $X$, (a vector of independent or design variables)... that result in absolute maxima on $y_{p}$ (the objective function), conditional on being on a surface of the constraint response". In the case of one constraint this evolves to a two-dimensional graphing of the Lagrange multipliers
over the region in which feasible solution points exist. The difficulty of extension to a larger number of constraints, although done in the reference cited for a specialized problem, negates the attractiveness of this method.

Although the history of nonlinear programming is considerably richer than the more specific response surface area outlined previously, we will concern ourselves only with the literature that gives rise to the method actually used in solving the multi-response problem in this research.

As a transition from the response surface methodology to nonlinear programming let us mention the work of Carroll (3) in 1961 who introduced the Created Response Surface Technique (CRST) which restates the constrained problem into an unconstrained problem by means of incorporating the constraints into the objective function. A penalty constant is attached to each such constraint and has the effect of severely reducing (in a maximization problem) the optimum value of the objective function. Through the sequential application of gradually reduced penalty constants and unconstrained optimization techniques, this constrained problem reaches the same optimum value as the original objective function. This work serves as one of the forerunners of penalty and barrier function optimization techniques in the field of nonlinear programming.

Consideration of a large number of mathematical programming techniques is not necessary in order to introduce the basic methodology into the response surface area. Consideration of multiple responses and their model formulation is the main thrust of this thesis. With the
assumption that we have well-defined functions within the area of interest for the response surface it remains only to apply any effective optimization technique to the models developed. Two methods of treating the multiple objective function have arisen in the literature.

Geoffrion, et al., (6) introduce a weighting function criterion in developing an approach to the multi-criterion optimization problem. The objectives are weighted according to different schemes, depending generally on their utility to the decision-maker. Dyer (4), in 1972 , in a similar vein, applied the theory to a man-machine interaction algorithm for the solution of the multi-criterion problem. Geoffrion and Hogan (7) address the problem of coordination between different autonomous levels of organization. The Coordinator, or headquarters, requests the local optimums and the directions of function value improvement from each of the subordinate levels, based on a specific set of data. Based on the preference function of the Coordinator, and in consideration of the information received from the lower divisions, a direction and step size are decided upon, a new set of data generated, and the process continues, culminating in a best response for all functions. Such highly interactive algorithms are very dependent upon the type of optimization technique employed and are not investigated here.

## Scope of the Thesis

For purposes of comparison of different models it is desirable that a programming technique that can consider both constrained andyunconstrained formulations be used. Although not specifically designed for constrained optimization, the Hooke and Jeeves pattern search (i0)
technique was adapted for use in either the constrained or unconstrained case.

The approach is to first formulate the multiple response problem in two different configurations and then to apply a nonlinear programming algorithm, the modified Hooke and Jeeves procedure, to these restated problems. The intent is to compare the results of the formulations and solutions, primarily from a qualitative standpoint. The results are compared to the original treatment of the problem. The effort is to present alternative approaches to the multiple response problem, emphasizing problems previously treated in the literature. This represents an initial step in the direction of applying nonlinear programing techniques to the multiple response problem. Previous published efforts in this field have been confined primarily to graphical means of solution.

## CHAPTER II

MODEL DEVELOPMENT AND APPLICATION OF A NONLINEAR PROGRAMMING TECHNIQUE

## The Algorithm

A brief outline of the modified Hooke and Jeeves pattern search technique will now be presented. The algorithm was considered particularly well-suited for a number of reasons. (1) It is relatively simple when compared with gradient techniques. It requires no gradient computation and is simple from a programming standpoint. (2) The algorithm is adaptable to either constrained or unconstrained formulations and for this reason is particularly well-suited to the application intended here, i.e., the investigation of different multiple response models. Since some of the models consider constraints and others do not it becomes important to have an equal basis from which to compare results. (3) The pattern search technique also may be more amenable to work already reported in the response surface area. (4) Lastly, function evaluations, particularly in the weighting function approach, may prove more valuable than gradient techniques.

A simplified flow chart is shown in Figure 1 for the general Hooke and Jeeves pattern search technique. For simplicity we consider only three points. Let
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Flgure 1 Hope and Jeeves Pattern Search Techique Flow Chart
$X_{T} \quad-\quad$ any evaluated point around $X_{B}$.

Other notation is as Eollows. The step size of the explore move is denoted by $s ; i, i=1,2, \ldots, n$, represents the number of coordinate directions; $k$ is an iteracion index; $\beta$ is an indicator function; and e represeats some predetermined small value greacer than 0 . The method follows besically rhe following steps:

Initially $\quad X_{B}=X_{\text {Pase }}^{k}, i=k=1, \beta=1$.

Whase I (Exploratory move)
$\pm$ It $\mathrm{A}=\mathrm{r}+\mathrm{i}$ a go to Phase II.
2 Otherwise, let $X_{T}=X_{B}+\beta \cdot s \cdot d_{i}$ where
$d_{i}=\left(d_{1}^{\prime}, d_{2}^{\prime}, \ldots, d_{n}^{\prime}\right), d_{j}^{\prime}=0$ for $i \neq j ; d_{j}^{\prime}=1$ for $i=j$.
3 IE $E\left(X_{\mathrm{D}}\right)>f\left(X_{B}\right)$, Let $X_{B}=X_{T}, i=i+1, \beta=1$, Return to Step 1 .
4 Otherwise, check the value of $\beta$. If $\beta=1$, set $\beta=-1$ and
repeat Step 2. If $\beta=-1, X_{B}$ remains the same, $i=i+1, \beta=1$, Return so Step 1.

Phase II (Acceleration move)
$\underline{1}$ If $f\left(X_{T}\right)>f\left(X_{\text {Base }}^{k}\right)$, let $X_{\text {Base }}^{k+1}=X_{T}, X_{B}=2 \cdot X_{\text {Base }}^{k+1}-X_{\text {Base }}^{k}$,
Set $i=1$, and return to Phase $I$.

2 Otherwise check the step size, s
If $s \leq \varepsilon$, Stop, $X_{\text {Base }}^{k}$ is optimal,
If $s>\varepsilon$, let $s=\frac{1}{2} s, i=1, X_{B}=X_{\text {Base }}^{k}$, Return to Phase I.

## Constraints

A variation has been made to the basic algorithm in order to adapt it for use with the constrained problems. Two categories of constraints are considered: (1) range or boundary constraints on the individual variables, and (2) general constraints. The development of a modified pattern search to accomodate constraints demands that we consider both types.

The first type, range constraints, are handled the same way for all models. If a constraint violation occurs during either an explore move or an acceleration move, the variable in question is simply retained at the boundary before the evaluation of the function. If the move is a success, the variable is retained at the bound and the algorithm continues in the remaining coordinate directions. If the move is a failure there is no problem since the next move in that variable direction will be away from the bound.

General constraints may be treated differently by the different models. Generally, if any constraints of this type are violated, the point under consideration at the time that the violation occurs is rejected as a failure to improve the objective function value.

## The Models

Two different approaches were taken to develop the models used in this investigation. One of these is subdivided into two considerations. The Type $I$ model is the kind of formulation encountered in all of the response surface literature to this point. This approach restructures the problem from a multiple objective function type problem into one
which has only one objective function and some number of constraints. To do this, a decision must be made to treat one response as "most important", while the remaining $r-1$ of the responses are set at a particular level or a ceiling is placed upon their possible values. The original problem

$$
\begin{array}{ll}
\operatorname{Max}\left(f(X), y_{i}(X)\right) & i=1,2, \ldots, r-1 \\
\text { st. } g_{k}(X) \leq 0 & k=1,2, \ldots, m
\end{array}
$$

becomes
$\operatorname{Max} E(X)$

$$
\begin{array}{cl}
\text { st: } y_{i}(X)-\alpha_{i} \leq 0 & i=1,2, \ldots, r-1 \\
g_{k}(X) \leq 0 & k=1,2, \ldots, m
\end{array}
$$

where $\alpha_{i}$ represent the maximum acceptable levels of the secondary objective functions.

Two applications of optimization with constraints are considered. Type IA - explicit consideration

Type IB - implicit consideration by means of a penalty function. Application of the modified Hooke and Jeeves algorithm to a constrained problem was one of the investigative goals.

For the Type IA model the formulation is simply
$\operatorname{Max} \mathrm{f}(\mathrm{X})$
st. $y_{i}(X)-\alpha_{i} \leq 0, \quad i=1,2, \ldots, r-1$

$$
g_{k}(X) \leq 0 \quad, \quad k=1,2, \ldots, m
$$

Any point which violates a constraint is treated as a failure and the search returns to the last best point.

The form for the Type IB becomes:

$$
\begin{array}{ll}
\operatorname{Max} f(X)-P\left(\max \left(\left(y_{i}(X)-{ }^{\alpha_{i}}\right), 0\right)\right)^{2}, i=1,2, \ldots, r-1 \\
\text { st: } g_{k}(X) \leq 0 & , k=1,2, \ldots, m
\end{array}
$$

where $P$ represents a large penalty constant. The objective function therefore is reduced by the amount of the penalty function only if a restructured constraint, $y_{i}(X)^{-} \alpha_{i}$, is violated. Although the same approach can be made to all constraints, this investigation treats true constraints explicitly and considers only the restated objective functions in the penalty context. The degree to which any constraint is violated is a function of the penalty size.

The second model intuitively appeals in instances where minor constraint violations can be permitted and in fact the previous work done in the area (for example, see Umland and Smith) seems to indicate that the constraint value is not inflexible. Explicit consideration on the other hand, permits no violation of the fixed level of the constraint value.

The second method of approach is a weighting factor scheme. The multiple responses are treated as objective functions and given weights as follows:

$$
\operatorname{Max} w_{1} \cdot f(X)+w_{2} \cdot y_{i}(X) \ldots+w_{r} \cdot y_{r-1}
$$

$$
\text { st. } g_{k}(X) \quad k=1,2, \ldots, m
$$

In the treatment of the dual response problem the $\Sigma \mathrm{w}_{\mathrm{i}}=1$ in all cases. The nonlinear programming literature assigns the weights based on some subjective criteria and generally with some knowledge of the problem and its interactions. Although such knowledge might be available for our purposes, for the example problems dealing only with two responses the assumption that no knowledge is available is made. Rather, the objective is to give the decision-maker a series of results from which to make a decision. The weights are assigned on an incremental basis, successively varied over a suitably chosen range. The result is a list of responses for each objective function at each level of weighting. As shown in the example problems, an initial coarse increment can be assigned in order to determine the weights that yield the values desired. When those weights have been determined, a finer incrementing can take place and so forth to whatever degree required.

## Weighting Function Extension to a Three-Response Problem

In extending the weighting function approach to larger problems, namely more than two objective functions, certain factors become more important. It would appear that the attractive feature of enumerating the weights assigned over the unit interval is diminished since the number of different combinations required grows larger very quickly as the number of functions increase. Also, scaling might be required if, for example, one function, say $f_{1}$, measures cost in thousands of dollars while a second response, $f_{2}$, measures percent yield, on the scale of
$0-100 \%$. Since the composite objective function is the vehicle upon which the optimization technique works, the tendency would be, without scaling, to favor an optimal solution which maximized $f_{1}$ alone. In effect, we implicitly weight $f_{1}$ by $10^{2}$, the factor by which the average value of $f_{1}$ is greater than that of $f_{2}$. If we fail to take such scale difference into account, a great deal of time and effort is spent reft fining our weights over the unit interval.

We can, by careful scaling measures reduce the problem involved in the larger response case. Throughout the literature that deals with the weighted objective function some "marginal" value is assigned to the weights based on their worth to the decision-maker relative to the other objectives. No such steps were taken in the dual response case, but in the example that follows we are able to reduce the problem to a simple requirement for a preference order from the decision-maker. We assume, as in the two-response situation, that no specific value for any objective is required, but rather a choice of alternatives is the desired goal. In fact, for the three objective function case, as in the example, 11 different levels for each function can be evaluated in 66 iterations of the optimization technique. For four objectives, six levels can be evaluated in 56 iterations with the necessary reduction in refinement of the interval. In either case, a sufficient number of alternatives exist in tabular form for the decision-maker to made a choice.

## Scaling

A scaling approach is presented which complements the basic
approach of evaluating over some preselected interval rather than presetting an expected function value. As an example of the latter, let us say that a composite function $F$ is made up of $f_{i}$ as follows:

$$
F=w_{1} f_{1}+w_{2} f_{2}+w_{3} f_{3}
$$

where the values of the individual functions $f_{i}, i=1,2,3$ vary as follows:

$$
\begin{gathered}
10,000 \leq f_{1} \leq 20,000 \\
10 \leq f_{2} \leq 50 \\
50 \leq f_{3} \leq 1000
\end{gathered}
$$

It is important to note that these values are the extrema of the function values and do not represent any preference on the part of the decision-maker. Any preference is indicated by the weights, $w_{i}, i=1,2,3$. For scaling purposes we introduce a scaling factor $s_{i}, i=1,2,3$ as follows:

$$
F=w_{1} s_{1} f_{1}+w_{2} s_{2} f_{2}+w_{3} s_{3} f_{3} .
$$

The scaling factors serve to more equitably distribute the absolute magnitude of the individual function contributions to the composite function $F$. If we were to scale, for instance, by average $f_{i}$ values, $\bar{f}_{i}$, so that all functions are expressed in terms of $f_{1}$, we could proceed as follows:

$$
F=w_{1} s_{1}+w_{2} s{ }_{2} \frac{\bar{f}_{2}(10)}{\bar{f}_{1}\left(10^{3}\right)}+w_{3} s_{3} \frac{\bar{f}_{3}\left(10^{2}\right)}{\bar{f}_{1}\left(10^{3}\right)}
$$

Then, in order for each of the functions to be of the same order of magnitude and therefore of equal importance in contributing to the composite function $F$, we set

$$
s_{1}=1, \quad s_{2}=10^{-2}, \quad \text { and } s_{3}=10^{-1}
$$

which will reduce each contributing function to the same relative size.
A variation of this approach has been used here in keeping with the value range concept of the weighting function. Let

$$
F=w_{1} s_{1}\left(\underline{f}_{1}, \bar{f}_{1}\right)+w_{2} s_{2} \frac{\mathrm{f}_{2}\left(\underline{f}_{2}, \overline{\mathrm{~F}}_{2}\right)}{\mathrm{f}_{1}\left(\underline{\mathrm{f}}_{1}, \overline{\mathrm{f}}_{1}\right)}+\mathrm{w}_{3} \mathbf{s}_{3} \frac{\mathrm{f}_{3}\left(\underline{f}_{3}, \overline{\mathrm{f}}_{3}\right)}{\mathrm{f}_{1}\left(\underline{\mathrm{E}}_{1}, \overline{\mathrm{~F}}_{1}\right)}
$$

where $\left(\underline{f}_{1}, \bar{f}_{1}\right)$ is the scaled range on $f_{1}$, and ( $\underline{f}_{i}, \bar{f}_{i}$ ) represent the minimum and maximum, respectively of the $f_{1}, i=1,2,3$. The problem then is to determine a range on the $s_{i}, i=1,2,3$ such that all functions contribute equitably (in an absolute magnitude sense) to $F$. The absolute extrema on $s_{i}$ obviously occur at the opposite extrema of the functions compared:

$$
\bar{s}_{i}=\frac{\overline{\mathrm{f}}_{1}}{\underline{\mathrm{f}_{i}}} \quad \text { and } \quad s_{i}=\frac{\mathrm{f}_{1}}{\frac{\overline{\mathrm{~F}}_{i}}{}}
$$

The range on $\boldsymbol{s}_{i}$ is then between $\underline{s}_{i}$ and $\overline{\mathbf{s}_{i}}$, i.e.,

$$
s_{i} \leq s_{i} \leq \overline{s_{i}}
$$

Although this is the most conservative range, it precludes an eventual optimal solution in the vicinity of the extrema which would then require
more refinement.

From the example:

$$
\begin{gathered}
10,000 \leq \mathrm{f}_{1} \leq 20,000 \\
10 \leq \mathrm{f}_{2} \leq 50 \\
50 \leq \mathrm{f}_{3} \leq 1000
\end{gathered}
$$

we find

$$
\begin{array}{ll}
\overline{s_{2}}=\frac{20,000}{10}=2000 & s_{2}=\frac{10,000}{50}=200 \\
\overline{s_{3}}=\frac{20,000}{50}=400 & s_{3}=\frac{10,000}{1,000}=10
\end{array}
$$

Then

$$
\begin{gathered}
0 \leq s_{i} \leq 1 \\
200 \leq s_{2} \leq 2000 \\
10 \leq s_{3} \leq 400
\end{gathered}
$$

At this point each value for the $s_{i}, i=1,2,3$ is multiplied by the preference weight assigned by the decision-maker, the interval determined based on the number of observations desired, and the optimization technique applied.

## Application - Examples

The models indicated were applied to three response surface problems which are typical of those discussed in the literature.

The first problem is due to Umland and Smith (18), and consists of two response surface. The primary response, yield ( $y_{p}$ ), and a secondary response, purity $\left(y_{S}\right)$, is given in the equations below.

$$
\begin{aligned}
& y_{P}=55.84+7.31 x_{1}+26.65 x_{2}-3.03 x_{1}^{2}-6.96 x_{2}^{2}+2.69 x_{1} x_{2} \\
& y_{P}-\text { predicted yield } \\
& y_{S}=85.72+21.85 x_{1}+8.59 x_{2}-9.20 x_{1}^{2}-5.18 x_{2}^{2}-6.26 x_{1} x_{2} \\
& y_{S}-\text { predicted purity }
\end{aligned}
$$

It is assumed that $x_{1}, x_{2}$ are independent factors, continuous and controllable by the experimenter.

A graph of the fitted response surfaces is shown in Figure 2 . Both functions are concave in the region of interest and the objective is to maximize both. There are no other explicit constraints. The approach that the authors used was to fix the secondary response at three different values - $95 \%, 92.5 \%$, and $90 \%$ - below which the purity level should not move. They then proceeded to choose $x_{1}$ and $x_{2}$ to maximize yield using the method of Lagrange multipliers. Their results are shown below:

| Purity | 94.87 | 92.47 | 89.995 |
| :---: | :--- | :--- | :--- |
| Yield | 83.66 | 86.73 | 88.68 |
| $\mathrm{x}_{1}$ | 0.965 | 1.005 | 1.075 |
| $\mathrm{x}_{2}$ | 1.088 | 1.316 | 1.479 |

[^1]

Figure 2. Umland and Smith Respense Surfaces (after Umland and Smith (18))
purity constraint are not important in view of the nature of the problem.

The next two problems are taken from an article by R. H. Myers and W. H. Carter (16).

The authors first consider a dual response problem in three variables. The responses:

$$
\begin{align*}
y_{P}= & 65.39+9.24 x_{1}+6.36 x_{2}+5.22 x_{3}-7.23 x_{1}^{2}-7.76 x_{2}^{2}-13.11 x_{3}^{2} \\
& -13.68 x_{1} x_{2}-18.92 x_{1} x_{3}-14.68 x_{2} x_{3}  \tag{1}\\
y_{S}= & 56.42+4.65 x_{1}+8.39 x_{2}+2.56 x_{3}+5.25 x_{1}^{2}+5.62 x_{2}^{2}+4.22 x_{3}^{2} \\
& +8.74 x_{1} x_{2}+2.32 x_{1} x_{3}+3.78 x_{2} x_{3} \tag{2}
\end{align*}
$$

Range constraints are imposed on all $x_{i}$ as follows:

$$
-2.5 \leq x_{i} \leq 2.5 \quad i=1,2,3
$$

The solution method of Myers and Carter for both problems is basically a combination of the method of Lagrangian multipliers and graphical analysis. The solution method is as follows. As before, two responses are defined,

$$
\begin{equation*}
y_{P}=b_{0}+\bar{x}^{\prime} b+\bar{x} \cdot B \bar{x} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{S}=c_{0}+\bar{X}^{\prime} c+\bar{X}^{\prime} c \bar{X} \tag{4}
\end{equation*}
$$

where $\bar{X}$ is a vector of independent or design variables, $b$ and $c$ are
vectors of first order regression coefficients, and $B$ and $C$ are matrices containing the second order regression coefficients. For example,

$$
B=\left[\begin{array}{cccc}
b_{11} & b_{12} / 2 & \ldots & b_{1 n} / 2 \\
& b_{22} & \ldots & b_{2 n} / 2 \\
& & & \vdots \\
\text { sym } & & & b_{n n}
\end{array}\right],
$$

where the $b_{i j}$ are second order coefficients. The Lagrange function is

$$
L=b_{0}+\bar{X}^{\prime} b+\bar{X}^{\prime} B \bar{X}-\mu\left(c_{0}+\bar{X}^{\prime} c+\bar{X}^{\prime} C \bar{X}-k\right),
$$

where $k$ is an acceptable level for $y_{S}$. Setting $\frac{\partial L}{\partial X}=0$ results in

$$
\begin{equation*}
(B-\mu C) \bar{X}=\frac{1}{2}(\mu c-b) \tag{5}
\end{equation*}
$$

The matrix of second partials is then found to be

$$
\begin{equation*}
M(\bar{X})=2(B-\mu C) \tag{6}
\end{equation*}
$$

The above equations hold irrespective of the value for $k$. It is in this respect that the Myers and Carter method differs from previous approaches, notably Umland and Smith. Rather than fix $y_{S}$ at a particular value, $k$, the approach is to select a range of values for $\mu$ to insure that the matrix $M(X)$, in eq. (6), is positive definite (for minimization) or negative definite (for maximization).

For the case where $C$ is definite, consider the quadratic form with matrix given by $M(X)$, say,

$$
q=w^{\prime}(B-\mu C) w
$$

Since $C$ is symmetric definite there exists a non-singular matrix $S$ such that

$$
S^{\prime} B S=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)
$$

and

$$
S^{\prime} C S=I_{n}
$$

Letting $W^{\prime}=V^{\prime} S^{\prime}$, we have

$$
\begin{equation*}
q=V^{\prime} \operatorname{diag}\left(\lambda_{1}-\mu, \lambda_{2}-\mu, \ldots, \lambda_{n}-\mu\right) V . \tag{7}
\end{equation*}
$$

where the $\lambda_{i}$ s are the eigenvalues of the real, symmetric matrix $T$ given by

$$
\begin{equation*}
T=D_{2}^{\left(-\frac{1}{2}\right)} Q^{\prime} B Q D_{2}^{\left(-\frac{1}{2}\right)}, \tag{8}
\end{equation*}
$$

where $D_{2}$ - diagonal matrix containing the eigenvalues of $C, D_{2}^{\left(-\frac{1}{2}\right)}$ diagonal matrix containing the reciprocals of the square roots of the eigenvalues of $C$, and $Q$ is the orthogonal matrix for which

$$
Q^{\prime} C Q=D_{2}
$$

The eigenvalues of $T$ are arranged in ascending order, $\lambda_{n}$ being the largest. From equation (7) we can see that for a negative definite $M(X)$ it requires that $\mu$ be greater than $\lambda_{n}$ and for a positive definite $M(X), \mu$ must be less than $\lambda_{1}$. The values for $\mu$ thus determined are
used in equation (5) to generate values of $x$ representing points of constrained primary response. The authors then graph the results and chose the operating conditions for $X$ which satisfy the desired constraint value.

In an instance where $C$ is indefinite solutions still exist if the matrix $B$ is definite. Such conditions make computations only slightly more difficult. In situations where both matrices are indefinite, it is impossible to obtain a solution using this method.

The approach can best be illustrated by an example. The problem considered here is as shown in equations (1) and (2). The problem is interpreted as one of maximizing $y_{P}$ without allowing $y_{S}$ to become larger than 65. C in this case was found to be positive definite and so values of $\mu$ greater than $\lambda_{n}$ are desired in order to maximize $y_{P}$. The eigenvalues of $T$ in equation (8) were found to be

$$
\lambda_{1}=-4.0617 \quad \lambda_{2}=-0.9945 \quad \lambda_{3}=0.08017
$$

Therefore substitutions into equation (5) were made with values of $\mu$ : greater than 0.08017 to generate values of $x$ representing points of constrained primary maximum response. Values of $y_{P}$ and $y_{S}$ were then computed using equations (1) and (2) and the graphs of Figures (3) and (4) are the results. Figure (3) indicates operating conditions to insure constrained maximima of $y_{p}$ for a given level of $y_{S}$. Figure (4) plots maximum levels of $y_{P}$ against fixed levels of $y_{S}$. The results are shown below.


Figure 3. Conditions f Constrained Maxina on Primary Response for Flusd Values of $\hat{y}_{g}$. (after Myors and Carter (16))


Figure 4. Maximum Estimated Primary Response at Specific Values of the Constraint Rosponse. (after Myors and Cartor (16))

| $y_{\mathrm{P}}$ | $\mathrm{y}_{\mathrm{S}}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 74.04 | 65.23 | 2.07 | -1.15 | -0.6 |

Again, violation of the bound on the secondary response does not seem to oe deemed important.

The third problem, also from Myers and Carter, extends the same solution method to a two variable problem with more than one constraint. The responses are as follows:

$$
\begin{aligned}
& y_{P}=53.69+7.26 x_{1}-10.33 x_{2}+7.22 x_{1}^{2}+6.43 x_{2}^{2}+11.36 x_{1} x_{2} \\
& y_{S}=82.17-1.01 x_{1}-8.61 x_{2}+1.40 x_{1}^{2}-8.76 x_{2}^{2}-7.20 x_{1} x_{2}
\end{aligned}
$$

the fitted surfaces are shown in Figure (5). The authors also impose a constraint on the secondary response as follows:

$$
84<y_{S}<88
$$

It is apparent from the Figure (5) that the constraint response can be retained within the limit imposed, between 84 and 88 , while the primary response increases indefinitely. Because of this, an added constraint is introduced:

$$
x_{1}^{2}+x_{2}^{2} \leq 1
$$

The results are:
$\mathrm{y}_{\mathrm{P}}$
$\mathrm{y}_{\mathrm{S}}$
87.80

$$
x_{1}
$$

0.85
$x_{2}$
$-0.6$


Figure 5. Myors and Carter Respense Surfaces. (aftor Myers and Carter(16))

## A Three - Response Example

The three response example illustrated is a modified combination of the Umland and Smith and Myers and Carter problems:
$\mathrm{f}_{1}$ represents the process yield (in pounds)
Yield $=\mathrm{E}_{1}=558.4+73.1 \mathrm{x}_{1}+266.5 \mathrm{x}_{2}-30.3 \mathrm{x}_{1}^{2}-69.6 \mathrm{x}_{2}^{2}+26.9 \mathrm{x}_{1} \mathrm{x}_{2}$
$\mathrm{f}_{2}$ is a product purity (in percent)

Purity $=f_{2}=85.72+21.85 x_{1}+8.59 x_{2}-9.2 x_{1}^{2}-5.18 x_{2}^{2}-6.26 x_{1} x_{2}$
$\mathrm{E}_{3}$ is a cost relationship (in dollars)
$\operatorname{cost}=\mathrm{f}_{3}=49,324+7143 \mathrm{x}_{1}-10,366 \mathrm{x}_{2}+7,300 \mathrm{x}_{1}^{2}+6,450 \mathrm{x}_{2}^{2}+12,109 \mathrm{x}_{1} \mathrm{x}_{2}$

The ranges on the responses are as follows:

$$
\begin{aligned}
& 1 \leq \mathrm{f}_{1} \leq 953 \\
& 1 \leq \mathrm{f}_{2} \leq 98.77 \\
& 25,000 \leq \mathrm{f}_{3} \leq 150,333
\end{aligned}
$$

These values represent the absolute extrema for the function values with truncation at some points which are obviously infeasible. This range can be considerably reduced and refined by considering only feasible points within the design ranges, but have been left in this form for illustrative purposes. Using $f_{1}$ as the base interval we get:

$$
\overline{s_{2}}=\frac{953}{1} \quad s_{2}=\frac{1}{98.77} \quad \overline{s_{3}}=\frac{953}{25,000} \quad s_{3}=\frac{1}{150,333}
$$

yielding

$$
\begin{aligned}
& 0 \leq s_{1} \leq 1 \\
& 0 \leq s_{2} \leq 953 \\
& 0 \leq s_{3} \leq 0.04
\end{aligned}
$$

Let us assume that the decision-maker assigns weights of 0.6 to $\mathrm{f}_{1}, 0.03$ to $f_{2}$, and 1.0 to $f_{3}$. In multiplying the $s_{i}^{\prime} s$ by the respective weights, we derive composite weights, $W_{i}$, with $W_{i}=w_{i} s_{i}$ with values

$$
\begin{aligned}
& 0 \leq W_{1} \leq 0.6 \\
& 0 \leq W_{2} \leq 28.6 \\
& 0 \leq W_{3} \leq 0.04
\end{aligned}
$$

The composite form of the objective function becomes:

$$
F=W_{1} f_{1}+W_{2} f_{2}-W_{3} f_{3}
$$

where our interest is in maximizing the yield and percent and minimizing cost.

If we take 11 observations in each interval our increments bedome 0.06 from 0.0 to 0.60 on $W_{1}, 2.86$ from 0.0 to 20.3 on $W_{2}$, and 0.004 from 0.0 to 0.04 on $W_{3}$. The results of applying the Hooke and Jeeves algorithm to the composite function as now formulated are shown in Chapter III.

CHAPTER III

## RESULTS AND DISCUSSION OF RESULTS

## The Umland and Smith Problem

## Explicit Constraint Consideration

The results of applying the Hooke and Jeeves algorithm when the secondary response is preset to a specific value (a lower limit, in this case) is shown in Table 9, Appendix B. Although the results for all starting points and initial step sizes appear relatively consistent, some variation does occur. Based upon accepting the best value for the runs made we arrive at the following findings: For the secondary response value $\left(y_{S}\right)$ equal to $90.0 \%$ :
$y_{p}=88.6621 \quad y_{S}=90.0011 \quad x_{1}=1.07266 \quad x_{2}=1.480$
For $y_{S}$ set at $92.5 \%$ :
$y_{P}=86.5857 \quad y_{S}=92.5008$
$x_{1}=1.07603$
$x_{2}=1.280$
For $y_{S}$ set to $95.0 \%$ :
$y_{P}=83.4485 \quad y_{S}=95.0001 \quad x_{1}=0.94438 \quad x_{2}=1.080$
All values lie on or near the locus of points forming the intersection of the response surfaces at the fixed level value. However, because of the nature of the algorithm, the point on the constraint at which the search technique first crosses lies very close to the final optimum point. Basically, a starting point that is very close to the constraint will cause the search to find as an optimum a nearby point on or near the constraint. Similarly, a point that is evaluated at or
near the constraint will be found to be optimum also, although actually at some distance from the true optimum.

It may be noted that a large number of values for $x_{2}$ in the explicit constraint consideration, Table 9, Appendix B, seem somewhat regular and appear rounded to the size of the initial step. Three contributing factors and their interaction are responsible; (1) the nature of the search technique, (2) the nature of the constraint, and (3) the starting point. The search technique is such that the first direction explored is always the $x_{1}$ direction. If an improvement occurs, that point becomes the new base point and subsequent directions explored. Because of the nature of the constraint, as seen in Figure 2, subsequent exploration moves in the $\mathrm{x}_{2}$ direction will result in failures once the base point is sufficiently close to the constraint. Both functions are concave in the region of interest and the feasible region lies beneath them. Therefore, for all feasible starting points, the same problem exists, since the constraint is approached from generally the same direction. The total effect is seen to be one of approaching the constraint only in the $x_{1}$ direction once the search is within an initial step size distance from the constraint. The approach then must be one of a number of different starting points and starting step sizes, although, for the small range considered here, a tendency toward smaller initial step sizes might prove more efficient. The same difficulty occurs with other search algorithms also. In particular, the cyclic coordinate method, wherein the optimum point found in the $\mathrm{x}_{1}$ direction would be the initial $\mathrm{x}_{1}$ point since the moves would continue in the $\mathrm{x}_{1}$ direction untll failure, which,
for this case would be the constraint itself. Any algorithms not having this difficulty would have to evaluate in all coordinate directions before any moves are made. The method of treating as failures points which violate constraints may prove inadequate for problems with more complicated constraints. For these problems, it may be necessary to use some algorithm designed to better handle constrained problems. For the response surface problem, the range of values on starting points is not generally too extensive and some enumeration scheme may be developed. The results for this problem, although depending somewhat on the starting point and the step size, are not unsatisfactory. Similar approaches are the only recourse in any non-convex optimizing attempts.

Two features of this method of considering the multiple response problem are readily apparent. A feasible starting point must be available or the algorithm never leaves the starting point. Also, no violation of the fixed level of the secondary response occurs. By treating violations as failures in the search this property is assured.

The main advantage of this approach is that the decision-maker has an opportunity to strictly fix a bound on the response. Although such restrictions will cause lower values in the responses, as compared with the original results of Umland and Smith, shown below, for instance, no violations of the imposed constraints will occur.

| Purity ( $\left.\mathrm{y}_{\mathrm{S}}\right)$ | 94.87 | 92.47 | 89.995 |  |
| ---: | :---: | :---: | :---: | :---: |
| Yield $\left(\mathrm{y}_{\mathrm{P}}\right)$ | 83.66 | 86.73 | 88.68 |  |
| $\mathrm{x}_{1}$ |  | 0.965 | 1.005 | 1.075 |
| $\mathrm{x}_{2}$ |  | 1.088 | 1.316 | 1.479 |

## Implicit Constraint Consideration

Implicit treatment of the imposed constraints yields much more consistent results as shown in Table 10, Appendix B. The penalty assigned in this case was 1000. Varying the penalty value only varies the closeness of the secondary response value to the limit imposed. As is readily apparent, in no case is the value found further away than . 001 . Based on choosing the best value for the global optimum the following values are assigned:

For $y_{S} \geq 90.0 \%$ :
$y_{P}=88.6623 \quad y_{S}=89.9997 \quad x_{1}=1.08223 \quad x_{2}=1.47497$
For $y_{S} \geq 92.5 \%$ :
$y_{p}=88.6441$
$y_{S}=92.4998$
$x_{1}=1.00562$
$x_{2}=1.31055$
For $y_{S} \geq 95.0 \%$ :
$\mathrm{y}_{\mathrm{p}}=83.4562 \quad \mathrm{y}_{\mathrm{S}}=94.9992 \quad \mathrm{x}_{2}=.96643 \quad \mathrm{x}_{2}=1.073731$
Although the primary response values are slightly lower than those found by Umland and Smith, and constraints in each case violated, the secondary response values are very close to their limit, whereas Umland and Smith's values are further away. A feasible starting point is not required for this formulation.

The advantage of this approach seems to lie in its consistency. The approach might be useful if the limit values are know, but are not required to be strictly adhered to. Additionally, by varying the penalty size, a point may be reached where the amount of constraint violation: can be considered insignificant.

## Weighting Factors

Results of the welghting factor method are shown in Tables 1 and 2. The results are included here because the advantage of this approach lies in the actual tabulation of the results. The results are most consistent and compare favorably with the Umland and Smith results. The weighted objective function value is not given here as it has no comparison value. The weights in Table 1 were incremented by a value of . 1 and those in Table 2 were incremented by .01 . The starting point in this case was $X=(0.0,0.0)$ and the initial step size was 0.5 . The same results occur irrespective of step size or starting point since we have no constraints per se in the problem.

This approach seems particularly valuable if the expected level of a response process is not known, or little knowledge is available about expected responses. Once a broad, coarse listing of response expectations is made available, as in Table 1 , a subjective determination can be made as to what levels are desired, and a finer set of runs can be made, as in Table 2. This particular example is used to illustrate the range of values that include the acceptable levels of $90.0 \%, 92.5 \%$, and $95 \%$ for the purity response in this problem. The weighting function approach has the effect of taking the decision-making problem out of a subjective area and places it in a readily available tabular form. By looking at such a tabular display, a decision maker can see the marginal trade-off values he can expect for a change in any objective function value and determine the operating level accordingly.

## Table 1. Woightime Function Rosults for the Umiand and Smith Problein - Incremat $=0.1$

| WEI GHTS | YP | YSTIMAL X |  |  |
| :---: | :---: | :---: | :---: | :---: |
| .00 | 1.00 | 64.2766 | 98.7747 | 1.13965 |
| .10 | .90 | 71.9067 | 98.3920 | 1.04907 |
| .20 | .80 | 77.2554 | 97.4614 | .99219 |
| .30 | .70 | 81.1500 | 96.1723 | .96484 |
| .40 | .60 | 84.1357 | 94.5697 | .96729 |
| .50 | .50 | 86.5505 | 92.5942 | 1.00195 |
| .60 | .40 | 88.6508 | 90.0182 | 1.07397 |
| .70 | .30 | 90.5984 | 86.3697 | 1.19629 |
| .80 | .20 | 92.5010 | 80.5650 | 1.39185 |
| .90 | .10 | 94.3086 | 69.9418 | 1.70813 |
| 1.00 | .00 | 95.3624 | 46.8619 | 2.24902 |

Tabl 2. Weighting Function Results for the Uriand and Smith Problem - Increment $=0.01$

WEIGHTS YP YS
$.30 \quad .70$
$.31 \quad .69$
81.1500
. 89.4870
$.32 \quad .68 \quad 81.8029$
$.33 \quad .67 \quad 82.1237$
$.34 \cdot 66 \quad 82.4297$
.35 . 65
$.34 \quad .64 \quad 83.0238$
$.37 \quad .63 \quad 83.3124$
$.38 .62 \quad 83.5957$
$.39 .61 \quad 83.8671$
$.40 \quad .60 \quad 84.1346$
$.41 .59 \quad 84.3973$
$.42 .58 \quad 84.6537$
$.43 .57 \quad 84.9067$
$.44 \quad 156 \quad 85.1556$
$.45 .55 \quad 85.4022$
$.46 .54 \quad 85.6359$
.47 .53
$.48 \cdot 52$
6.1025

- 50
- 50.50
. 51.49
. 5 ? . 48
.53 .47
.54 .46
.55 .45
.56 .44
$.57 .43 \quad 88.0460$
$.58 .42 \quad 88.2471$
$.59 .41 \quad 38.4514$
.60 .40
.61 .39
. $62 \cdot 38$

| 96.1723 | .96484 | .92383 |
| :--- | :--- | :--- |
| 96.0243 | .96387 | .94482 |
| 95.8791 | .96301 | .96484 |
| 95.7247 | .96289 | .98535 |
| 95.5706 | .96240 | 1.00537 |
| 95.4103 | .96289 | 1.02539 |
| 95.2509 | .96289 | 1.04492 |
| 95.0850 | .96387 | 1.06445 |
| 94.9150 | .96484 | 1.08398 |
| 94.7450 | .96582 | 1.10303 |
| 94.5704 | .96777 | 1.12183 |
| 94.3916 | .96973 | 1.14062 |
| 94.2098 | .97163 | 1.15930 |
| 94.0228 | .97461 | 1.17773 |
| 93.8312 | .97729 | 1.19629 |
| 93.6333 | .98047 | 1.21484 |
| 93.4382 | .98438 | 1.23242 |
| 93.2305 | .98779 | 1.25098 |
| 93.0244 | .99219 | 1.26855 |
| 92.8095 | .99695 | 1.28638 |
| 92.5928 | 1.00195 | 1.30383 |
| 92.3640 | 1.00732 | 1.32178 |
| 92.1343 | 1.01270 | 1.33936 |
| 91.8945 | 1.01904 | 1.35693 |
| 91.6538 | 1.02563 | 1.37402 |
| 91.3962 | 1.03320 | 1.39160 |
| 91.1372 | 1.04004 | 1.40918 |
| 90.8710 | 1.04785 | 1.42639 |
| 90.5990 | 1.05615 | 1.44336 |
| 90.3111 | 1.06470 | 1.46094 |
| 90.0149 | 1.07397 | 1.47827 |
| 89.7117 | 1.08374 | 1.49536 |
| 89.3925 | 1.09424 | 1.51270 |

## Myers and Carter - Problem No. 1

## Weighting.Factors

The tabular output for this problem is shown in Table 3-5. The interval on the weights is progressively reduced from 0.1 to 0.001 as the region of interest is refined. The last tabulation is shown in Table 5. Finer incrementing can be easily accomplished to any degree and an appropriate operating level determined.

In generating the actual data, different starting points and initial step sizes were used with virtually the same results found in all cases. In the table illustrated the starting point was $0.0 ., 0 .$, and the initial step size was 0.01 . Large variations in starting points, from feasible to infeasible, and variation of starting step sizes fron 0.1 to 0.001 made a variation of less than 0.2 seconds of computer time. This is used to indicate only the small, absolute times involved. Cot parisons between computer times for different runs has not been attempted due to the relative shortness of time for any run-two seconds being an upper limit-and the wide variation in times not necessarily due to the program or the problem. It appears that the implicit weight factor from the original work were $w_{1}$ between . 687 and .688 and $w_{2}$ between . 313 and .312.

## Explicit Constraint Consideration

Some results of maximizing $y_{P}$ while treating $y_{S}$ as an explicit constraint and not allowing $y_{S}$ to be larger than 65.0 are shown in Table 11 in Appendix B. The value of $y_{p}=73.9145$ compares favorably with the optimum value found by Myers and Carter of 74.04 , while their value for $y_{S}$ is 65.23 , a violation of the constraint. The $y_{S}$ value found with the

## Table 3. Weighting Function Results for the Myors and Cartor Problem No. 1 - Incroment $=0.1$

| WEI GHTS | YP | YS | OPTIMAL X |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| .001 .00 | 59.2991 | 52.7913 | $.5199-1.1781$ | .0813 |  |
| .10 .90 | 61.7870 | 52.9141 | $.6117-1.1293$ | .1258 |  |
| .20 .80 | 63.5690 | 53.2266 | $.6926-1.0658$ | .1201 |  |
| .30 .70 | 65.1017 | 53.7388 | $.7857-1.0035$ | .0809 |  |
| .40 .60 | 66.6197 | 54.5621 | .9162 | -.9549 | .0074 |
| .50 .50 | 68.3334 | 55.9824 | 1.1227 | -.9406 | -.1102 |
| .60 .40 | 70.6326 | 58.8522 | 1.4770 | -.9920 | -.3031 |
| .70 .30 | 74.6132 | 66.5180 | $2.1889-1.2086$ | -.6625 |  |
| .80 | .20 | 77.2015 | 73.6279 | $2.5000-1.1365$ | -.9324 |
| .90 | .10 | 78.0257 | 78.3282 | 2.5000 | -.8701 |

Table 4. Wighting Function Fosults for the Myers and Cartor Problem Ne. 1 - Incremat $=0.01$

| WEIGHTS | YP | YS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .60 .40 | 70.6330 | 58.8529 | $1.4773-.9924$ | -.3031 |  |
| .61 .39 | 70.9219 | 59.2955 | $1.5254-1.0027$ | -.3289 |  |
| .62 | .38 | 71.2345 | 59.7950 | $1.5797-1.0168$ | -.3566 |
| .63 | .37 | 71.5594 | 60.3369 | $1.6365-1.0320$ | -.3859 |
| .64 | .36 | 71.9091 | 60.9458 | $1.6988-1.0500$ | -.4174 |
| .65 | .35 | 72.2690 | 61.5997 | $1.7617-1.0672$ | -.4500 |
| .66 | .34 | 72.6761 | 62.3726 | $1.8357-1.0906$ | -.4873 |
| .67 | .33 | 73.0924 | 63.1990 | $1.9096-1.1125$ | -.5250 |
| .68 | .32 | 73.5745 | 64.2009 | $1.9992-1.1438$ | -.5688 |
| .69 | .31 | 74.0637 | 65.2655 | $2.0879-1.1730$ | -.6129 |
| .70 | .30 | 74.6131 | 66.5178 | $2.1883-1.2078$ | -.6625 |

Table 5. Weightiag Function Rosults for the Myers and Cartar Problin N. 1 - Iacrement $=0.001$

| WEIGHTS | YP | YSTIMAL X |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| .680 .320 | 73.5745 | 64.2009 | $1.9992-1.1438$ | -.5688 |
| .681 .319 | 73.6128 | 64.2824 | $2.0057-1.1453$ | -.5719 |
| .682 .318 | 73.6606 | 64.3848 | $2.0146-1.1486$ | -.5766 |
| .683 .317 | 73.7074 | 64.4852 | $2.0227-1.1508$ | $\ldots .580 .7$ |
| .684 .316 | 73.7627 | 64.6048 | $2.0328-1.1543$ | -.5859 |
| .685 .315 | 73.8070 | 64.7008 | $2.0406-1.1566$ | -.5898 |
| .686 .314 | 73.8619 | 64.8204 | $2.0514-1.1609$ | -.5945 |
| .687 .313 | 73.9122 | 64.9307 | $2.0605-1.1641$ | -.5992 |

modified algorithm is 64.9997, within the constraint value imposed. The data in Table 11 seems to indicate a local optimum in the vicinity of 1.5,-0.5,-0.6. This is to be expected since the primary response is not concave.

It appears that the problem encountered in the Umland and Smith problem is not found here. The constraints apparently do not tend to cause a one-directional improvement.

A feasible starting point must be available and Table 11 indicates the majority of feasible starting positions to the nearest whole number. The constraint in no case is violated. In instances where the secondary response level is absolute, this becomes an important feature. Implicit Constraint Consideration

Example results of implicit treatment of the constraints are shown in Table 12, Appendix B. The different penalty values are used to illustrate that the variation in the penalty value only serves to alter the degree to which a violation of a constraint occurs. For the penalty set equal to 100 , for example, constraint violations are onjy as large as 0.0039 , while for the penalty equal to 1000 , the largest violation is 0.0007 . The best values achieved using this method is $y_{P}=73.9442$ and $y_{S}=65.0022$. The values again are comparable to those found in the original work. The primary response value is slightly lower but the constraint is not violated to the same degree, 0.0022 in this case compared with 0.23 in the original work. A feasible starting point is not required for this method and it generally appears to yield quite good results.

## Myers and Carter - Problem No. 2

## Weighting Factors

The weighting function tabulation, Tables 13-16, Appendix $B$, appears somewhat inconclusive, since only four different points evolve. The answer is apparent when the response surfaces, shown in Figure 5, are inspected. The responses are such that, for maximizing the primary function, the secondary response, a hyperbolic function, can be unbounded for either maximization or minimization. The imposition of a constraining relation on the $y_{S}$ e.g., $84<y_{S}<88$, does not affect the unboundedness of the response. The only effective constraint is the one artificially imposed,

$$
x_{1}^{2}+x_{2}^{2} \leq 1
$$

The situation is further complicated by the fact that the contour of the imposed constraint closely parallels the primary response function contour in the 4 th quadrant as illustrated in Figure 5. The result is as shown in Tables 13 and 14, where the optimum is achieved at only four points when the weights are incremented by 0.1 . The point indicated in the table for values of $w_{1}$ between 0.1 and 0.6 closely corresponds to that found in the original work. A finer weighting scheme must be undertaken between $w_{1}=0.7, w_{2}=0.3$ and $w_{1}=0.8, w_{2}=0.2$, as shown in Tables 15 and 16.

## Explicit Constraint Consideration

The results of treating the secondary response and artificial constraint explicitly are shown in Table 17 in Appendix B. A situation
slmilar to that which occurred in the explicit constraint consideration of the Umland and Smith problem, namely, a rounding effect of the second variable. The best point found is $y_{P}=67.5716$ and $y_{S}=86.8056$, both comparable to the Myers and Carter results.

## Implicit Constraint Consideration

For this case, both the secondary response and the artificial constraint were treated as penalty functions. The results are shown in Table 18, Appendix B. The values for $y_{p}$ are improved over other methods. The tendency appears for $y_{S}$ to move to its lower limit, 84.0. In some instances either of the constraints are violated, but only marginally. Going along with what has been previously stated about this model, it seems that a rather larger increase in the primary response can be realized at marginal violation of constraint. Again, it becomes a function of the judgement rendered by the decision-maker.

Comparison of the Myers and Carter approach with the weighting function method suggests an important aspect of the problem which deserves closer analysis, namely, marginal analysis. It is generally of Importance to the deciston-maker to be able to know what trade-offs an be made between the objective function and the constraint(s). For example, he may wish to study the increase in yield that can be realized at the expense of purity. Both of the approaches allow for such marginal analysis. In discussing this analysis emphasis will be on the Myers and Carter problem $\# 1$, although similar type analyses are equally applicable to any of the other problems.

In the Myers and Carter approach determining trade-offs and operating conditions evolve basically again to a graphical analysis.

From Figure (4) it is apparent that measuring the relationship between Lhe two responses is a simple matter of selecting one or the other of the responses to be of an acceptable level and reading the other response from the plot shown. Similarly, for the operating conditions, the decision-maker enters the graph (Figure (3)) with an acceptable operating level for one response and reads the required operating values on the variables. Example values for the Myers and Carter problem \#l are shown in Table 6. The results are very close to those obtained through the use of the weighting function as shown in Tables (3), (4), and (5). Extension to more than two responses would be impossible from a marginal analysis standpoint. The analysis using this approach is dependent upon the accuracy of the graphs generated and the accuracy to which they can be read. The weighting function approach, on the other hand, yields a tabulation directly of the values for all responses and the operating conditions on the independent variables as indicated in the Tables (3), (4), and (5).

## Three Response Function

The results of the use of the weighting function to the three response case are shown in Table 7. In Table 8 we can see the results of a small programing change which excludes points not found in the interval -1.5 to 1.5 , the assumed design range constraints. The result is a reduction of listed solutions and a corresponding reduction of computer usage. The inclusion of the infeasible points in Table 7 is a result of computing at the extremes of the weight distribution. Based on the tabular form of the output, the decision-maker can decide what

Table 6. Hosponse Values and Operating Conditions for Myers and Carter Preblem Ne. 1 btained Graphically threugh the Myers and Carter Mothod

| $y_{F}$ | $y_{S}$ | $x_{1}$ | $x_{2}$ | $x_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| 70.20 | 58.00 | 1.35 | -1.00 | -0.25 |
| 70.90 | 59.00 | 1.45 | -1.00 | -0.30 |
| 71.40 | 60.00 | 1.60 | -1.00 | -0.35 |
| 72.10 | 61.00 | 1.70 | -1.05 | -0.40 |
| 72.60 | 62.00 | 1.75 | -1.10 | -0.45 |
| 73.00 | 63.00 | 1.85 | -1.15 | -0.50 |
| 73.50 | 64.00 | 1.90 | -1.15 | -0.60 |
| 74.00 | 65.00 | 2.00 | -1.20 | -0.60 |
| 74.30 | 66.00 | 2.10 | -1.20 | -0.65 |
| 74.60 | 66.50 | 2.15 | -1.20 | -0.65 |

what weight range to further investigate, or simply choose the most preferred result from those listed.

Tabie 7．Voightiag function Results for the Fhroe－Respenee Problen－All Peints

|  | 1EIS．1TS |  | YIELL | Flndxy | CCST | LPThitrue $x$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ．0\％ | .00 | ． 046 |  | - －1． 2 ¢ | 17」～い」 | －さ．と」こ | 1－\％ |
| ． 00 | c．St | ． 036 | －479．465 | －EE．53 | ＜＜uyl．1 | －． 4 415 | ひごずし |
| ． 00 | 5.72 | ．032 | く4じ7ご | 9．7\％ | uusjyot | －x．3u74 | ¢．0 7 － |
| ． 00 | 5.53 | ．023 | 554.435 | 45.07 | Syj 40.2 | －1．4140 | と．635 |
| ． 00 | 11.44 | ． 024 | 604.001 | $6 \pm .74$ | 43075 | －． 3451 | 1．0cóc |
| ． 00 | 14.30 | ． 020 | 727．457 | 3＜． 50 | 55434．c | －． 2510 | 1．1u0u |
| － 00 | 17.16 | ． 016 | 723.641 | ＋1．06 | 61\％65． | .0477 | －．7751 |
| ． 00 | 2C．02 | ． 012 | 709.650 | y 4.55 | 67035 | － 3010 | －5iju |
| .00 | 22．0d | ． 005 | 634.365 | 97.11 | 73014.1 | ． 0004 | －دbus |
| ． 00 | 25.74 | ． 004 | $661.1 \cup 7$ | 90.37 | $73471 . \cup$ | .9100 | －とく1〉 |
| ． 00 | 2d． 60 | ． 100 | 642．706 | ¢5． 77 | 53550．c | 1．13） | ． 1406 |
| ． 06 | ． 00 | ． 50 | －1557．55s | －16i．42 | 170 E7．5 | －4．63コ | 5．1＜51 |
| ． 06 | 2.36 | ． 032 | －177．751 | －34．c5 |  | －j．vola | S．5も7 |
| .06 | 5.72 | －U2̧ | 309．483 | E6． 66 | 54＜67．1 | －1．＊7しう | －．24j0 |
| .06 | 1．53 | － 024 | 6¢5．くyy | 55.3 c | 43469．4 | －1．10ゝy | 1．6313 |
| .06 | 11.44 | ． 020 | 713.546 | 76.51 | 51765.3 | －．डyuo | هِّ |
| ． 06 | 14.30 | .016 | $734.2 こ 3$ | d7．17 | $54154 . c$ | －1という | －$y^{\text {juc }}$ |
| ． 06 | 17.16 | －61\％ | 764．012 | $\geqslant 3.17$ | －b7Sd．c | ＋203y | ． 050 u |
| .06 | ¢0．じ | ． 403 | 76 ¢． 340 | 40.54 | $71053 . y$ | － 3 ¢ 6 | －44J4 |
| －00 | 22．35 | ． 004 | 679．6\％ | 93． 63 | 770 ¢\％．し | ．007c | $\because$－uvu |
| .06 | 25．74 | ． 000 | 662.751 | Yx． 75 | 35351.0 | 1.1150 | $\therefore 140$ |
| ． 12 | ． 00 | ． 032 | $-1027 \cdot 3 \mathrm{cl}$ | －115．E9 | $1 \geqslant C \subset \ni . y$ | －4．17Es | $4.57>7$ |
| .12 | 2.36 | ．C23 | 71.065 | － 4.35 | ¢7，57．7 | －c．0．0s | 3．150\％ |
| .12 | 5.72 | ． 024 | 503.114 | 4］．61 | $37 \times 00.0$ | －1．cJち？ | －．2zto |
| ．12 | 3.53 | .020 | 677.345 | co． 25 | 47562.6 | －．0ybl | 1．50cu |
| ．12 | 11.44 | ． 016 | 732．133 | すく．） 3 | 55754.3 | －3uvj | 1．1＜Uす |
| ． 12 | 14.30 | .012 | 735.035 | צ1． 17 | $63<61.4$ | －11才？ | － 1501 |
| －12． | 17.16 | ． 003 | $719.0<6$ | $y$ こ．7v | 7011J．3 | － 4 yla | ． 4.48 |
| －12 | CC．Jc̈ | ． CO 4 | 697．4に1 | $\pm 7$ ． 4 | 7004 ！ | －うい夕゙く | －Juナ |
| .12 | 42．35 | －000 | 664.367 | 95.67 | $\Rightarrow 3<14.4$ |  | －くッゲく |
| .13 | ． 00 | ． 023 | －512．355 | －75．75 | c1245．\％ | － 2.0730 | 4．U．Jy |
| .13 | 2．j6 | ． 024 | 274.242 | 12.55 | こ14う1．5 | －2．2015 | ＜．7c74 |
| .13 | 5.72 | －0く0 | 599.434 | 54.70 | $41 \times$ す2．7 | －1．juru | 1．Yı́s 1 |
| .13 | 3.55 | ．01E | 714.775 | $70.4 \%$ | ち1とU」．U | －oule | 1．3bul |
| ． 16 | 11.44 | ．01z | 74 ¢． 663 | dJ．íU | 6u13s．b | －－ucuy | －Y ジさ |
| ． 15 | 14.30 | ．Uus | 735.765 | 74．45 | 6しく7．1 | －ジ7ご | ．071\％ |
| ．1\％ | 17.16 | ．UC4 | 719．36） | 47.55 | 75 こち．${ }^{\text {¢ }}$ | ． 1414 | －4y16 |
| ． 18 | 20．02 | ．UuU | 707.729 | 90.51 | くら15ら．6 | 1．40́c | －¢ |
| ． 24 | .00 | ． 024 | －218．172 | －41．4土 | c4175．1 | －5．103 | 3：$=531$ |
| .24 | 2.36 | ．02u | 434．03y | 31．60 | 3545C． 3 | －1．0670 | ¢．JYロy |
| .24 | 5.72 | .016 | 667．6＜7 | 66.20 | 46447.3 | －．y017 | 1．0ゝuc |
| .24 | 3.55 | ． 612 | 739.654 | 5 5．65 | 50374.5 | $\therefore$－＜ 31 | 1．12un |
| ． 24 | 11.44 | ．U6s | $749 \cdot 647$ | 92．03 | 0544x．4 | －＜＜yl | －¢ 〕 ¢ |
| －E4 | 14.30 | ． 004 | 740.36 L | 96.83 | $7415 y . y$ | － $0 \pm>4$ | －0U7\％ |
| .24 | 17.16 | ． 000 | 735．376 | Yo． $\mathrm{c}^{2}$ | उゝこちく．1 | 1．4350 | ．Su0 |
| － 30 | ． 0 | －UE0 | 74.453 | －11． 54 | c7770．c | －＜．711！ | 3．4750 |
| ． 30 | 2.36 | .016 | 555.465 | 4.40 | $3 \pm 774.0$ | －1．400y | く．しこいい |
| .30 | 5.72 | .012 | 716.741 | 76.25 | 51214．3 | －．0U7C | 1.4010 |
| ． 30 | 3.50 | ． 003 | 757.533 | 1 7.70 |  | －Uうy | － 7370 |
| ． 30 | 11.44 | ． 004 | 700.304 | 75．83 | $7 \times 404.3$ | －ごっち4 | ． 74.15 |
| ． 30 | 14.30 | ． 000 | 760．C72 | 47.75 | 53014．7 | 1．Wujy | －0j？ |
| ． 36 | ． 00 | .010 | 305.504 | 14.47 | ことulu． 4 | －c．cさうy | c．ocsu |
| .36 | U．SE | ． 012 | 651.314 | 6s．E゙く | $45!0 \pm .1$ | －1．0こん」 | 1．7346 |
| ． 36 | 5.72 | ．U03 | 753.401 | 54．3y | 571／y．1 | －．clsl |  |
| ． 36 | 3.55 | ． 004 | 777.705 | 94．51 | 70 EO 4.5 | －4icsu | － $0 \times 73$ |
| .36 | 11.44 | －wio | 759．cis7 | \％6．y | Suご小•1 | \％ 71 | ． $7 \times$ ¢ |
| ． 42 | ． 60 | ．012 | 403.500 | 今7．0： | งธッ1：－1 | $-1.1477$ | c＋6u0う |
| ． $4{ }^{2}$ | 2.56 | ．Uu， | 7 て1．メし | 76.30 | 51700.5 | －． $5 \times 4 y$ | 1．4003 |
| － 42 | 5.72 | ．Lu4 | $7 \leq y \cdot 1 \pm 1$ | Y \％ 15 | U1＜70．4 | －¢ ¢－ | 1－uv／1 |
| ． 42 | －5 5 | －乚0U | 5：0．796 | $\pm \pm .15$ | Scubo．1 | －＊いくさ | co |
| ． 40 | －60 | ． 0.3 | 620.543 | 以． | $431 \pm 5 \cdot 3$ | －1．cusc | 10usut |
| ． 43 | 2．St | －Cu4 | 727.403 | $31 .+5$ | 0＜046．2 | －ubje | 1 －u1 1 － |
| － 43 | b．7r | －0U3 | j 55．40う | 10．51 | yuyol．t | －Y ¢ ¢ | 1．cc二u |
| －54 | ． 10 | －OL4 | 744.704 | 7）．04 | ち4いと1．${ }^{\text {b }}$ | －．471． | 1－うこう |
| ． 54 | 呺」 | －wい | $3 \times 7.101$ | 0．． 3 | 1uうyos． 4 | l． $\mathrm{l}_{\text {dej }}$ | 1．0／41 |
| .60 | ．Uu | －UCG | ＞53． 5 － 4 | 40．3 4 | 1ナコごらい | c． $64 \times 0$ | c．04） 4 |

Table B. Weighting Function Results for the Threc-Respone Problan - Infeadiblo Polnts Excluded


## CHAPTER IV

## CONCLUSIONS AND RECOMMENDATIONS

Certain conclusions arise from the investigation conducted. No one nonlinear programaing technique or one problem formulation can be shown to be best for all situations. The intent here has only been to explore several formulations for a specific algorithm, and to investigate the results.

The Type IA formulation lends itself to a firm fixing of a constraint level for any secondary response. The algorithm chosen here does not give the best results when used in conjunction with this explicit manner of considering constraints. Application of nonlinear programming algorithms specifically designed for the constrained problem might prove a fruitful area for further investigation.

Implicit consideration of constraints, as in Type IB, yields better results for optimum operating conditions then does either the Type IA, investigated here, or the original method used, usually Lagrange multipliers. As in the latter case, minor constraint violations occur. From the response surface literature it becomes evident that such violations are of minimal importance. Since the overall results obtained for the implicitly considered constraint problem are better than those of the explicitly considered constraint problem it appears that the former is to be preferred generally. While the investigation conducted here does not consider other types of algorithms it:
seems that for the algorithm used here, a modified Hooke and Jeeves Pattern Search Technique, if some responses are to be restated and treated as constraints, then implicit treatment of such constraints is to be preferred to explicit treatment.

Of the models investigated, and in the absence of specific re quirements on the responses, the weighting function approach provides possibly the best approach to the multiple response problem. The approach is not confined to a fixed level for the secondary response as in the Umland and Smith approach. It also avoids the inherent inaccuracy of graphical analysis, as that of Myers and Carter, while possessing the attributes of simplicity and ease of marginal analysis. The tabular form of the results lends itself to simple evaluation of tradeoff values by the decision-maker for two responses, and to a certain extent, larger numbers of responses. While such analysis can be accomplished with other methods, notably Myers and Carter, that method remains a graphical solution. While relatively accurate data can be extracted from graphs, and the nature of the response surface problent does not demand extreme accuracy, the method of eventually arriving at such simple graphs is quite complex. The weighting function approach reduces the highly subjective area of decision making to a readily available tabular form and the approach is relatively simple for the typical response surface problem found in the literature. Discussion of the extension of the weighting function approach to problems with a larger number of objective functions has been undertaken and the conclusion seems to be that, while the extension is difficult, it is not impossible. The same conclusion cannot be arrived at when previous work in the area
is considered. The approach of Myers and Carter is dependent upon the nature of the fitted curves and, as such, application may be impossible for some problems. Their method of holding certain of the Lagrange multipliers fixed while varying others presents the same sort of difficulty as the weighting function with respect to number of iterations. Additionally, there is an intuitive interpretation and appeal for the weighted objective function which might aid the decision-maker.

Recomendations for continuation of this line of investigation fall into two categories; (1) application of different nonlinear programming algorithms, and (2) development of different problem formulations. With respect to the first, it seems that application of different algorithms could be fruitful from the aspect of determining degrees of efficiency measured against degrees of complexity. Particularly in the area of constrained optimization, algorithms specifically designed to handle the constrained case provide an entirely new approach. It would seem that gradient techniques, Zoutendijk's Methods of Feasible Direch tions (19), or Fiacco and McCormick's (5) Penalty function approaches, provide possibilities for exploration. However in such application, simplicity and speed, especially in view of the typical response surface problem size, may be sacrificed.

Other problem formulations need also to be investigated. Particularly the interactive techniques and their application to larger scale problems. Geoffrion (7), for instance, deserves consideration. In his approach a preference function receives information from the local functions, as to both function values and operating conditions. Decisions are then made relative to new data based on this information which is
then diatributed to the local functions and the cycle continues. Parts of this approach have been used here particularly the assignment of the weights involved. Completely interactive techniques have not been investigated and any extension of the methods shown here to large scale problems must include such methods.

## APPENDIX A

## COMPUTER PROGRAMS - MODIFIED HOOKE-JEEVES PATTERN SEARCH

Weighting Function Model - Umland and Smith Problem

DIMENSION $X(2,2), G(13), S(2), D(2,2), X M(2,2000), Y(2)$ $X, P(2), X 1(2,2), 0(2)$
$A=0.0$
$B=1.0$
$M=0$
$K L=1$
READK 5,21ン2, STEP, PK, GF, JTEMP, JT
26 FOPMAT( $, 3 \mathrm{X}, \mathrm{F} 3.1,5 \mathrm{X}, \mathrm{F} 3.1)$
Do $e, J=1,2$
$S(J)=S T E P$
2 CONTINUE
KEAD $(5,21)(X M(1, K L), 1=1,2)$
DO $114, j=1,2$
$\operatorname{PEAD}(5,21)(D(1, J), I=1,2)$
21 FORMAT()
114 CONTINUE
115 JK=10
$K B=K L+1$
DO $34 \mathrm{I}=1,2$
$X M(I, K B)=X M(I, K L)$
34 CONTINUE
$6 \mathrm{~J}=1$
CALL ACCEL ( $A, B, J, J K, G, Z, Z K L, Z T E M P, X M, K B)$
110 DO $81 \mathrm{~J}=1.2$
DO 111 $1=1,2$
$X(I, J)=X M(I, K B)+(S(J) * D(I, J))$
111 CONTINUE
SO CALK EUAL $(X, Y, J, A, E, G, P)$
9 FORMAT(5X,F20.10,5X,I2,) IF(JT.GT.J)GO TO 11
(6) TO 50

11 ЈT=yT-1
GO TO 82
50 IF $(Y(J)$.LE.Z) GO TO 60
$\geq=Y(J)$

```
\(82 \quad 0032 I=1.2\)
    \(X M(I, K B)=X(I, J)\)
32 CONTINUE
    60 T0 8d
60 IF(JT.L.T.J) GO TO 56
    \(60 \quad\) TO 57
\(56.5 \mathrm{~T}=\mathrm{J}\)
    \(M C=2\)
    GO TO 55
\(57 \mathrm{JT}=\mathrm{JT}+1\)
    \(M C=-1\)
55 DO 31 \(N=1,2\)
    \(X \mid(N, J)=X(N, I)-(M C * S(J) * D(N, J))\)
    \(X(N, J)=X 1(N, J)\)
31 CONTINUE
        GO TO 80
27 FORMAT(/,3(F2O.10))
BL CONTINUE
        JT \(=0\)
        \(M=M+1\)
        I T(KCOINT.EO. 1)GO TO 150
        IF(Z.LE.ZKL) GO TO 70
        60 T0 68
150 IF(Z.LE.ZKL.) GO TO 71
    \(68 \mathrm{KS}=\mathrm{KE}+1\)
        DO \(37 \mathrm{I}=1,2\)
        \(X M(I, K S)=(2 * X M(I, K B))-X M(I, K L)\)
        \(X M(I, K L)=X M(I, K B)\)
        \(X M(I, K B)=X M(I, K S)\)
        \(7 \mathrm{KL}=2\)
        \(\mathrm{KCOUNT}=1\)
    37 CONTINUE
    GO TO 6
    71 IF (ZTEMP.LE.ZKL) GO TO 72
        \(7 \mathrm{KL}=\mathrm{ZTEMP}\)
        \(Z=Z T E M P\)
        GO TO 63
    \(7200381=1,2\)
        \(X M(I, K B)=X M(I, K L)\)
        \(\mathrm{KCOLNT}=0\)
    38 CONTINUE
        (G) TO 6
    70 DO \(112 \quad j=1,2\)
        \(S(J)=.5 * S(J)\)
112 CONTINIUE
    \(d T=0\)
    DO \(113 \quad J=1,2\)
    \(\mathrm{IF}(S(J) \cdot G T \cdot G R) \quad G O\) TO 110
113 CONTINUE
```

```
    CALL EVAL, (K,Y&J,A,B,O,P)
    IF(NE.EQ.1)GO TO 500
    MPITE(6,52)A,B,Q(J),P(J),(XM(I,KE),I=1,2)
    NB=1
    GO TO 501
500 WFITE(6,53)A,B,Q(J),P(J),(XM(I,KB),I=1,2)
    52. FORMAT (9X, "WEIGHTS', 7X, 'YP', 9X, 'YS', 13X, 'OPTMMAL X ',
        X, 2(/), 8X,F4.2, 1X,F4.2,4X,F7.4,4X,F7.4,2X,2(F10.5))
    53 FOPMAT(/, 8X,F4.2,1X,F4.2,4X,F7.4,4X,F7.4,2X,2(FIO.5))
    23 FOFMAT(3(F2O.6))
    24 FORMAT(2(F20.6),4X,18,4X,14)
501 A=A+.1
    E-B-.1
    IF(A.GE. 1.O)GO TO 88
    7=-100000000
    00 116 I=1,2
    XM(I,KL)=0.0
116 CONTINUF
    KCOUNT=0
    DO 117 J=1,2
    S(.j)=STEP
117 CONTINUE
    JT=0
    GO TO 115
    88 END
    SUFROUTINF ACCEL(A,B,J,JK,G,Z,ZKL,ZTEMP,XM,KE)
    DIMENSION XM(2,2000),X(2,2),G(13),XC(2)
    DO &2 I=1,2
    XC(I)=XM(I,KB)
    12 FORMAT(2(F:5.7))
    X(I,I)=XC(I)
    82 CONTINUE.
        YK=((55.84+(7.31*XC(1))+(26.65*XC(2))-(3.03*(XC(1)
        X**2))-(6.96*(XC(2)**2))+(2. 69*XC(1)*XC(2)))*A)
        x+(B*(85.72+(21.85*XC(1)) +(8.59*XC(2))-(9. 2*(XC(1)
        x**2))-(5.18*(XC(2)**2))-(6.26*XC(1)*XC(2))))
    IF(JK.EQ.10)GO TO 47
    ZTEMP=YK
    GO TO 10
    47 Z=YK
    7.KL=7
    . }K=
10 FETURN
    END
```

```
    SUBFOUTINE EVAL(X,Y,J,A,B,R,P)
    DIMENSION X(2,2),Q(2),P(2),Y(2)
    G(J)=55.84+(7.31*X(1,J))+(26.65*X(2,J))-(3.03*(X(1,J)
X**2) )-(6.9 6*(X(2,J)**2))+(2.69*X(1,J)*X(2,J))
    F(J)=85.72+(21.85*X(1,J))+(8.59*X(2,J))-(9.2*(X(1,J)
X**2))-(5.18*(X(2,J)**S))-(6.26*X(1,J)*X(2,J))
    Y(J)=(A*Q(J))+(B*P(J))
    RETURN
    END
```


## Expisit Constraint Consideration - Myers and Carter No. 1

DIMENSIDN $X(3,3), S(3), D(3,3), X M(3,2000), Y(3), X 1(3,3)$
$X, P(3)$
$M=0$
$K L=1$
KEAD(5,21)2,STEP, PR, GR, JTEMP, JT
26 FORMAT(1, 3X,F3. $1,5 \mathrm{~F}, \mathrm{~F} 3 \cdot 1)$
DO $2 \quad \mathrm{~J}=1.3$
$S(J)=S T E P$
2 GONTINUE
$\operatorname{HEAD}(5,21)(X M(1, K L), I=1,3)$
10 1 $14 J=1,3$
$\operatorname{READ}(5,21)(D(I, I), I=1,3)$
21 FORMAT (
114 CONTINUE
$115 \mathrm{JK}=10$
$K E=K L+1$
On $34 \quad 1=1.3$
$X M(I, K B)=X M(I, K L)$
$:!=1$
$X(I, J)=K M(I, K B)$
34 CONTINUE
$J=1$
6 CALL EUAL (X,Z,ZTEMP,ZKL,Y,U,JK, P)
110 DO $81 J=1,3$
Do $111 \mathrm{I}=1.3$
$X(I, J)=X M(I, K B)+(S(J) * D(I, J))$
111 CONTINUE
D0 $33 \mathrm{I}=1.3$
$I F(X(I, J) \cdot G T \cdot 2 \cdot 5) X(I, d)=2.5$
$I F(X(I, J) \cdot L T-2.5) X(I, J)=-2.5$
33 CONTINUE
80 CALL EVAL (X,Z, ZTEMP, ZKL, Y, J, JK, P)
IF(.IT. (GT.J) GO TO 11
$00 \quad 50 \quad 50$
$11 \quad d T=\int T-1$
(3) 5082
$501 F(Y(U) \cdot L E \cdot Z) \quad G 0$ TO 60
IF(F) (J). (GT. O.O) G TO 60
Z $=Y(J)$
RO DO $32[=1.3$
$X M(I, K B)=X(I, d)$
32 CONTINUE
GO TO 81
60 IF(JT.LT.J) GO TO 56
GO TO 57

```
    56 ,T=.J
        M C = 1
        00 T0 bs
    57. \T=.JT+1
        MC=0
    65 00 31 N=1.3
        X|(N,J) =XM(N,KB)-(MC*S(J)*D(N,J))
        X(N,O)=X1(N,J)
    31 CONTINIEE
        GO TO BO
    27 FORMAT(/,3(F20.10))
    * CONTINUE
        | T }=
        M=M+1
        IF(KCOUNT.EQ.1)GO TO 150
        1F(%.LE.7KL) GO TO 70
        60 T0 6SS
150 IF(Z.LE.ZKL)GO TO 71
    68 KS=KK+1
        DO 37 I=1.3
        XM(I,KS)={2*XM(I,KE))-XM(I,KI.)
        IF(XM(I,KS).GT.2.5)XM(I,KS)=2.5
        IF(XM(I,KS).LT.-2.5)XM(I,KS)=-2.5
        XM(I,KL)=XP(I,KB)
        XM(I,KES)=XM(I,HSS)
        X(I,.I)=XM(I,KB)
    37 CONTINUE
        KCOUNT=1
        7KL=2
    77 JK=8
        GO TO 6
    71 IF(ZTEMP.LE:ZKL)GO TO 72
        ZKL=ZTEMF
        Z = Z TEMP
        60 T0 6S3
    72 DO 38 I=1:3
        XM(I,KB)=XM(I,KL)
        X(I,I) =XM(I,KB)
        KCotNT=0
    3% CONTINUE
        UK=8
        G0 TO 6
    70 10 112, I=1,3
        S(J)=.5*S(.J)
1L CONTINUE
```

```
    |T=0
    DO 113 J=1,3
    F(S(\Omega).GT.GR) GO T0 110
113 CONTINOE
    CALA EVAL(X,Z,ZTEMP,ZKL,Y,J,UK,P)
    PD=P(eJ)+65.
    WR1TE (6,53)Y(.J),PD
53 FORMAT(2X, 'YP=',F10.4,5X, 'YS=',F10.4)
    WPITE(6,54)(XM(I,KB),I=1,3)
54 FORMAT(3X, 'OPTIMAL X= ',3(F12.5) $
23 FOPMAT(3(F20.6))
    WRITE(6, 24)2,Y(J),M
24 FORMAT(2(F2O.6),4X,18,4X,I4)
    END
    SUBKOUTINE EVAL (X,Z,ZTEMP,ZKL,Y,J,JK,P)
    DMMENSIOA X (3,3),P(3),Y(3)
    Y(J)=65.39+(9.24*X(1,J))+(6.36*X(2,.j))+(5.22*X(3,J))-
    <(7.23*(X(1, J)**2))=(7.76*(X(2gJ)**2))-(13.11* (X(3.J)
    X** 2) ) - (13.68*X(1,J)*X(2,J) ) - (18.9 2*X(1,J)*X(3,J))
    x-(14.68*x(2,J)*x(3,J))
    p(J)=-8.58+(4.65*X(1.J))+(8.39*X(2,J))+(2.56*X(3,J))+
    X(5.25*(X(1,|)**2))+(5.62*(X(2,|)**2))+(4.22*(X<3,J)
```



```
    X决X(2,J)*X(3,J))
    IF(JK.EO.10)GO TO 47
    IF(JK.E(J.O)GO TO 10
    IF(P(J).GT.O.O)GO TO 1d
    ZTEMP=Y(J)
12 JK=9
    G0 TO 10
47Z=Y(U)
    7KL=2
    JK=9
    G0 TO 10
11 7TEMP==100000
    GO TO 12
23 FOFMAT (5X,2(F2O.10))
1O PETURN
    END
```


## Inplictt Constraint Comsideration－Myors ad Carter No． 2

DMEASION $X(2,2), P(2), S(2), D(2,2), X_{M}(2,2004, v(2)$ X，0（2）X1（2，2）
$M=0$
$\mathrm{KL}=\mathrm{I}$
REAMC S：？ 1 Z．STEP，PR，GR，JTEMP，JT，BASE

$\square 00=1.2$
C（6）＝9TEP
P ONNTMUE
RFADK 5,2$)(X M(1, K i),(=1,2)$
DO ： $14 \quad J=1,2$
REGA（5，21）（0（x， 3$), 1=1,2)$
于！FOHMAT（
1 IA EOMTINUE
$115 \quad 34=10$
$\mathrm{KB}=\mathrm{KLL}+$
DM $34 \quad i=1,6$
$X \operatorname{Ba}(\Omega, K \in)=X M(I, K B)$
, $1=1$
X（I，リンXMGI．KB）
34 OONTIMO
$. j=1$
6 CALS FBAL（K，Z，ZTEMP，ZKLgY，JejK，P，W）
$1100081.1=1.2$
D） $111 \quad r=1,2$
$X(I, U)=X M(I, K B)-(S(I) * D(I, J))$
111 ONTINUE
GO CALL EUAL $(K, Z, Z T E M P, Z K L, Y, J, J K, P, G)$
9 FORMAT（5X，F20．10，5K，I2，）
IF（．TT：fT．I）（O TO 11
（0）Tr 50

60 TO BE
50 IF（Y（J）．LEOZ）© TO 60
$Z=Y(c)$
$82 \mathrm{DO} 32 \quad \mathrm{I}=1.2$

32 CONTINUE
（a）TO 31
$601 F(J T \cdot L T \cdot J) \quad G 0 T 056$

```
    60 T0 57
    56 \T= J
    MC=2
    GO TO 55
    57 MT = 3T+1
    MC=-1
55 DO 31 N=1,2
    X1(N,U)=X(N,U)-(MC*S(U)*D(N,U))
    X(N,J)=XI(N,J)
3L CONTINUE
    GO TO 80
27 FOFMAT(/,3(F2O.10))
S1 CONTINUE
    J T=0
    M=M+1
    IF(KCOUNT.EQ.1)GO TO 150
    IF(Z.LE.ZKL)GO TO 70
    CO TO 6&
150 IF(Z.LE.ZKL)GO TO 71
    68 KS=KB+1
    DO 37 I=1,2
    XM(I,KS)=(2*XM(I,KB))-XM(I,KL)
    XM(I,KL)=XM(I,KE)
    XM(I,KB)=XM(I,KS)
    ZKL=Z
    KCOUNT=1
    37 CONTINUE
    JK =8
    G0 T0 6
    71 IF(ZTEMP.LE.ZKL)GO TO 72
    ZKL=ZTEMP
    Z=ZTEMP
    GO TO 68
    72 DO 38 I=1.2
    XM(I,KB)=XM(I,KL)
    X(I,J)=XM(I,KB)
    KCOUNT=O
    38 CONTINUE
    JK=8
    GO TO 6
    70 DO 112 J=1,2
        S(J)=.5*S(J)
112 CONTIMUE
    | T=O
    DO 113 J=1,2
```

IF(S(.J). (GT.GH) GO TO 110
113 OONTINUE
CALL EVAL (X,Z, ZTEMP, ZKL,Y,U,JK, $P, Q$ )
$P D=B A S E+P(J)$
WFITE (6,53)Q(5), PD
53 FORMAT (EX, "YP= ",F10.4,5X, $Y S=, F 10.4$ )
WRITE 6,54$)(X M(I, K B), I=1,2)$
54 FORMAT (3X, 'OPTIMAL $X={ }^{\prime}, 3(F 12.5)$ )
23 FORMAT (3(F20.6))
WFITE $(6,59) 7, M$
50 FORMAT (5X, 'YTOT=:F10.5,10X, I 10)
24 FORMAT(2 (F20.6), $4 X, 18,4 X, I 4)$
END

SUEKOUTINE EVAL ( $X, Z, Z T E M P, Z K L, Y, d, J K, P, Q)$
DIMENSION $X(2,2), G(2), T(2), F(2), P(2), Y(2)$
$G(j)=53.69+(7.26 * X(1, j))-(10.33 * \times(2, j))+(7.22 *(X$
$x(1, J) * * 2))+(6.43 *(x(2, J) * * 2))+(11.36 * x(1, J) * x(2, J))$
$P(J)=-1.83-(1.01 * X(1, J))-(8.61 * X(2, J))+(1.4 *(X$
$X(1, J) * * 2))-(8 \cdot 76 *(X(2, J) * * 2))-(7.2 * X(1, J) * X(2, J))$
$P(J)=-4 \cdot 0+P(J)$
$T(J)=-1+(X(1, J) * * 2)+(X(2, J) * * 2)$
IF(P(J).LT. O.0) GO TO 71
VAL $1=0$
81 IF(R(eJ). GT.0.0) GO TO 72
VALC=0
82. IF(T(J). GT.0.0) GO TO 73

VAL $3=0$
83 VAL $=$ VAL $1+$ VAL $2+V A L 3$
GO TO 21
71 VAL $1=P(J) * * 2$
ZTEMP $=-100000000$
OOTO 31
72 VAL $2=R(1) * * 2$
ZTFMP $=-100000000$
CO TO 82
73 VAL $3=T(3) * * 2$
乙TEMP $=-10000000$
GO TO 83
21 $Y(J)=0(J)-(1000 *$ VAL $)$
IF(JK.EO.10)GO TO 47
IF(JK.EO.9)GO TO 10
ZTEMP=Y(J)
$12 \mathrm{JK}=9$
( O TO 10
$472=Y(J)$
Z $K L=2$
JK=9
10 RETURN
END

## APPENDIX B

## TABLES OF RESULTS

Table 9. Explicit Constraint Consideration for Umland-Smith Problem

| Stop | Start Pt. | $y_{p}$ | $\mathrm{y}_{S}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | 1 tor |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\underline{y_{S}-90.0 \%}$ |  |  |  |  |  |  |
| 0.1 | 0.0,1.0 | 88.6441 | 90.0001 | 1.03359 | 1. 50000 | 26 |
|  | 0.5,0.5 | 88.4564 | 90.0007 | 1.20527 | 1.40000 | 27 |
| 0.01 | 1.22,0.35 | 88.6568 | 90.0002 | 1.05162 | 1.49100 | 45 |
|  | $0.5,0.5$ | 87.8472 | 90.0004 | 1.32656 | 1. 31000 | 31 |
|  | $1.8,00.023$ | 86.3742 | 90.0010 | 1.47894 | 1.17300 | 29 |
|  | 0.4 .1 .3 | 88.4842 | 90.0011 | 1.19628 | 1.40600 | 34. |
|  | 0.3 .0 .6 | 88.6079 | 90.0004 | 1.14297 | 1.44000 | 30 |
|  | $1.01,=0.35$ | 88.6621 | 90.0011 | 1.07266 | 1.48000 | 44 |
| 0.001 | 0.5 .0 .5 | 87.6731 | 90.0009 | 1.35032 | 1.29040 | 50 |
| $\underline{Y_{S} \geq 92.5 \%}$ |  |  |  |  |  |  |
| 0.5 | 1.0 .0 .0 | 83.6472 | 92.5005 | 1.44019 | 1.00000 | 30 |
| 0.1 | 1.0 .0 .0 | 81.9840 | 92.5004 | 1.53242 | 0.90000 | 27. |
|  | 0.7 .0 .7 | 86.0908 | 92.5006 | 1.20332 | 1.20000 | 21 |
|  | 0.7 .0 .6 | 85.0380 | 92.5008 | 1.33301 | 1.10000 | 22 |
| 0.01 | 1.0.0.0 | 81.1059 | 92.5013 | 1.57225 | 0.82231 | 27 |
|  | 0.5 .0 .5 | 85.8748 | 92.5006 | 1.23722 | 1.17600 | 34 |
|  | 0.6.1:1 | 86.5219 | 92.5005 | 0.90491 | 1.34700 | 24 |
|  | $1.4,0.344$ | 86.5857 | 92. 5008 | 1.07603 | 1.28000 | $85^{\prime}$ |
|  | 0.7 .0 .7 | 85.9219 | 92.5005 | 1.23034 | 1.18100 | 28 |
|  | 0.720 .6 | 85.4274 | 92.5013 | 1.29322 | 1.13300 | 33 |
| $\underline{y_{S} \times 95.0 \%}$ |  |  |  |  |  |  |
| 0.5 | 1.0,0.5 | 82.9725 | 95.0000 | 1.13367 | 1.00000 | 30 |
|  | 1.2,0.2 | 82. 3168 | 95.0004 | 1.21196 | 0.94609 | 37 |
| 0.1 | 1.2.0.2 | 82.9600 | 95.0008 | 1.12969 | 1.00000 | 24 |
|  | 1.0 .0 .5 | 79.9925 | 95.0010 | 1.37969 | 0.80000 | 21 |
| 0.01 | 1.2 .0 .2 | 82.7399 | 95.0002 | 1.16234 | 0.98000 | 39. |
|  | $1.0,1.0$ | 83.3139 | 95.0001 | 1.05359 | 1.04000 | 19 |
|  | 0.5.0.8 | 83.4485 | 95.0001 | 0.94438 | 1.08000 | 30 |
|  | 1.0,0.5 | 80.5246 | 95.0012 | 1.34953 | 0.83000 | 30 |
|  | $1.22,0.351$ | 82.2655 | 95.0002 | 1.21736 | 0.94225 | 57 |
| 0.001 | $1.2,0.2$ | 81.4626 | 95.0000 | 1.28700 | 0.88700 | 76 |

Table 10. Implicit Constraint Consideration for Umland-Smith Problem

| Step | Start Pt. | $\mathrm{y}_{\mathrm{p}}$ | $\mathrm{y}_{5}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | iter. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $y_{5} \pm 90.0 \%$ |  |  |  |  |  |  |
| 0.5 | 7.0,3.0 | 88.6442 | 89.9994 | 1.03369 | 1.50000 | 35 |
|  | 0.5,0.5 | 88.6443 | 89.9994 | 1.03369 | 1.50000 | 22 |
|  | $-3.0 .0 .7$ | 88.5513 | 89.9999 | 1.17163 | 1.42217 | 322 |
|  | 0.0 .0 .0 | 88.6489 | 89.9997 | 1.10962 | 1.45972 | 559 |
| 0.1 | 0.5 .0 .5 | 88.5180 | 89.9997 | 1.18480 | 1.41367 | 97 |
|  | 7.0 .3 .0 | 88.6623 | 89.9997 | 1.08223 | 1.47497 | 98 |
|  | 0.0.0.0 | 87.7602 | 89.9998 | 1.33887 | 1.30000 | 29 |
|  | -3.0.0.7 | 87.7602 | 89.9998 | 1.33887 | 1.30000 | 36 |
| $\underline{y_{5} \geqslant 92.5 \%}$ |  |  |  |  |  |  |
| 0.5 | 0.5 .0 .5 | 86.6441 | 92.4998 | 1.00562 | 1.31055 | 72 |
|  | 7.0 .3 .0 | 86.6441 | 92.4998 | 1.00562 | 1. 31055 | 86 |
|  | -3.0,0.7 | 86.6375 | 92.4998 | 1.02649 | 1.30127 | 87 |
|  | 0.0 .0 .0 | 86.6441 | 92.4998 | 1.00562 | 1.31055 | 75 |
| 0.1 | 0.5,0.5 | 86.5428 | 92.4998 | 1.09142 | 1.26879 | 193 |
|  | $7.0,3.0$ | 86.6357 | 92.4999 | 1.02930 | 1.29997 | 95 |
|  | $-3.0,0.7$ | 86.6426 | 92.4990 | 0.99375 | 1.31563 | 69 |
|  | 0.0,0.0 | 86.6359 | 92.4996 | 1.02930 | 1.30000 | 31 |
| $\underline{y_{S}+95.00 \%}$ |  |  |  |  |  |  |
| 0.5 | 7.0 .3 .0 | 83.4562 | 94.9992 | 0.96643 | 1.07373 | 719 |
|  | 0.0.0.0 | 83.4562 | 94.9992 | 0.96643 | 1.07373 | 713 |
|  | -3.0.0.7 | 83.4543 | 94.9993 | 0.97473 | 1.07109 | 72 |
|  | 0.5,0.5 | 83.4562 | 94.9992 | 0.96643 | 1.07373 | 705 |
| 0.1 | 0.0.0.0 | 82.9606 | 94.9998 | 1.12988 | 1.00000 | 25 |
|  | $7.0,3.0$ | 82.9724 | 94.9999 | 1.12793 | 1.00114 | 100 |
|  | 0,5,0.5 | 82.9606 | 94.9998 | 1.12988 | 1.00000 | 22 |
|  | $-3.0 .0 .7$ | 82.9606 | 94.9998 | 1.12988 | 1.00000 | 33 |

Table 11. Explicit Constraint Considaration for Myers-Carter Problep W敬. 1

| Stop | Start Pt. | $y_{p}$ | $\mathrm{y}_{\mathrm{S}}$ | $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | ${ }^{1}$ | iter |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | -1., -1., 0 | 72.9136 | 65.0000 | 1.5000 | -. 4922 | -. 6018 | 32 |
| 0.1 | 0,0,0.0. | 73.7860 | 65.0000 | 1.8631 | -. 9078 | -. 6072 | 86 |
| 0.01 | 0.0,0.0. | 72.9132 | 64.9999 | 1. 5000 | . 4925 | -. 6064 | 145 |
|  | 0.00 .1 .0 | 73.0345 | 64.9998 | 1.5390 | -. 5352 | -. 6118 | 133 |
|  | $0.00,-1.0$ | 73.1507 | 65.0000 | 1.57812 | -. 57813 | -. 6139 | 46 |
|  | $0.8-1.0,1.0$ | 72.9136 | 65.0000 | 1.5000 | -. 4922 | -. 6118 | 29 |
|  | 2,0,-2,0,1.0 | 72.8256 | 64.9998 | 1.5000 | -1.8125 | -. 5635 | 17 |
|  | $2.0,-2.0,-1.0$ | 73.7412 | 64.9999 | 2.2578 | -1.4375 | -. 6115 | 28 |
|  | $0,9-1.0,-1.0$ | 73.1507 | 65.0000 | 1. 5781 | -. 5781 | -. 6139 | 46 |
|  | 0., -2,0,1.0 | 72.9136 | 65.0000 | 1.5000 | -. 4922 | -. 6018 | 23 |
|  | 1.0.0.0. | 73.1507 | 65.0000 | 1. 5781 | -. 5781 | -. 6139 | 45 |
|  | 1.0,-1.0,0. | 72.9136 | 65.0000 | 1. 5000 | -. 4922 | -. 6018 | 28 |
|  | 1.0, -1.0,1.0 | 72.9136 | 65.0000 | 1.5000 | -. 4922 | -. 6018 | 29 |
|  | $1.0,-1,0,-1.0$ | 72.9136 | 65.0000 | 1.5000 | -. 4922 | . .6018 | 28 |
|  | -1.0.0.0. | 73.9145 | 64.9997 | 2.1250 | -1.250 | -. 6222 | 42 |
|  | -1.0,0.,1.0 | 73.0345 | 64.9998 | 1. 5391 | -. 5352 | -. 6118 | 32 |
|  | $1.0,-2,0,0$ | 72.9136 | 65.0000 | 1. 5000 | -. 4922 | -. 6018 | 28 |
|  | $-1.0 .0 .0 .1 .0$ | 72.9136 | 64.9998 | 1.5391 | -. 5352 | -. 6118 | 32 |
|  | -1.0,1.0,0. | 73.1507 | 65.0000 | 1.5782 | -. 5781 | . .6139 | 48 |
|  | $-1.0,1.0,-1.0$ | 72.8256 | 64.9998 | 2.5000 | -1.8125 | - 5635 | 123 |
|  | $-1.0,-1.0,1.0$ | 72.9136 | 65.0000 | 1.5000 | -. 49219 | -. 6018 | 132 |
|  | -1.0, -1.0,0. | 72.8356 | 64.9998 | 2.5000 | -1.8125 | -. 56348 | 23 |

Table 18. Implicit Constraint Consideration far Myors-Garter Problem Ne. 1

| Step | Start Pt. | $y_{p}$ | $y_{S}$ | $\mathrm{x}_{1}$ | ${ }_{2}$ | $\mathrm{x}_{3}$ | iter. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Penal.ty $=1000$ |  |  |  |  |  |  |  |
| 0.5 | 0.0.0.0. | 72.8273 | 65.0001 | 2.5000 | -1.8123 | -. 5630 | 25 |
|  | -98.73.-56. | 71.5735 | 64.9991 | 1.1392 | -. 1230 | -. 5529 | 36 |
| 0.3 | 0.90 .00 | 73.8772 | 65.0007 | 2.0997 | -1.2000 | -. 5405 | 183 |
| 0.1 | 0.0.0.0. | 73.1419 | 64.9999 | 1.5752 | -. 5750 | -. 6150 | 47 |
| Penalty $=100$ |  |  |  |  |  |  |  |
| 0.5 | 0.0.0.0. | 73.3482 | 65.0034 | 2.4058 | -1.6460 | -. 5438 | 1288 |
|  | -98.,73., -56. | 71.7244 | 65.0011 | 1.1759 | -. 1603 | -. 5595 | 60 |
| 0.1 | 1.0,0,0,0. | 72.6647 | 64.9989 | 1.4250 | -. 4125 | -. 5904 | 49 |
|  | 0.,0.0.0.5 | 73.7860 | 65.0000 | 1.86309 | -. 90781 | -. 60723 | 86 |
|  | 0.0.0.0. | 73.9442 | 65.0022 | 2.0697 | -1.1703 | -. 6014 | 116 |
|  | 2.0, 2.0 .0 . | 73.7918 | 65.0032 | 2.2469 | $-1.4113$ | -. 5748 | 46 |
|  | $1.0,-1.0,1.0$ | 73.9437 | 65.0025 | 2.07774 | -1.1807 | -. 6000 | 89 |
|  | 24,0, -5.34.0. | 72.9422 | 65.0039 | 2.4928 | -1.7838 | -. 5227 | 105 |
|  | -2.1, 554, 1.2 | 73.9439 | 65.0020 | 2.07601 | -1.17842 | -. 6002 | 133 |
| 0.01 | 0.,0.0. | 73.9437 | 65.0022 | 2.0553 | -1.1519 | -. 6056 | 158 |

Table i3. Wighting Function Results - Myars and Carter Ne. 2 Imcrement $=0.1 \quad$ Initial Stepsize $=0.1$

| WEIGHTS |  | Yp | $Y S$ | OPTIMAL $X$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| . 0 | 1.0 | 67.1895 | 87.7117 | .82676 | -. 56250 |
| . 1 | . 9 | 67.1895 | 87.7117 | .82676 | -. 56250 |
| $\cdot 2$ | . 8 | 67.2200 | 87.5977 | .73906 | -.67363 |
| . 3 | . 7 | 67.2200 | 87.5977 | .73906 | -. 67363 |
| .4 | . 6 | 67.2200 | 87.5977 | .73906 | -. 67363 |
| - 5 | - 5 | 67.2200 | 87.5977 | .73906 | . .67363 |
| .6 | 4 | 67.2200 | 87.5977 | . 73906 | -. 67363 |
| . 7 | - 3 | 67.2200 | 87.5977 | .73906 | -. 67363 |
| . 8 | - 2 | 67.2589 | 87.4961 | -71406 | . 70000 |
| .9 | -1 | 67.2589 | 87.4961 | .71406 | . 70000 |
| 1.0 | - 0 | 67.2589 | 87.4961 | . 71406 | $\because 70000$ |

Table 14. Weighting Function Results - Myms and Cartor No. 2 Increment $=0.1 \quad$ Initial Stopsize $=0.5$

| WEIGHTS |  | Yp | YS | OPTIMAL X |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - 0 | 1. 0 | 67.1786 | 87.7247 | - 79688 | -. 60413 |
| - 1 | -9 | 67.1984 | 87.6571 | - 75781 | -. 65247 |
| - 2 | . 8 | 67.1984 | 87.6571 | . 75781 | -. 65247 |
| - 3 | - 7 | $67 \times 984$ | 87.6571 | . 75781 | -. 65247 |
| 4 | . 6 | 67.1984 | 87.6571 | - 75781 | -. 65247 |
| - 5 | . 5 | 67.1984 | 87.6571 | . 75781 | -. 65247 |
| -6 | . 4 | 67.1984 | 87.6571 | . 75781 | -. 65247 |
| - 7 | - 3 | 67.3792 | 87.2158 | . 66138 | -. 75000 |
| . 8 | - 2 | 70.4500 | 82.0200 | . 00000 | -1.00000 |
| -9 | -1 | 70.4500 | 82.0200 | . 00000 | $-1.00000$ |
| 1.0 | - 0 | 70.4500 | 82.0200 | . 00000 | $-1.00000$ |

Table 15, Weighting Function Results - Myers and Carter No, 2 Theremen $=0,01 \quad$ Imitial Stopsize $=0,1$

| verght |  | Yp | YS | OPTIMAL $X$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| - 7 c | . 30 | 67.2200 | 87.5977 | . 73906 | -. 67363 |
| . 71 | .29 | 67.2200 | 87.5977 | - 73906 | 0.67363 |
| - 72 | . 28 | 67.2200 | 87.5977 | . 73906 | -. $67363^{\prime}$ |
| . 73 | .27 | 67.2200 | 87.5977 | - 73906 | -. 67363 |
| . 74 | - 26 | 67.2200 | 87.5977 | . 73906 | -.67363 |
| . 75 | . 25 | 67.2200 | 87.5977 | . 73906 | -.67363 |
| . 76 | . 24 | 67.2200 | 87.5977 | . 73906 | -. 67363 |
| . 77 | . 23 | 67.2589 | 87.4961 | . 71406 | -. 70000 |
| .78 | . 22 | 67.2589 | 87.4961 | . 71406 | -.70000 |
| - 79 | .21 | 67.2589 | 87.4961 | - 71406 | -. 70000 |
| .80 | . 20 | 67.2589 | 87.4961 | . 71406 | -. 70000 |

Tabie 16. Fexghting Function Roults - Myers and Cartor No 2 Increment $=0.01 \quad$ Initial 3 topsiz $=0.5$

| WEI | TS | YP | $Y S$ | OPTIMAL |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| .70 | .30 | 67.3792 | 87.2158 | .66138 | -. 75000 |
| -71 | - 29 | 67.3792 | 87.2158 | . 66138 | -. 75000 |
| $\cdot 72$ | -23 | 67.3792 | 87.2158 | . 66138 | . 75000 |
| .73 | .27 | 67.3792 | 87.2158 | .66138 | . 75000 |
| . 74 | - 26 | 67.3792 | 87.2158 | . 66138 | -. 75000 |
| - 75 | -25 | 67.3792 | 87.2158 | . 66138 | - . 75000 |
| . 76 | .24 | 70.4500 | 82.0200 | .00000 | -1.00000. |
| - 77 | . 23 | 70.4500 | 82.0200 | .00000 | $-1.00000$ |
| . 78 | -22 | 70.4500 | 82.0200 | .00000 | $-1.00000$ |
| . 79 | .21 | 70.4500 | 82.0200 | .00000 | $-1.00000$ |
| .80 | .20 | 70.4500 | 82.0200 | .00000 | -1.00000 |

Tabla 17. Explicit Constraint Consideratian for Myars and dartor Na. ${ }^{2}$.

| Step | Start 3 t | $y_{E}$ | $\mathrm{y}_{5}$ | $x_{1}$ | $x_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $0.5,-0.5$ | 67.5716 | 86.8056 | 0.60000 | -. 30000 |
| 0.01 | $0.58=0.5$ | 67.2589 | 87.4961 | 0.72406 | -. 70000 |
|  | $0.0,-0.2$ | 67.5705 | 86.8046 | 0.59984 | -. 80000 |
|  | $-0.5,-0.5$ | 71.0997 | 80.9106 (1mrs) | -. 24297 | -. 97000 |
|  | $0.28-0.4$ | 67.5256 | 86.8983 | 0.61297 | $\therefore 99000$ |
|  | -1.0,0,0 | 53.6500 | 34.5800 | -1.00000 | 0.00000 |
| 0.001 | 0.20 .0 .4 | 67.5669 | 86.8152 | 0.60133 | -. 79900 |

2able 18. Implect Constraint Consideration for Myors and Carter No. 2

| Stap | Start Pt. | $y_{p}$ | $\mathrm{y}_{5}$ | $x_{1}$ | $x_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.0 .0 .0 | 68.0878 | 83.9998 | 0.99792 | -.09656 |
| 0.1 | $7.0,-3.0$ | 68.0864 | 84.0013 | 0.99786 | -. 0.09688 |
|  | $0.0,0.0$ | 69.1847 | 83.9997 | 0.26660 | -.96563 |
|  | $-3.00-7.0$ | 68.0863 | 84.0013 | 0.99785 | . 0.09668 |
|  | $-5.0,3.0$ | 69.1846 | 83.9997 | 0.26660 | -. 96562 |
|  | 5.0 .5 .0 | 68.0863 | 84.0013 | 0.99785 | -. 09668 |
|  | 2,0,-0.2 | 69.1824 | 83,9999 | 0.26651 | -.96551 |
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[^0]:    $X_{\text {Base }}^{k}$ - the base point at the $k^{\text {th }}$ iteration,
    $X_{B}$ - the point around which explore moves are conducted, and

[^1]:    It appears from the results that small violations of the imposed

