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SUMMARY

Globally, the demand for higher network capacity is continually increasing. The next

generation ultra-high bandwidth communication system, known as 5G, is planned to in-

crease the capacity of existing networks by 1000 fold within the next 20 years. 5G mo-

bile communications will support a wide range of use cases and emerging applications

including augmented reality, data sharing, machine-to-machine applications and real-time

HD video streaming. With the explosive growth of mobile data demand, capacity of both

access and backhaul networks has become a critical issue. For access networks, dense

deployment of small cell base stations (SBSs) is a key approach to enhance the system

throughput. However, dense SBS deployments require the backhaul to provide flexible and

reliable connections between SBSs and the core network.

Fiber connections, where available, are ideal for backhaul traffic. However, connect-

ing large numbers of SBSs via fiber is expensive and time consuming to deploy. This is

especially true in areas where fiber is still not widely available, such as much of North

America. Millimeter-wave (mmWave) communication, with its spectrum availability and

multi-Gigabit-per-second (Gbps) data rates, is an attractive alternative to support the high

demand in backhaul networks. However, there are challenges with mmWave, including

higher propagation loss, link directivity, and susceptibility to blockage. These factors can

limit the communication range of mmWave wireless links to a few hundred meters or less

to achieve the promised multi-Gbps data rates, especially in urban dense scenario. With

wireless networks becoming more dense and heterogeneous, it is necessary to guarantee

connectivity and capacity in a cost-effective and sustainable way for a diverse set of appli-

cations. Hybrid backhaul architectures with a combination of fiber and mmWave connec-

tions have received considerable attention to address these challenges. In a hybrid backhaul

network, only a subset of SBSs in a given region connect directly to the core network via

fiber (these are referred to as anchor BSs (ABSs)), while the other SBSs connect wirelessly
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to nearby SBSs/ABSs via mmWave links. However, there are still some challenges that

need to be overcome for hybrid backhaul network.

The poor propagation characteristics and severe blockage effect of mmWave signals

must be considered and overcome within the design and optimization of hybrid backhaul

network. To both extend the range of communications and to deal with obstacles, the use of

relays for mmWave communications has been proposed in our works. With the deployment

of relays in backhaul networks, multi-hop relay paths with multi-Gbps data rates will be

selected between SBSs, where the source and destination SBSs cannot communicate with

each other directly with Line-of-sight (LoS) path. In hybrid fiber-wireless backhauls, the

ABSs relay all traffic to/from their assigned SBSs across the wireless channel, making the

ABSs potential bottleneck points that limit backhaul performance. Balancing load across

the ABSs is thus another important challenge. We transform the problem into a load-

balanced routing problem and develop an efficient algorithm in our work.

The objective of this dissertation is to select and optimize communication links between

densely deployed SBSs in the grid-based 3D hybrid fiber-wireless backhaul networks for

5G communication system. At the same time, the load-balanced problem in hybrid back-

haul networks is also considered. First of all, in order to select long range ultra-high-speed

mmWave backhaul links, relays are selected between a pair of source and destination base

stations to achieve the highest signal-to-noise ratio (SNR) at the destination. Different algo-

rithms are proposed to select relays from a set of candidate relay locations and find a single

optimal-throughput path using different relay strategies. We also design some algorithms

to find the high throughput path with using limited number of mmWave relay nodes and

show how these algorithms can be combined to efficiently find different paths. Secondly,

instead of the selection of a single path, we explore the possibility of deploying multiple

relay paths between a single pair of base stations in mmWave backhaul scenario. Multi-

ple independent and interference-free paths can be used in parallel, potentially doubling or

tripling the achievable data rate between a pair of base stations. We first formulate the prob-
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lem of feasibility of multi-path selection as a constraint satisfaction problem that includes

several different constraints that arise from the problem setting. We then transform the

multiple paths selection problem into a Boolean satisfiability problem. Different methods

have been used and compared to solve this problem. Lastly, we focus on the load-balanced

routing problem in our hybrid backhaul networks with grid topology. In hybrid backhaul

architecture where some BSs connect with fiber to the core network and provide mmWave

backhaul connections for the rest of the BSs. this architecture brings new challenges, e.g.,

how to prevent a large amount of traffic from becoming concentrated at certain egress BSs,

thereby hurting overall backhaul performance. To address this challenge, we propose an

efficient tree-based routing algorithm, which is based on a tree-like topology rooted at a

fixed base station (sink node) of the network with a fixed grid topology. Moreover, we also

present a variation of the algorithm that permits trade-offs between routing path length and

balanced factor.

xv



CHAPTER 1

INTRODUCTION

1.1 Motivations and research objectives

With the implementation of fourth-generation cellular systems, LTE and LTE-A, within

the past few years, the fifth-generation and beyond (5G/6G) has already entered our field

of vision and begun to be investigated. In view of current trends of mobile device data

usage, it indicates that there will be a huge increase in global mobile user traffic. Facing

a spectrum deficit at the frequency bands currently in use, the current cellular backhaul

network is experiencing difficulty in keeping up with the explosive growth of mobile data

demand. As a result, operators and vendors are looking for new approaches to increase

network capacity. Among the different considered approaches, network densification is

considered as the most promising solution to meet the traffic requirement, since it not only

provides greater coverage and capacity but also enables carriers to maximize spectral effi-

ciency. However, because of the limited space and cost, the densification of macro cell base

stations is only possible up to a certain extent. Therefore, further network densification re-

quires new BSs with a smaller form factor, the so-called small cell BSs (SBSs) [1], which

offer more flexible deployment opportunities. Small cell BSs are low-cost low-power BSs,

which have similar functionalities as macro cell BSs but with a much smaller form factor.

The use of dense deployment of SBSs enable further improvements in network coverage,

allowing additional access points to be placed in more area. With the use of dense SBSs

and the increased traffic demands, the question of what type of backhaul network can sup-

port this type of deployment is an important one. In this thesis, we focus on the problem of

building communication links and routing between the densely deployed SBSs in a hybrid

fiber/wireless backhaul network based on a structured grid topology.

In a grid topology, each node of the network is connected with two neighboring nodes

along one or more dimensions. We focus on dense urban scenarios in this thesis, where
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Figure 1.1: Backhaul network with grid topology

cells are typically laid out in grid-like patterns. Thus, we study a grid topology of the

SBSs, as shown in Fig 1.1, where the base stations are placed at the intersection points of

the grid.

The densification of small cell base stations requires the mobile backhaul to provide

flexible and reliable data transmission and connection between base stations and core net-

work. Generally, there are two different backhaul solutions which can largely be catego-

rized into wired or wireless.

Wireless backhaul is considered especially suitable for 5G networks in urban environ-

ments due to the large number of SBSs that will be required for coverage. Millimeter wave

(mmWave) transmission, in the 30–300 GHz range, has been proposed. MmWave commu-

nication can provide higher data rates than is possible at lower frequencies such as the cur-

rently used sub 6 Ghz bands. Due to its enormous amount of spectrum and multi-Gigabit-

per-second (Gbps) data rates, mmWave is considered a strong candidate for 5G wireless

backhaul networks. Moreover, by exploiting the use of high-gain highly-directional anten-

nas, it becomes practical to cope with the explosive growth of mobile data demand and to

2



Figure 1.2: Dense deployment of small cells scenario

deal with the interference problems. However, there are a number of differences between

mmWave communications and lower-frequency communications, and so there are several

challenges that need to be addressed before mmWave communications for 5G become a

reality. Among these challenges are a high propagation loss, directivity and sensitivity to

blockage of mmWave signals. Due to these issues, for mmWave in very high data rate use

cases such as backhaul, the communication range could be limited to a few hundred meters

or less.

For wired transmission, the fiber-based connections in backhaul network are consid-

ered as ideal media for data transmission due to their efficiency and ultra-low transmission

loss. However, dense deployment of small cell base stations makes a fully wired backhaul

infeasible owing to the high cost. The prohibitive cost of connecting these massive number

of small cell base stations through the fiber is a crucial challenge for wired communication.

Therefore, the concept of a hybrid network system, including both fiber and mmWave links,

is used in our works, which takes advantages of the strengths of both fiber and mmWave

connections [2, 3, 4, 5].

In our hybrid fiber-mmWave networks with grid topology, a small cell network is con-
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sidered where a fraction of SBSs in the grid, referred to as anchor base stations (A-BSs),

have a fiber-based connection with the core network, and the remaining SBSs in the grid

connect wirelessly to other SBSs or A-BSs. Each SBS transfers the backhaul traffic to the

adjacent SBSs or one of the A-BSs using wireless transmission. All the traffic then from

the A-BSs to the mobile network center is forwarded by using fiber connections. How-

ever, this small cell deployment trend brings the backhaul challenge of transmitting a mas-

sive amount of traffic between different SBSs and A-BSs. The non line-of-sight (NLoS)

mmWave links cannot support the ultra-high data rate required in backhaul due to the se-

vere reflection attenuation. Thus, to support multi-Gbps wireless links between SBSs and

A-BSs, line-of-sight (LoS) mmWave communication is utilized in the wireless part of our

network. LoS propagation refers to the path that an electromagnetic wave must travel on its

way from a transmitting antenna to a receiving antenna. However, the LoS mmWave path

suffer from several drawbacks. Due to its high path loss and sensitivity to blockage, the

communication range for high data rate LoS mmWave links can be limited to few hundred

meters or less, and even shorter especially in dense urban canyons. In order to address

this problem, relay-assisted backhaul paths are investigated to maintain high-throughput

connections between neighboring SBSs in the grid topology.

A relay-assisted network is commonly used in mmWave communication networks,

where the source and destination are interconnected through some nodes. In such net-

work, the source and destination cannot communicate with each other directly because the

distance between them is longer than the transmission range or there are some blockages

between them, and it may not be possible to find LoS paths between them. Therefore,

the relay nodes help to divide the long link into some short but very high rate LoS links

which can overcome high propagation loss and sensitivity to blockage of mmWave. In

relay-assisted mmWave backhaul network, the relay selection between different BSs and

the selection of relay paths is decisive to form high-throughput multi-hop relay paths in

backhaul network. This is one of the core problems that is investigated in the thesis.
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Routing is another important problem in our hybrid fiber/mmWave backhaul network

with grid topology. In our hybrid backhaul network, the A-BSs node may become easily

overloaded by the large traffic from the connected SBSs in the grid. Therefore, we propose

and study a load balancing problem in our hybrid networks. We develop and evaluate

routing algorithms that can balance the load for different ABSs with our fixed grid topology

while achieving good throughput performance.

1.2 Research contributions

The primary contributions of this thesis are:

• The first contribution (Chapter 3) focuses on the problem of path selection with

amplify-and-forward (AF) relays for long range ultra-high-speed mmWave backhaul

networks in urban environments with grid topology. Relays are selected between a

pair of source and destination BSs to achieve the highest signal-to-noise ratio (SNR)

at the destination. We first derive an equation for the end-to-end SNR of a relay path

in a setting that approximates the urban mmWave backhaul environment with grid

topology. Based on the derived equation, we transform the maximum throughput

relay selection problem to the shortest path problem in graphs. Dijkstra’s algorithm

can then be used to find maximum throughput relay paths, which however are shown

to require a large number of relays. To address this, we propose a dynamic program-

ming algorithm to find a highest throughput path with a given number of hops.

• The second contribution (Chapter 4) considers the problem of selecting paths using

decode and forward (DF) relays for mmWave backhaul communications in urban en-

vironments with grid topology. We present algorithms, based on a novel widest-path

formulation of the problem, for selecting decode and forward relay node locations

in multi-hop paths. Our main algorithm is the first polynomial-time algorithm that

selects a relay path with a throughput that is proven to be the maximum possible. We

also present variations of this algorithm for constrained problems in which: 1) each
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possible relay location can host only one relay node, and 2) minimizing the number

of hops in the relay path is also an objective. The simulation results show that, over

a large number of random cases, our algorithms can always find paths with very high

throughput and a small number of relays.

• The third contribution (Chapter 5) focuses on the problem of finding multiple paths

with relay nodes to maximize throughput for ultra-high rate millimeter wave back-

haul networks in urban environments with grid topology. Relays are selected be-

tween a pair of source and destination base stations to form multiple interference-

free paths. We investigate the feasibility of multiple inference-free path selection

between a pair of BSs. We first formulate this problem as a constraint satisfaction

problem that includes different constraints based on the problem setting. From the

derivation of constraint equations, we transform the paths selection problem into a

Boolean satisfiability problem and use a SAT Solver based on the Davis-Putnam-

Logemann-Loveland (DPLL) algorithm to solve it. However, the results show a very

high running time for realistic problem sizes. Therefore, we also propose a heuristic

algorithm that have much less running time compared with the SAT solver method.

• The fourth contribution (Chapter 6) is that routing algorithms are proposed for hy-

brid fiber/mmWave backhaul networks with grid topology. For the hybrid backhaul

architecture, as aforementioned, a large amount of traffic can cause congestion at a

certain egress BSs and thereby hurting the overall backhaul performance. Therefore,

a load-balanced routing algorithm is proposed to address this challenge and construct

a efficient topology. We define the concept of load balance factor (LBF) and address

this challenge through a hill climbing procedure that attempts to minimize LBF. Re-

sults show that the proposed algorithm can distribute the dynamic traffic loads from

different BSs nearly optimally among fiber-connected BSs for the simulated settings.

We also present a variation of the algorithm that permits trade-offs between routing
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path length and load balance factor.

1.3 Thesis organization

The rest of the thesis is organized as follows. In Chapter 2, we review the related literature

review in the domain of densely deployment of small cell BSs in hybrid fiber/mmWave

relay-assisted backhaul networks with grid topology. In Chapter 3 and 4, we present our

contribution to single path selection with different relay strategies in mmWave backhaul

networks, where different algorithms are designed to optimize different problems and con-

straints. In Chapter 5, we will investigate the multi-path selection problem instead of the

single path between BSs to improve the throughput performance. In Chapter 6, load-

balanced routing topologies are analyzed and designed in our hybrid fiber-wireless back-

haul network with grid topology to achieve the high data rate requirement for each small

cell base stations with different data traffic load. Finally, in Chapter 7, we discuss some of

the existing challenges for the proposed work and present suggestions for future works.
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CHAPTER 2

LITERATURE SURVEY

Mobile technology plays an important role that is constantly developing to provide better

connectivity, higher data rate and large user experience. Future networks will be richer

and more complex with new applications and services, which will require more processing

power, transmission time and bandwidth. 5G networks are expected to provide high data

rates and area capacity, reduced end-to-end latency, seamless mobility, and lower energy

consumption compared to current 4G LTE networks [6]. In order to improve the spectral

efficiency and increase the bandwidth, network densification is receiving a great deal of

attention to realize 5G data traffic requirements. The major concern in network density

deployment is the backhaul network, which should be flexible, cost-effective and have the

ability to support large traffic demand of small cells. Wired and wireless are two major

transmission method in backhaul communication system, both of them have their advan-

tages and drawbacks.

In this chapter, we present the research works on 5G backhaul networking. We first

discuss the improvements and requirements of 5G, and provide some recent developmental

endeavors toward 5G. Next, we provide some surveys related to network densification and

small cell backhauling networks. Then, fiber-based wired transmission system will be

compared with the wireless transmission system which is using mmWave technologies.

After that, we briefly summarize the research works in blockage handling and relay-assisted

networks. Finally, research works related to hybrid backhaul networks will be introduced.

2.1 5G use cases and key performance Indicators

5G Technology stands for 5th Generation Mobile technology. The rapid growth of mo-

bile traffic has raised concerns regarding the capacity of traditional cellular networks in

4G LTE. The emergence of smart-phones, tablets, laptops, as well as new applications like
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UHD video streaming, video conference, augmented reality, virtual gaming, intelligent

farming, and connected vehicles motivates the continue increase of mobile data in 5G net-

works [7, 8]. It is predicted by CISCO that globally, between 2017 and 2022, the mobile

data traffic will rise at a compound annual growth rate (CAGR) of 46%, which will reach

77 exabytes per month by 2022 [9]. Additionally, according to the report in [10], the total

number of connected devices in future communication system will reach 100 billion and

the industry is getting ready for an astonishing 1000-fold of data traffic growth by 2020 and

beyond [11]. Based on these requirements of the ever growing number of mobile devices

and new applications, the international telecommunication union(ITU) have identified a set

of standard requirements for 5G networks, devices and services, which is the International

Mobile Telecommunications-2020 (IMT-2020 Standard). Fig. 2.1 illustrates potential us-

age scenarios and capabilities of IMT-2020. Note that 5G is not only expected to support a

Figure 2.1: Enhancement of key parameters in 5G [6]

variety of diverse usage scenarios and applications of current cellar networks, but also need

to expand and support a broad range of new applications scenarios, including:

1. Enhanced Mobile BroadBand (eMBB);
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2. Massive Machine Type Communications (mMTC);

3. Ultra Reliable Low Latency Communication (URLLC).

IMT-2020 suggested eight different expected enhancement of key performance indi-

cators (KPIs). Some of the KPIs relevant to this thesis are listed and described in the

following:

• Requirement for bandwidth to be at least 100 MHz.

• Peak data rate is the maximum achievable data rate under ideal conditions in bit/s,

which is the received data bits assuming error-free conditions assignable to a single

mobile station. The minimum requirements for downlink peak data rate is 20 Gbit/s

and uplink peak data rate is 10 Gbit/s.

• Area traffic capacity is the total amount of traffic capacity of a network in a given

area and is measured in Mbps/km2.

• Minimum requirement for connection density is 1 million devices per square kilo-

meter.

These different KPIs emerge a new bottleneck for 5G networks: the backhaul. The re-

sponsibility of a backhaul network is to connect access networks to their core networks

via a wired (e.g. fiber and copper) or wireless medium (e.g. microwave and mm-wave).

To achieve these KIP requirements will require huge changes in how mobile networks and

their underlying infrastructures are built—especially for the wireless backhaul. Different

heavy traffic cells connect to the core network through the backhaul, often with extreme

requirements in terms of capacity, availability, energy, and cost efficiency [12]. In the

backhaul, where latency requirements are less stringent compared to fronthaul and mid-

haul networks, capacity will be a key performance to improve. Network densification will

be one of the key enablers to boost the capacity and coverage of future networks especially

in city centres and other high traffic areas.
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2.2 Small cell backhauling

For 5G mobile and wireless networks, one of the challenges is how to satisfy the require-

ment of high data rates and capacity. One of the solutions to solve the data rate requirement

is to allow network densification by deploying small cells [13]. Densification of small cell

base stations can provide high spectral efficiency, reduce mobile device power consump-

tion and fill in areas that cannot be covered by the macro cells. It can also improve network

performance and service quality by offloading from the macro cell base stations. The in-

tegration of small cells into the traditional macro cells results in heterogeneous networks

(HetNets). HetNet is a mixture of various types of cells and various access technologies.

The basic idea of HetNets is to bring the access nodes (ANs)/access points (APs) very

close to the end users and provide a near-field network which can improve the signal-to-

noise ratio and provide additional capacity. However, conventional HetNet is not capable

of addressing the exponential growth of traffic in the coming years. By contrast, ultra

dense HetNet (UDN) is one of the important method in 5G network to address capacity

crunch and realize the high capacity requirement [14]. In UDN, small cells are deployed

more dense and the links distance are shorter, small cells are uniformly distributed around

a macro cell BS and forward massive amount of traffic to core network through a backhaul

connection with macro cell BS like shown in Fig. 2.2. In [15], all of the works are based

on this UDN scenario. However, we proposed a new scenario in our work, where we have

multiple anchor base stations instead of one macro cell base station connect to the core

network. With the dense deployment of small cell base stations, the capacity of backhaul

links is seen as the biggest challenge for deployments. While wired and wireless are two

major communication methods in 5G networks, fiber and mmWave communications will

be compared and evaluated.

With dense deployment of small cell BSs, different network architectures has been

investigated in backhaul scenario. Typically, there are two options for network architectures

in 5G. One is the centralized backhaul solution and the other one is the distributed backhaul
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Figure 2.2: An example of UDNs consisting of a macro cell and several small cells [16]

solution [17]. In centralized network architectures, a MBS is located in the centre with

small cell BSs are located around MBS. Direct links between SBSs are not allowed. In

distributed network architectures, backhaul data are allowed to transmit between adjacent

SBSs through mmWave links and finally are collected by the designated wired BS to the

core network through fiber links. This designated wired BS serves as the gateway node

for a number of small cell BSs. In [17], system-level simulations have shown that the

distributed network architectures achieve higher throughput gain and more flexible than

the centralized network architectures due to sharing different traffic to with multiple SBSs.

Therefore, in our scenario, the distributed network architectures is adopted.

To providing low latency and cost effective backhauling mechanisms, point-to-multipoint

(PMP) connection is considered as a better choice compared with PTP (point-to-point) [18],

which 5G networks can be enabled by deploying small cell BSs over conventional macro

cell BSs. In [18], they proposed a PMP in-band mmWave backhaul for 5G networks and

they presented scheduling for realizing inter-BS communication, where backhaul links and

access links are multiplexed on the same frequency band. After a short time, [19] discusses

a wireless backhaul based on mmWave massive MIMO for future 5G UDN. This work pro-

posed a scheme which can guarantee that the MBSs simultaneously support multiple SBSs

with multiple streams for each small cell BSs. In [20], they proposed a millimeter wave
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gigabit broadband (MGB) system to provides Gbps links to small cell BSs and fixed broad-

band access points. For the aforementioned related works, they consider the star-topology

as the network configuration in their work, however, in [21, 22], they used the mesh and tree

typologies with PMP connections as their backhaul network configurations. For all these

related works, they are different from our research works. They are all ”self-backhaul”

solutions while dedicated relay nodes are deployed in our scenario. Moreover, most of the

relate works consider in-band while we primarily focus on out-of-band backhaul where the

backhaul tier operate at different frequency with the access tier.

To support a dense deployment small cell mobile backhaul with large capacity, a more

cost-effective and easy to install backhaul solutions are needed. In next two sections, dif-

ferent backhaul technologies are presented.

2.3 Optical fiber transmission

The optical fiber communication system is an essential component of the broadband net-

works. It provides high-quality transmission with low latency and it is the most common

transmission method for long-distance transmission [23]. Optical fiber can provide un-

precedented bandwidth potential compared to any other known transmission medium. A

single strand of optical fiber can provide a total bandwidth of 25,000 GHz [24]. More-

over, optical networks lend themselves well to offloading electronic equipment by means

of optical bypassing as well as reducing their complexity, footprint, and power consump-

tion significantly while providing optical transparency against modulation format, bit rate,

and protocol [24]. In 5G backhaul network transmission, the useful advantages of optical

fiber communication can be listed as below [25]:

• Huge possible bandwidth: In wired transmission method, the metallic cables of have

less potential transmission bandwidth compared to the optical carrier frequency.

• Isolation of electrical: The material optical fiber is made of either glass or plastic

polymer, these are electrical insulators. Moreover, it does not have interface prob-
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lems.

• Longer distance: In fiber optic transmission, optical cables are capable of providing

low power loss, which enables signals can be transmitted to a longer distance than

copper cables and wireless transmission methods [23].

• The transmission loss is low.

• The security of signal: The optical fibers have high degree of protection of the sig-

nals, because their light does not radiate significantly.

The above are significant advantages of fiber communication compared to other wired

or wireless communication methods. However, there also exist some drawbacks need to be

overcame by fiber optical fiber communication:

• The high installation cost: The cost of the physical fiber can vary from $1 (24 count)

to $6 (288 count) per foot. Even though it’s easy to calculate the fiber value, to

calculate the cost of internet connection can be more challenging and the cost can be

more expensive [26].

• To repair and maintenance the fiber optic communication takes more effort and costs.

It is done by sophisticated and specialized tools [25].

• High leasing fees.

Even though fiber is widely used for macro cell backhaul, the high installation and repa-

ration cost make the fiber connection is not a desired solution for 5G operators, especially

in urban dense area and areas where fiber is still not widely available. Deploying fibers in

these areas would be a large expense for operators. Therefore, instead of fiber transmission

method, mmWave becomes an attractive choice, furthermore, some operators estimated

that most of the small cells will be connected with wireless backhaul instead of wired [27,

28].
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2.4 Millimeter wave technology: state-of-the-art and trends

The study of mmWave can trace back to more than 100 years, for instance, Bose and Lebe-

dew explored the experiments at wavelengths as short as 5 and 6 mm in the 1890s [29].

As for its application in radio communications, the mmWave mobile communications were

invented in the 1990s and early 2000s, including system design and channel measurements

[30]. Today, communication systems generally use sub-3 GHz and sub-6 GHz spectrum

[14, 31]. However, due to the fact that the spectral resource below 6 GHz is becoming

scaring, as the traffic demands grow, whereas a substantial amount of spectrum in the range

of 3-300 GHz remains unutilized. Large efforts have been devoted to mmWave communi-

cations research and mmWave communication operates within the range of 30-300GHz is

becoming a promising technique for 5G cellular system. With high available bandwidth,

the tens of gigabits data rate requirement is achievable due to the high capacity.

The research on mmWave wireless communications has attracted a lot attention from

both academia and industry. Numerous research literature works have investigated the

characteristic of mmWave transmission, as well as sought for ways to utilize theses char-

acteristic for achieving high data rate transmission. The standardization group spend great

efforts to establish the criterion for mmWave communication and IEEE 802.11ad is the

most frequently used one [32]. Mmwave bands gives where the available bandwidths are

much wider than today’s cellular network [33]. However, although the available band-

width of mmWave frequencies is very large, the propagation characteristics of mmWave

are significantly different from that of the microwave frequency bands, which are briefly

summarized as follows:

• High path loss: In terms of conventional microwave communication, the wavelength

of mmWave signals is shorter than that of microwave signals, operating at carrier

frequency below 6 GHz. Hence, the path loss of mmWave signals is much higher

than that of microwave signals. Although the path loss of mmWave is quite high, it is
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feasible to communicate over distances that are common in urban mobile networks

[30, 34], such as a few hundreds of meters [35] or even a few kilometers [36]. Even

more, by using directive antennas, it has been demonstrated that it can support 10km

communication ranges under clean air conditions[36]. If the air is not clean, the rain

attenuation and atmospheric/molecular absorption can limit the range of mmWave

communications due to the high path loss [30].

• Rain attenuation and atmospheric/molecular absorption: Field measurement results

have shown that, the losses due to a rain attenuation at mmWave frequency bands

are much larger than those of microwave bands and mmWave signals are more sus-

ceptible to oxygen absorption than that of microwave signals [37]. These different

factors varies with the carrier frequency; Fig. 2 shows the atmospheric and molecular

absorption and Fig. 3 shows the rain attenuation.

Figure 2.3: Atmospheric and molecular absorption in different frequency bands [30]

• Diffraction and blockage: Signals at microwave bands can penetrate more easily

through solid materials and buildings than mmWave bands. Due to these reasons,

mmWave signals are influenced by the effect of shadowing and diffraction to a much
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Figure 2.4: Rain attenuation in different frequency bands [30]

greater extent than microwave signals [37]. This work analyzes the severeness of

blockage effect in mmWave networks [38].

All these evidences validate that the overall losses of mmWave systems are larger than

those of microwave systems, therefore, despite the theoretical potentials for extremely high

data rates, these several difficulties make the use of mmWave have been unattractive in

outdoor scenario for a long time. Recently, a growing number of works have proposed

that mmWave can be used in outdoor environment. The research works of New York Uni-

versity [39] show the feasibility of mmWave transmission at 28GHz, 38GHz and 73GHz

bands in the small cell of 4G communication under different urban environment. Simi-

larity, the work [40] discuss several myths on the 60GHz, and it shows the feasibility of

mmWave transmission in a range of a few hundred meters, which is an acceptable coverage

in mmWave small cell backhaul. However, both of these works consider the utilization of

NLoS in mmWave transmission without the requirement of large data rate. In our work,

we require the LoS transmission in network backhaul to guarantee the high data rate trans-

mission. In mmWave networks, the highly directional links are modeled as pseudowired

in outdoor wireless mesh networks due to the narrow beamwidth of antennas [41]. With
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the highly directional antenna, it can greatly reduce the interference and path loss. For the

research works in recent time, mmWave technologies have also been proposed to provide

high data rate in outdoor urban dense small cell backhaul network [18]. However, several

works point out the small cell base stations are not likely to have LoS to other base stations

because of the blockage effect and the small cell BSs are often deployed at lower eleva-

tions than macro base station [42, 43, 44, 45]. This blockage effect is a big challenge to

implement mmWave small cell BSs in backhaul networks. It is the work we discuss in the

next several sections.

2.5 Blockage handling

As mentioned before, several works point out it is hard to have LoS connection between

different BSs, especially in urban dense scenario. There are many works focus on the

blockage handling of mmWave transmission. In works [46, 47, 48, 49], they proposed

introducing infrastructure mobility to APs/BSs to improve LoS coverage and in work [50],

it proposed deploying multiple APs/BSs to resist blockage effects. However, all of these

works focuses on the indoor WLAN scenario instead of outdoor urban dense scenario. In

works [42, 43], they considered the use of NLoS paths for small cell backhaul network.

In these works, they proposed that mmWave NLoS backhaul can outperform sub-6 GHz

solutions. However, in their 28 GHz backhaul network, the maximum data rate can only

achieve 400 Mbps due to the high path loss. Due to the very high path loss coefficients

for mmWave signals on NLoS paths, NLoS is not feasible to maintain very high data rates

in the presence of blockages in outdoor environments for backhaul network. This result

supports the adoption of relay nodes in our network architecture.

To quantify the obstacle problem in LoS transmission, a research work [51] shows that

mmWave signals reflected off common construction materials such as concrete and brick

at distances of 50-75 meters show 10-15 dB of signal strength loss. This amount of loss is

large enough to influence the data rate in backhaul transmission. Therefore, we introduce
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the relay nodes in our network to address the obstacle sensitivity in our LoS transmission.

2.6 Relay-assisted hybrid networks

The relay node has simple structure and is easy to be deployed. It has lower cost and

is more flexible compared with base stations. Furthermore, using relay can reduce the

traffic load of BS and the complexity of scheduling [52]. For the relay system, it has been

developed to improve the cell-edge performance on a macro cell [53]. Various kinds of

relay systems have been introduced in the third-generation partnership project (3GPP), they

are used to improve the signal quality and the overall performance of the network. [53]. In

such relay system, the relay nodes not only can repeat the signal but also can increase the

signal quality, because the relay node can recover or amplify the received poor signal and

retransmit the strengthened signal to the user end (UE). In such cases, the relay systems are

used to connect the UEs located at the cell-edge to the adjacent relay node, and therefore,

improve the cell-edge performance by improving the received SINR of cell-edge UEs.[54,

55, 56]. However, compared with our works, these works use relay systems to improve

the cell-edge coverage and performance. In our works, we use relay nodes to extend the

transmission range of mmWave communication for backhaul network and overcome the

blockage effect of mmWave. There also have some other works using relay nodes. The use

of single relay for WLANs/WPANs has been considered in [57, 58, 59, 60]. However, our

work is significantly different with these works since we consider the outdoor long-range

ultra-dense mmWave communications with multi-hop relay paths. In [32], they find multi-

hop relay paths across a set of devices connecting to an AP or BS within a single mmWave

BSs or cell. Due to the highly dynamic nature of the devices, in particular their locations,

the primary concern is finding a relay path with the highest probability of reaching the AP

or BS, rather than the aspects of design, optimization, and characterization of relay paths,

which are the subject of our research, where relays are static.

In addition to the use of relay nodes, hybrid backhaul networks that utilise both fiber
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and mmWave communication links is another way to overcome the shortcomings of fiber

and mmWave communication. As aforementioned in previous sections, in network den-

sification, one of the major drawbacks of the optical fibers is the high capital/operational

cost of deployment. An attractive implementation solution for network densification is us-

ing wireless backhaul instead of conventional wired-optical-fiber backhaul [61]. Wireless

backhaul can not only provide almost the same transmission rate as optical fiber backhaul,

but also bring considerable cost decline and more flexible/timely deployment [61]. How-

ever, like aforementioned, mmWave with high frequency cannot travel long distances and

are more susceptible to physical obstructions, this drawback serious impact the transmis-

sion range of mmWave especially in urban dense area. Therefore, hybrid fiber/mmWave

backhaul network is an attractive transmission candidate which merges different technolo-

gies and is being considered possible supplementary for above-mentioned limitations and

challenges. In 5G backhaul design, the first challenge is the need for reliable and cost-

effective networks that can handle the increasing number of cells, while ensuring sufficient

capacity and quality of service. The second challenge is to guarantee the user experience

with varying weather conditions. Finally, it is an energy efficiency backhaul networks [62].

To meet these challenges, hybrid backhaul networks with both wireless and optical fiber

links is therefore a cost-effective and energy-efficient solution to support the massive back-

haul traffic [62].

There are also many related works of hybrid backhaul networks. In [63], this paper de-

tails the various technologies that are being considered to enable the integration of wireless

backhaul and optical fiber networks. It also outlines the key roles that optical technologies

can play and identifies the various challenges that optical networks need to overcome in or-

der to support the next-generation of wireless networks. Additionally, [64] experimentally

demonstrate how to seamlessly combine a radio-over-fiber and millimeter wave system at

90 GHz for high-speed wireless signal transmission. However, in both of these two works,

optical fiber is still the main transmission medium and the wireless backhaul network is
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confined to the fixed fiber-based architecture [62]. Such fiber-based architecture is still

cost-prohibitive and hard to implement in dense deployment urban areas. In work [65],

they evaluate various radio access technologies used in small and macro base stations, and

propose algorithm splits and routs the traffic for different topologies and traffic profile Their

results demonstrate the feasibility of a hybrid wireless and wired technologies. However,

in their works, they assume the hybrid network topology contains a macro cell BS and a set

of small cell BSs, which is different with us. In our hybrid backhaul networks, we assume

that we have several fiber-connected small cell BSs connect to core network, and a set of

wireless-connected small cell BSs connect to other BSs, like shown in Fig. 2.5.

Figure 2.5: Hybrid Fiber/mmWave backhaul for 5G network
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CHAPTER 3

PATH SELECTION WITH AMPLIFY AND FORWARD RELAYS IN MMWAVE
BACKHAUL NETWORKS

3.1 Introduction

With the explosive growth of mobile data demand, fifth generation (5G) mobile networks

with carrier frequencies in the mmWave bands are undergoing initial pilot studies. As afore-

mentioned, mmWave communication links have enormous amount of spectrum and it can

achieve individual link rates in the tens of gigabits per second. However, due to the limited

communication range of very high data rate mmWave links, relay-assisted communica-

tion is required to achieve the promised ultra-high mmWave data rates. In relay-assisted

communication networks, instead of a single direct long transmission from a transmitter

to a receiver, intermediate (relay) nodes can be used to enhance the diversity and reduce

individual transmission length by relaying the source signal to the destination. In such a

situation, the source and destination cannot communicate with each other directly because

the distance between them is too long to achieve the data rate requirement and/or there are

some obstacles between them preventing direct communication. The relay nodes divide

the long link into some short but very high rate links which can overcome high propagation

loss and sensitivity to blockage of mmWave.

The most common relay strategies are decode-and-forward (DF) and amplify-and-forward

(AF). While a DF relay decodes the received signal, re-encodes it, and forwards packets

toward the destination, an AF relay just amplifies its received signal and forwards it on. A

DF relay’s complexity is significantly higher than an AF relay and it also requires greater

computing power to perform decoding and re-encoding.

In this work, we consider the use of AF relays in mmWave backhaul networks. Several

prior works have suggested using DF relay nodes to achieve backhaul data rates [66, 67]

but, to our knowledge, this is the first work to consider improving data rates by path selec-
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tion with AF relays for mmWave backhaul. Some prior works have analyzed and optimized

the performance of AF relay networks [68], [69], [70], [71], [72], [73],[74]. However, these

works only considered two-hop relay networks instead of the arbitrary-hop situations that

are investigated herein. In [75], the authors investigated the performance of AF relays in

mmWave backhaul, but the work focuses on two-hop relay networks, whereas we consider

an arbitrary number of relays herein. Other work has studied the performance of N-hop

AF relaying systems under different situations, e.g., with or without interference, and full

or half duplex communication [76], [77]. These works focus on analysis of a given N-hop

path but do not consider how to efficiently find a best arbitrary-hop path with a given set of

candidate relays, which is one of the problems we solve herein for the mmWave backhaul

problem setting. We also efficiently solve the hop-constrained optimal relay path selection

problem, which has not been considered in any of the prior work.

To summarize, end to end performance and relay path selection form the basis for our

study in this chapter. The precise problem we study is how to select the best amplify-

and-forward relay locations to support long-range ultra-high-data-rate mmWave communi-

cation links between a given pair of source-destination BSs. Multiple relays are selected

from a set of relay candidates to form a path with maximum throughput value. We first

present an SNR analysis for an AF relay path with mmWave signals. We then use this

analysis to transform the relay selection problem into a graph-based shortest path problem.

We then apply existing graph algorithms to derive the first known efficient solutions to the

optimal throughput path selection problem and the hop-constrained maximum throughput

path selection problem, in a realistic wireless network setting with grid topology. We also

show how these algorithms can be combined to efficiently find high-throughput paths using

a small number of mmWave relays. Simulation results based on 3-D models of a section

of downtown Atlanta show that these algorithms work efficiently and can find relay paths

with limited number of hops and high throughput.
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3.2 AF protocol

Figure 3.1: AF relay network

The AF relay function is an amplification of the received signal. Consider the relay fad-

ing channel from a source (s) to a destination (d) via a relay node (r), as shown in Fig. 3.1.

It assumes that each station and relay node cannot transmit and receive simultaneously. The

signals received by the relay node is

ysr = hsrx+nt (3.1)

where x is the transmitted signal with power constraint on average transmit power E{x} ≤

Pt , hsr is the amplitude of the channel gain or the channel fading coefficients from source

to relay node, and nt is complex additive white Gaussian noise (AWGN) with power σ2
n.

The relay node amplifies the received signal ysr and retransmits it to the destination which

receives

yrd = βhrdysr +nt

= βhrdhsrx+βhrdnt +nt

= βhx+βhrdnt +nt ,

(3.2)

where hrd is the channel fading coefficients from relay node to the destination, h = βhsrhrd

is the overall channel gain from the source to the destination. For noise, which will be

discussed in detail in the next section, we assume that all the channel chains have identical
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noise properties, and hence, the same AWGN power. β is the relay transmit average power

constraint coefficient or amplification factor scaling the power transmitted by the relay. It

ensures that the average transmit power at the relay (Pr) is constant. Therefore, β can be

derived as

E[|βysr|2]≤ Pr (3.3)

β≤

√
Pr

h2
srE[|x|2]+E[|nt |2]

(3.4)

in the signal level, and β can also be derived as

β≤ PR

h2
SRE[|x|2]+E[|nSR|2]

(3.5)

in the energy level.

3.3 Network model and environment

In this work, we consider the mmWave wireless backhaul links between different dense

deployed small cell BSs in urban areas with grid topology and focus on how to use relays

to support the high data rate mmWave communication links. In order to achieve the high

data rate requirement of mmWave links (around 10 Gbps) in backhaul networks, LoS paths

have to be utilized. However, in urban areas, the LoS path between two BSs is often blocked

due to the existence of buildings, walls, trees, and other obstacles. Therefore, we use a 3D

model of the environment like our earlier work [67] instead of 2D here, as it gives us a

more practical view of the transmission environment and more realistic measurement of

the existence of LoS. Furthermore, mmWave signals in 5G scenarios are highly directional

and nodes can be placed at different heights in urban settings, therefore we consider the

3D effects in our system model here. We build a 3D topology of buildings in downtown

Atlanta, Georgia, and use it in the simulations presented later.

We set the maximum physical link distance in the simulations to be no more than 300

meters since longer LoS paths rarely exist in a dense urban environment. Similarly, con-

25



sidering the abundance of trees, moving vehicles and other obstacles located at relatively

low heights, it is a wise choice to deploy outdoor mmWave BSs and relays at a height

higher than 5m. The topology gives an area 1200 m×1600 m, which includes 227 build-

ings higher than 5 meters. All of these buildings are modeled as cuboids for simplicity like

shown in Fig. 3.2. For better cellular coverage, for each building with a height between

20 and 200 meters, one of its rooftop corners is randomly picked as a candidate location

for deploying a BS position (183 positions in total). Considering the high path loss of

mmWave signals, if a building is higher than ht (e.g., ht = 50 m), its candidate BS location

will be set at the height of ht . Since 183 small cell BSs are too many and BSs will be too

close to each other, we partition the area into square grids with length lg (e.g., lg = 200 m),

and each grid has only one BS selected randomly. Therefore, the BSs connection is based

on the basic 3D grid-topology. BSs are expected to be deployed at positions with a good

coverage of other relays mounted on the surfaces of surrounding buildings. A large number

of candidate relay locations are uniformly distributed on the surfaces of each building, their

locations are placed randomly on every building surface and an additional 0.002/m2 candi-

date relay locations are uniformly distributed over all surfaces. In simulation sections, BS

pairs are randomly chosen with separations in the range of [20,200), [200,400), [400,600),

[600,800), and [800,1000).

Fig. 3.2 shows a top and 3D view of the building topology in downtown Atlanta, the

blank areas are ground parking lots and parks and Fig. 3.3 shows an example of BS place-

ments and relay nodes deployed to implement communication paths between BSs in 3D

topology.

3.4 Interference consideration

MmWave signals are generally less prone to mutual interference due to the directional

nature of their transmissions, which limits interference between links. The highly direc-

tional links are modeled as pseudowired in outdoor wireless mesh networks due to the
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Figure 3.2: Building topology in downtown Atlanta. (a) Top view. (b) 3D view.

narrow beamwidth of antennas [41]. The urban environment considered herein makes in-

terference even less impactful. The relays are placed on the surfaces of different build-

ings with different heights. These 3-dimensional differences in relays’ positions and the

narrow-beamwidth antennas reduce the likelihood that different links will align sufficiently

to produce interference. Furthermore, many potentially interfering links will be blocked by

large obstacles, i.e., the tall buildings present in urban settings. For these reasons and as

in prior work on outdoor mmWave, we ignore interference in our initial analyses and de-

signs. On the other hand, because relays are simple devices without advanced capabilities

such as multiple radio chains, we assume that they are subject to the primary interference

constraint meaning that no relay can transmit and receive simultaneously. This simplifies

mutual interference avoidance as consecutive physical links are guaranteed not to interfere

with each other. This also increases the distance separation between two physical links that

could be active at the same time, thereby also lessening interference effects. However, in

our simulation results, we evaluate how often this lack of interference assumption is vio-

lated to understand the potential impacts of the assumption and a corresponding method is

proposed.
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Figure 3.3: Building topology in downtown Atlanta.

Note that in our work, we only consider LoS interference but not potential interference

from reflected signals. Reflected signals experience extra attenuation from obstacle sur-

faces and larger path loss due to longer transmission distances. Moreover, 3-dimensional

differences in relay positions mean that the transmission links are generally not in a hori-

zontal plane. Therefore, the reflected signals typically point to the ground or to the sky and

will not affect the unreflected signals.

3.5 Channel model

Our channel model follows our earlier work on DF relays [67], which will facilitate future

comparisons of AF and DF relay solutions. We use the standard assumption of additive

white Gaussian noise. Link capacities are assumed to follow Shannon’s Theorem, i.e.

C = B log2(1+min{SINR,SINRmax}) , (3.6)
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where B is the channel bandwidth in hertz and SINR is the signal to interference plus noise

ratio at the receiver. In real networks, the data rate is determined by the coding and mod-

ulation schemes and has a maximum achievable value based on the technology deployed.

The inclusion of SINRmax reflects this reality (without it, the capacity can become infinitely

high, which is clearly unrealistic). We also note that our approach ensures that there is no

interference along the relay paths that are selected. This, combined with the very short

LoS links, will produce very stable SINR values (and therefore very stable data rates also),

which can be used for path selection at network deployment time.1

The SINR can be stated as the following relationship:

SINR =
Pr

NT + I

=
Pr

KT B+ I

≈ Pr

KT B

= SNR ,

(3.7)

where Pr is the power of the intended transmitter’s signal when the signal reaches the

receiver, NT is the power of thermal noise, I is the power of signals from any interfering

transmitters. For the thermal noise, K is Boltzmann’s constant and T is the temperature.

SNR is the signal to noise ratio without considering interference.

Without considering interference, the path loss and attenuation loss are still taken into

account when calculating Pr at the receiving antenna. The Friis transmission equation is

used to calculate the transmit power Pr:

Pr(d) = Pt×Gt×Gr× (
λ

4πd
)

η

× e−αd , f ei (3.8)

where Pt is the transmit power of transmitting antenna, Gt and Gr are antenna gains of the

transmitting and receiving antenna respectively, λ is the wavelength of the signal, d is the

distance between the transmitting and receiving antenna, η is the path loss exponent, and

1We do not consider temporary physical link blockages in this work, since we assume that base stations
and relays are deployed on tops of buildings and temporary blockages will therefore be rare.
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α is the attenuation factor due to atmospheric absorption.

The fixed values mentioned in previous equations are shown in Table 3.1. Due to the

short LoS link used in the backhaul and the high SNR at the receiver, the relatively small

random attenuation due to the shadowing effect is ignored in our analysis without influ-

encing the effectiveness. However, the implementation loss (5dB), noise figure (5dB), and

heavy rain attenuation (10dB/km) need to be considered in analysis. So, we include an

additional link margin Lm = 10dB+ 10dB/km× d when calculating the received power.

As mentioned earlier, these values are the same as those used in our earlier work [67], in

order to facilitate the comparison of these works in the future research. For these values,

only the beamwidth of the antenna is different from that of the earlier work. The chosen

beam width of 5o is more in line with typical values of mmWave devices and allows for a

more realistic evaluation of interference in later sections.

Table 3.1: Parameters of simulation environment

B 2.16 GHz Pt 1 W Gtx,rx 21.87 dBi
fc 60 GHz φ 5o η 2.0

Lm 10 dB α 16 dB/km SINRmax 50 dB

3.6 Maximum throughput relay path selection

The above formulas allow us to express our problem quantitatively. There are many pos-

sible relay paths connecting the same source and destination nodes. In order to find a

path with large enough capacity, from Eqs. 3.6 and 3.7, it is obvious that a large value of

transmitting power Pr will give a large capacity. Then from Eq. 3.8, we can see that the

magnitude is only related to the distance as the other parameters are fixed. Therefore, an

intuitive conclusion would be that the shortest overall distance path will have the largest

capacity. However, the analyses we perform later prove that this is not the case.
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Figure 3.4: The whole path in a relay network and transmit powers of different relay nodes

3.6.1 Algorithm for finding maximum throughput relay paths

Fig. 3.4 shows an AF transmission model for a whole relay path in a network. In Fig. 3.4,

gi is obtained from Eq. 3.8 as

gi = Gt×Gr× (
λ

4πdi
)

η

× e−αdi , (3.9)

where i = 1,2, . . .n and n− 2 is the total number of relay nodes. βi is the power amplifi-

cation factor of each relay node, the transmission power Pt of each sender and each relay

node is assumed to be the same value and NT is the thermal noise power, which is the same

on every link, from Eq. 3.5, βi can be derived as:

βi =
Pt

Pt×gi +nt
(3.10)

Hence, the intended transmitter’s signal power Pr at the receiver n in Fig. 3.4 can be derived

as:

Pr = Ptg1g2 . . .gnβ1β2 . . .βn−1 (3.11)

The total thermal noise which is transmitted to the receiver, NTotall can be derived from

Fig. 3.4,

NTotal = NT (1+βn−1gn +βn−2βn−1gn−1gn . . .) (3.12)
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Substituting Eqs. 3.11 and 3.12 into Eq. 3.7, the SNR of the whole path can be found to

be:

SNR =
Pr

NTotal

=
Ptg1g2 . . .gnβ1β2 . . .βn−1

NT (1+βn−1gn +βn−2βn−1gn−1gn . . .)

(3.13)

Then, from substitute Eq. 3.10 into the Eq. 3.13, the SNR equation can be simplified

into

SNR =
Pn

t g1g2 . . .gn

NT
Pn−1

t
(Gn−1)+

N2
T

Pn−2
t

(Gn−2)+ . . .

=
g1g2 . . .gn

NT
Pt
(Gn−1)+

N2
T

P2
t
(Gn−2)+ . . .

(3.14)

Where Gn−m means the random combinations of n-m numbers of gi added together.

For example, if n = 4:

Gn−1 = G3 = g1g2g3 +g1g2g4 +g2g3g4 +g1g3g4 (3.15)

The value of the thermal noise power, NT = KT B, is approximately 10−12, where K is

the Boltzmann’s constant, T is temperature and B is bandwidth. The typical value of Pt

is about 1W. In comparison with the value of NT
Pt

, the values of N2
T

P2
t

, N3
T

P3
t
. . . can be ignored.

Therefore, Eq. 3.14 can be simplified to:

SNR≈ 1
NT
Pt
( 1

g1
+ 1

g2
+ . . .+ 1

gn
)

(3.16)

Consider the following term in the denominator of Eq. 3.16:

∑
1
gi

=
1
g1

+
1
g2

+ . . .+
1
gn

(3.17)

The values of NT and Pt are constant in this equation. Thus, the minimum value of Eq. 3.17

will give the maximum value of SNR. This means that in order to find a relay path with

maximum throughput, we need to find a relay path that minimizes Eq. 3.172.

2Note that this analysis matches that in [76], where the authors analyzed a more general case but also
discussed the high SNR case, which roughly corresponds to the network setting we consider herein.
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We can now use Dijkstra’s shortest-path algorithm to find a maximum-throughput path.

First, we build a graph with an edge for every pair of possible relay node locations that are

connected with a LoS path (and also all possible source-relay and relay-destination pairs).

We can then compute the weight of every edge in the graph as the corresponding 1
gi

value.

Using Dijkstra’s algorithm to find a path with the minimum sum of edge weights will then

also produce a path that minimizes Eq. 3.17, which is a maximum-throughput path.

3.6.2 Numerical results and simulations

We compare the results for three different cases. All three cases use Dijkstra’s algorithm,

but each case has different edge weight values. The first case uses 1
gi

as the edge weight

and will produce a maximum-throughput relay path. The second case uses the distance

between two nodes as the edge weight. This case will produce a path with the shortest total

distance. In the third case, we set all edge weights to be 1, which will produce a path with

the minimum number of hops.

Fig. 3.5 compares the average throughput and the average number of hops that are pro-

duced for these three different cases. It can be seen that, using 1
gi

as the weighted value in

Dijkstra’s algorithm, the highest throughput is achieved, as expected. The throughput dif-

ference can be quite substantial for larger values of BS separation. When the BS separation

is 800–1000m, the average throughput of the maximum-throughput paths is about 9 Gbps,

which is quite good. However, in this case, the maximum-throughput path uses about 28

hops on average. From the other two cases, we can see that paths with fewer than 5 hops

on average exist in this situation.

The results of Fig. 3.5 show that, while our analysis allows us to use Dijkstra’s algo-

rithm to find maximum-throughput paths, these paths can have a very high cost in terms

of the number of relays needed. With a large number of relays, the network stability, con-

nectivity, reliability and delay will all be negatively affected. In many situations, achieving

close to maximum throughput while using a much smaller number of relays would be a

preferable solution. This is the problem we consider in the next step.
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Figure 3.5: Average maximum throughput and number of hops among all available paths
under three different cases

3.7 Relay path selection with maximum hop constraint

3.7.1 Hop-Constrained relay path selection algorithm

To control the number of hops in a searched path, we adopt the idea of dynamic program-

ming (DP). We can easily find the optimal throughput path from s to d with at most h hops,

if we know the optimal throughput paths from s to all neighboring nodes of d and d itself

with a maximum (h−1) hop constraint.

Algorithm 1 shows the pseudo-code for our improved path selection algorithm, which

does a search of possible maximum throughput paths with a limited number of hops. The

pseudocode uses a dynamic programming approach with recursion. Since best paths found

with shorter hop counts are recorded as the algorithm executes and these values can be

looked up later in constant time without additional recursion, the time complexity of the

algorithm is O(hN2), where h is the maximum hop count and N is the number of nodes in

the graph.
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Algorithm 1 Finding the path with maximum throughput using a limited number of
hops
Input: s (source), d (destination), V (nodes), N (neighbor map), h (max hop), W

(weight matrix)
Output: path

1: Initialize |V |× (h+1) matrix dist to Inf;
2: dist[s][0]= 0; // distance from s to s at 0 hop is 0.
3: Initialize |V |× (h+1) matrix pre to -1;
4: pre[s][0]= s; // pre node from s to s at 0 hop is s.
5: minDist = findPath(d,h,dist, pre);
6: if minDist == Inf then
7: return NULL; // no path found
8: else
9: return pathRecovery(d,h, pre);

10: Function findPath(d′,h′,dist, pre)
11: if h′ == 0 then
12: return dist[d′][0];
13: if dist[d′][h′]< Inf then
14: return dist[d′][h′];
15: Nd′ = N.get(d′); // store neighbors of d′ in Nd′

16: for n in Nd′ do
17: temp = findPath(n,h′−1,dist, pre)+W [n][d′];
18: if temp < dist[d′][h′] then
19: dist[d′][h′] = temp;
20: pre[d′][h′] = n;
21: findPath(d′,h′−1,dist, pre);
22: if dist[d′][h′−1]< dist[d′][h′] then
23: dist[d′][h′] = dist[d′][h′−1];
24: pre[d′][h′] = pre[d′][h′−1];
25: return dist[d′][h′];
26: Function pathRecovery(d′,h′, pre)
27: cur = d′
28: while cur 6= s do
29: path.add(cur);
30: cur = pre[cur][h′−−];
31: path.add(cur);
32: return path;

=0

We can combine Algorithm 1 with Dijkstra’s Algorithm to find a good relay path. We

first use Dijkstra’s algorithm to find both the maximum throughput and the minimum num-

ber of hops. For a given throughput goal, e.g., 90% of maximum, we can then repeat

Algorithm 1 starting from the minimum hop count + 1 and increasing the hop count until

the target throughput is reached. This ensures that a target throughput is achieved using the

35



minimum number of hops.

3.7.2 Numerical results and simulations

We first discuss one representative example to illustrate how throughput varies with hop

count. Fig. 3.6 shows the results for this example, which is a pair of base stations in

the separation range of [600,800) meters. Note that throughput increases rapidly as hop

count is increased beyond the minimum value and then increases only gradually up to the

maximum throughput of 9.501 Gbps, which occurs at a hop count of 24. With a hop count

of only 8, a throughput of 8.673 Gbps is achieved, which is already more than 90% of the

maximum.
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Figure 3.6: Throughput vs. hop count for one example BS pair

We also evaluate the combination algorithm in aggregate using the same 100 pairs of

BSs in the five different ranges of distances as described in Section 3.6.1. Here, we set the

throughput target to be 90% of the maximum throughput. Fig. 3.7 shows that the number of

hops is significantly reduced with only a 10% reduction in throughput. For example, in the

800m to 1000m BS separation case, the average number of hops is reduced from about 28
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to about 8, which represents a substantial savings in the number of relays, a corresponding

reduction in delay, and other aforementioned benefits.
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Figure 3.7: Number of hops required for a maximum-throughput path and a 90% of maxi-
mum throughput path

3.8 Interference considerations

The results presented in the previous sections assume that self-interference does not occur

along paths. If this assumption is violated, the actual throughput will be lower than our

analyses predict. For the same data sets used in previous sections (100 BS pairs for each BS

separation range), Table 3.2 shows the frequency of interference occurring on the minimum

hop, maximum throughput, and 90% of maximum throughput paths. The table shows that

interference is rare. For example, on the 90% of maximum throughput paths, there are only

10 paths out of 500 total that experience interference.

We also investigate the cases where interference occurred. In 96.5% cases, the in-

terference occurs between two links, i.e., one physical link of the transmission path has
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Table 3.2: Percentage of paths with interference

BS distance (m) Optimal path Path with 90% throughput Path with min. hops
[20,200) 0% 0% 0%
[200,400) 3% 0% 0%
[400,600) 2% 1% 0%
[600,800) 1% 3% 0%
[800,1000) 5% 6% 0%

interference with the other physical link, no more interference happens between other pair

of links. In a small number of cases, one of the physical links has interference with more

than one link. There is no case that have interference between more than three links. The

percentages of these different cases are shown in Table 3.3.

Table 3.3: Probability of different situations of interference occurring

Interference between 1-to-1 physical link 96.5%
Interference between 1-to-more than 2 physical links 3.5%

Interference between 3 physical links 0%

While the interference probability is small, our approach does occasionally choose

a path with interference. In this situation, we want to be able to find a different non-

interfering path with close to the same performance (throughput and hop count) as the

interfering path. We therefore investigated a simple method to guarantee interference-free

paths. In this method, if a path is chosen that has interference between links, we pick any

one of the links experiencing interference and give it a very high weight value. We then

re-run the algorithm to find a new path, which will not contain that link. We repeat this

procedure as many times as necessary until an interference-free path is found.

We compared the newly found interference-free paths using this method with the pre-

vious paths, using 90% of maximum throughput paths as examples. From Table 3.2, the

previous paths with 90% of maximum throughput in [400,600) distance range, interfer-

ence occurred in one pair of BSs out of 100 total pairs. Comparing this one path with the

interference-free path we found using our method, the hop count of the interference-free
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path increased from 3 to 6. In this case, the average number of hops for these 100 pairs

of BSs (compare to Fig. 3.7) only increased from 4.61 to 4.63. For the distance ranges of

[600,800) and [800,1000), there are three pairs and six pairs of BSs that have interference

in the paths, respectively. For the interference-free paths found by our method, two of the

three pairs hop counts increased by 1 and two of the six pairs hop counts increased by 1,

while the other paths’ hop counts did not increase at all. The average number of hops for

the [600,800) case increased from 6.54 to 6.56 and for the [800,1000) case, it increased

from 8.68 to 8.70.

In summary, our approach can easily be modified to only produce interference-free

paths, with minimal impact on the average throughput and hop count.

3.9 Antenna beamwidth investigation

As aforementioned, the value of antenna beamwidth is different from the earlier work. We

choose 5o as the beamwidth value, since it is more in line with typical values of mmWave

devices and allow for a more realistic evaluation of interference. However, in order to be

more comparable with other works, we also evaluate the interference occurrence with dif-

ferent values of antenna beamwidth, the values include 5o, 8o and 11o. Table 3.4 shows the

frequency of interference occurring on the optimal throughput paths with different values

of antenna beamwidth.

Table 3.4: Percentage of optimal paths with interference

BS distance (m) 5o beamwidth 8o beamwidth 11o beamwidth
[20,200) 0% 1% 3%
[200,400) 3% 3% 5%
[400,600) 2% 4% 6%
[600,800) 1% 2% 5%
[800,1000) 5% 5% 7%

The results show that with the increase value of beamwidth, the occurrence frequency

increases, however, the interference is still not a lot in large value of beamwidth. This
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benefit from the blockage effect and the many obstacles in the urban environment, the

3D model for buildings reduces the overall impact of interference. We also compare the

optimal throughput difference between different beamwidth value. Fig. 3.8 shows the

results.
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Figure 3.8: Optimal Throughput value of AF interference-free paths with different
beamwidth values

Fig. 3.8 shows that with the increments of beamwidth, our algorithms are still able to

find high enough throughput paths with AF relays. The maximum throughput values are

virtually the same as the paths with different beamwidth value.

3.10 Chapter summary

In this chapter, we have presented path selection algorithms to find high-throughput paths

using amplify-and-forward relays to support mmWave backhaul networks. While we can

very efficiently find maximum-throughput paths, they often require a very large number

of relays. With a slightly less efficient algorithm, however, we were able to find high-

throughput paths that use far fewer relays. We also verified that the paths produced by

our algorithms have a very high likelihood of being interference free and we presented

an extended approach that handles the rare interference cases. Finally, we also find the

frequency of interference occurring in different beamwidth degree values. We find that due
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to the blockage effect in 3D urban dense environment, interference rarely exist even if we

increase the beamwidth value. The interference free paths find by our algorithm are all

have the high throughput values with different beamwidth value.
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CHAPTER 4

PATH SELECTION WITH DECODE AND FORWARD RELAYS IN MMWAVE
BACKHAUL NETWORKS

4.1 Introduction

In chapter 3, we have explored the maximum-throughput paths selection with AF relays

for mmWave backhaul communications in urban environments with grid topology. As

mentioned in Chapter 3, the primary relaying strategies are AF and DF. In AF relaying, each

relay node simply amplifies and forward the received signal. In DF relaying, each relay

node decodes, re-modulates and re-transmits the received signal. Because AF relaying

amplifies noise along with intended signal at each hop, while DF relaying eliminates the

noise at each hop, the end-to-end performance of DF should be superior to that of AF [55].

Hence, after the AF strategy has been investigated in chapter 3, in this chapter, we focus

primarily on the DF relay case. Moreover, at the end of the chapter, we also do compare

the DF relay results with existing work that studied AF relays.

The average error performance analysis of the multihop-based DF protocol is analyzed

in [78][79][80][81][82]; however, these works only considered the performance of the pro-

tocol but didn’t consider the path selection problem. A few works have considered the

relay path selection problem with DF relays [67][83][84] previously. However, in [83][84],

the possible paths are given and the methods simply choose the best one, whereas in our

work, possible relay locations are given and the goal is to select an optimal path that goes

through a subset of the given locations. The closest prior work to the work in this paper

is our previous work in [67]. However, the algorithm of [67] focuses on very short re-

lay paths with minimum or near-minimum number of relays. While the algorithm of [67]

could be extended to find the overall maximum-throughput path, its time complexity grows

exponentially with the length of the path and so it is impractical as a general solution to

the optimal-throughput path selection problem. Thus, our algorithm presented herein is the
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first polynomial-time algorithm with provably optimal throughput performance for the DF

relay selection problem in mmWave backhaul.

We propose three different algorithms in this chapter, based on a novel weighted di-

rected graph model, where nodes in the graph represent possible pairs of consecutive links

in a relay path. We transform the maximum-throughput relay path selection problem into

a widest path problem in this graph. Our first algorithm selects a provably optimal path, in

terms of throughput, with no limitation on length and under the assumption that multiple

relay nodes can be placed at the same location. In the second algorithm, we are able to

constrain the graph formulation to prevent multiple relays at the same location. While our

solution to this constrained problem does not guarantee the optimal throughput under this

constraint, we demonstrate through simulation that the throughput is extremely close to an

upper bound, making the algorithm near-optimal. Finally, to account for latency considera-

tions, we modify the algorithm to find high-throughput paths with a small number of relays.

As validated by a large number of random cases in a realistic wireless network setting, this

final algorithm finds paths with very high throughput and a small number of relays. We

also compare the performance of Amplify and Forward protocol in our earlier work [85]

with Decode and Forward protocol in the same scenario, the algorithms they used to find

the best path are both adapted from the Dijkstra algorithm, making them more comparable.

The results show that compared with AF, DF protocol has better throughput performance

and use fewer relays for the optimal path in a same scenario.

4.2 Network model

In order to compare the AF and DF protocols in the later section, the channel model and

network environment in this chapter follow our previous AF relay works in chapter 3,

we use an actual 3D based grid topology of a section of downtown Atlanta to drive the

simulations. Similar to chapter 3, we focus on finding multi-Gbps backhaul logical link

between a given pair of BSs. However, due to the well-known blockage effect on mmWave
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signals, LoS links will often be unavailable in obstacle-rich urban environments. To find

high throughput backhaul links, we use dedicated relays to form a multi-hop path between

a given pair of BSs with each hop being a LoS link. We assume a set of candidate locations

for deploying relays is given.

However, the candidate relay locations are different with our setting in chapter 3. In our

DF algorithms which will be introduced in section 4.6 and 4.7, since each two consecutive

links in the original graph will compose a new vertex, a bunch of new nodes will be gen-

erated in the new graph. Therefore, the new graph is larger and contains more information

compared with the original graph. In order to reduce the amount of data set, we reduce the

number of our relay node locations in DF simulations. Instead of randomly placed on ev-

ery building surface, we pick the diagonal corners of the BSs rooftop locations as possible

relay locations (183 in total). In the following comparison section, AF will use the same

data set with DF.

The highly directional signals from the narrow beamwidth mmWave antennas, together

with the blockage effect in mmWave, the many obstacles in the urban environment, and

the 3D nature of the network topologies, make interference a fairly rare occurrence in our

mmWave backhaul setting. For these reasons, we ignore interference in our initial analyses

and designs like chapter 3. However, interference must be handled carefully; otherwise, the

throughput performance could degrade a lot. Therefore, like the work in chapter 3, we can

check the final selected paths for interference and iterate the selection process, if necessary,

to find interference-free paths in the small number of cases where the original path contains

interference. The last set of results we present in section 4.9 demonstrate that this process

finds interference-free paths with virtually no reduction in performance compared to the

paths generated without considering interference.
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4.3 Channel model and propagation assumptions

The channel estimation penalty is negligible when the signal to noise ratio is high and

the small scale fading is mild. In this situation, the maximum achievable rate is closely

approximated by the capacity of a continuous time additive white Gaussian noise (AWGN)

channel with the same SNR [66]. Our approach, presented in subsequent sections, produces

very short LoS physical links, which will operate in the high SNR region and, therefore,

the AWGN assumption is reasonable and link capacities can be estimated by Shannon’s

equation, which is Eq. 3.6 we also used in chapter 3. Note that our approach assumes

that there is no interference along the relay paths that are selected. This, combined with

the very short LoS links, will produce very stable SINR values (and therefore very stable

data rates also), which can be used for path selection at network deployment time.1 SINR

is defined by Eq. 3.7 and the Friis transmission equation Eq. 3.8 is used to calculate the

receive power.

4.4 DF protocol

Consider the simplest relay path consisting of a source station (s), a single relay station (r),

and a destination station (d), as shown in Fig. 4.1. Let hsr be the channel gain from s to r

and hrd be the channel gain from r to d.

For the data transmission along this two-hop path, r decodes the received signal ysr

to obtain a signal x̂, which it then forwards to d, LoS link from s to d is assumed to be

unavailable in our obstacle-rich environments. The received signal yrd at d is:

yrd = hrd x̂+nt (4.1)

It is observed that in case the interference is eliminated, the added noise in the received sig-

nal is removed by the decoding at a DF relay node, which then regenerates and re-encodes

the signal to be forwarded to the next hop and eventually to the destination. Therefore, un-

1We do not consider temporary physical link blockages in this work, since we assume that base stations
and relays are deployed on tops of buildings and temporary blockages will therefore be rare.
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Figure 4.1: Simplest DF relay path

like the case in AF relay paths, where the maximum end-to-end throughput is determined

by the end-to-end SNR [85], our previous work[67] shows that the maximum end-to-end

throughput of a DF relay path is determined not only by the capacity of each individual

link but also by the link schedule.

4.5 Problem formulation

Assume the same traffic demand on each individual physical link along a path is D bits.

The time demand fi of link i can be obtained as,

fi = D/Ci (4.2)

From Theorem 1 in [67]: the minimum schedule length t in a multi-hop interference-

free relay path is equal to the maximum demand sum of two consecutive links, i.e.,

t = max
1≤i≤|V |−1

fi + fi+1

= max
1≤i≤|V |−1

D(1/Ci +1/Ci+1) ,

(4.3)

where |Vl| is the number of nodes in a relay path l. Thus, to obtain the maximum throughput

T among all possible DF relay paths L between a pair of BSs, we have to find a path l ∈ L
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with the minimum schedule length minl∈L{tl}.

T =max
l∈L
{D/tl}

=max
l∈L
{ min

1≤i≤|V |−1
{ CiCi+1

Ci +Ci+1
}}

(4.4)

The problem of finding a maximum-throughput DF relay path is mathematically equiv-

alent to solving Eq. 4.4. In [67], the authors present a heuristic algorithm that finds a

maximum throughput DF relay path with a very limited number of hops; however, due

to its high computation complexity, it cannot be used to find a path with globally optimal

throughput over paths with an arbitrary number of hops. In the next section, we propose

a novel graph model that can be used to transform this problem into a well-known widest

path problem in graph theory, such that a DF relay path with globally optimal throughput

can be found in polynomial time.

4.6 Novel weighted directed graph model

In the widest path problem in graphs, the objective is to find a path between two designated

vertices such that the weight of the minimum-weight edge in the path is maximum among

all paths between the two vertices [86]. We note that this problem is similar in form to

Eq. 4.4 that it maximizes some minimum quantity over the paths between two vertices.

However, there is a clear gap between these two problems, because in the widest path

problem, the weights are defined on the edges of the graph, while in Eq. 4.4, the weights

are defined on pairs of links. To bridge this gap, we propose to transform the original graph,

which consists of BSs, candidate relay locations, and possible physical links, into a novel

weighted directed graph model where:

• the vertices represent 3-tuples of nodes that form a pair of links from the original

graph,

• the edges connect each two vertices where the second link in the link pair of one

vertex is the same as the first link in the link pair of the other vertex,
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• the weight of each edge is defined as CiCi+1
Ci+Ci+1

, where link i and link i+ 1 are the

consecutive link pair specified by the edge’s starting vertex.

An example of an original network graph is shown in Fig. 4.2 and its corresponding new

weighted graph is shown in Fig. 4.3. In the original network graph, A represents the source

BS, F represents the destination BS, B, C, D, and E represent possible relay locations, an

edge between two nodes indicates that there is a LoS link between them, and the edge

weights represent the capacities of the associated links. Next, we describe how the new

weighted graph of Fig. 4.3 is constructed from the original graph of Fig. 4.2.

Figure 4.2: Original Weighted Graph

As mentioned, the vertices of the new graph are 3-tuples representing a pair of consec-

utive links in the original graph. For example, the vertex ABE represents the link (A, B)

followed by the link (B, E) in the original graph. The first two columns of Table 4.1 list the

nodes and their neighbors from the original graph. From the nodes and their neighbors, we

generate combinations of the form neighbor, node, neighbor to form the set of vertices of

the new graph. The last column of Table 4.1 shows the vertices in the new graph generated

in this way. Note that not all possible combinations become new vertices. This is because

the paths that we consider start from the source BS (A) and end at the destination BS (F).

Thus, no path links should end at the source or start from the destination. In the table,

this means that A can only appear in combinations as the first element of the tuple and F

can only appear as the last element. Also, in the new graph, A is the source node and F

is the sink node. For consistency in labeling, we denote those vertices by 00A and F00,
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respectively. Note that the generated vertices in the new graph are directional and different

notations with the same 3 nodes of the original graph have different meaning, e.g., BDC

and CDB both use edges (B, D) and (D, C) but in opposite order.

Table 4.1: Create New Vertices for Weighted graph

Nodes Neighbors New Vertices
B A, D, E ABD, ABE, DBE, EBD
C A, D ACD
D B, C, F BDC, BDF, CDB, CDF
E B,F BEF
A B, C 00A
F D,F F00

Figure 4.3: New Weighted Directed Graph

As mentioned earlier, an edge exists between two vertices in the new graph if the second

edge of the first vertex’s 3-tuple is the same as the first edge of the second vertex’s 3-tuple.

As for the source and destination vertices, since they are in the special form of 00S and D00,

we define that all vertices of the form SYZ are neighbors of 00S and, similarly, all vertices

of the form WXD are neighbors of D00. Based on the above methods, after identifying the

neighbors of each vertex in the example, as shown in Table 4.2, we can generate different

edges that point from a vertex to its neighbors like shown in Fig. 4.3.
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Table 4.2: Neighbors for New Vertices

New Vertices Neighbors New Vertices Neighbors
ABD BDC, BDF BDF F00
ABE BEF CDB DBE
DBE BEF CDF F00
EBD BDC, BDF BEF F00
ACD CDB, CDF 00A ABD, ABE, ACD
BDC NULL F00 NULL

The last elements of the new weighted graph are its edge weights. Referring to Eq. 4.4,

we set the weight of each edge in the new graph as the weight value of the edge’s starting

vertex, i.e. CiCi+1
Ci+Ci+1

, where link i and link i+1 are the consecutive link pair specified by the

edge’s starting vertex. For example, the weight of the edge (EBD, BDC) is the weight of

EBD, which (referring to the capacities in Fig. 4.2) is 5×3
5+3 = 15/8. We set the weight of

any edge emanating from the source vertex to infinity, which allows those edges to be used

in any path without constraining the path’s throughput.

Once we have generated a new weighted directed graph from an original graph, we find

the widest path in the new graph, which represents the maximum throughput path in the

original graph, as shown by Eq. 4.4. The path in the new graph can be easily converted to

the corresponding path in the original graph. For example, the widest path in the graph of

Fig. 4.3 is 00A→ ABD→ BDF→ F00 and this corresponds to the path A→ B→ D→ F

in the original graph.

4.7 Basic DF relay path selection algorithms

4.7.1 High throughput path selection algorithm

Algorithm 2 shows the pseudo-code of our algorithm based on the widest path problem,

which finds the maximum minimum weighted path in the new weighted graph and then

converts the widest path to an optimal-throughput path in the original graph. The following

theorem states the optimality of Algorithm 2 and gives its time complexity:

Theorem 1. For a given source, destination base station pair and a given set of pos-
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Algorithm 2 Finding the DF relay path with maximum throughput using the method
of widest path search
Input: srcId (original source station), dstId (original destination station), src (new

source vertex), dst (new destination vertex), Vo (original vertices), Vn (new ver-
tices), No (original neighbor map), Nn (new neighbor map)

Output: OriginalPath
1: Function NewGraphPath(Graph,Source,Destination)
2: width[src] = +In f
3: for each new vertex V in Graph do
4: width[V ] =−In f ; prevIndex[V ] = unde f ined
5: Q = unvisited set in new Graph
6: while Q is not empty do
7: u: a vertex in Q with largest width[ ]; remove from Q
8: if width[u] =−In f then
9: break;

10: for each new neighbor n of u do
11: alt = max(width[n],min(width[u],width[n,u]))
12: if alt > width[n] then
13: width[n] = alt; previous[n] = u;
14: return width; prevIndex
15: Function newpathRecov(src,dst, prevIndex)
16: cur = dst
17: while cur 6= src do
18: newnodespath.add(cur); cur = preIndex[cur];
19: path.add(cur);
20: return newpath;
21: Function pathRecov(srcId,dstId, prevIndex,newpath)
22: path.add(dstId)
23: for 0 < i < newnpath.size−1 do
24: path.add(newnpath[i][1]);
25: path.add(srcId);
26: return path; =0
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sible relay locations, Algorithm 2 produces a decode-and-forward relay path with highest

throughput in time O(|E|4), where |E| is the number of line-of-sight links between different

possible relay locations.

Proof. The optimality of the selected relay path follows directly from the graph construc-

tion of the previous section.

The time complexity of the widest-path algorithm is O(|V |2), where |V | is the number

of vertices of the modified graph. There is at most one vertex in the modified graph for

each pair of edges in the original graph. Since |E| is the number of edges in the original

graph, |V | ∈ O(|E|2) and the overall complexity is then O(|E|4).

In addition to producing a relay path with maximum throughput, Algorithm 2 also

provides an upper bound throughput value against which the results of other non-optimal

algorithms can be compared.

4.7.2 Path selection algorithm without repeat nodes

As we evaluated Algorithm 2 on different data sets, we discovered that it can produce relay

paths in which the same relay location occurs multiple times. For example, if S is the source

base station and D is the destination base station, then the path 00S→ SIJ→ IJK→ JKL→

KLI→LID→D00 in the modified graph is converted to path S→ I→ J→K→L→ I→D

in the original graph and this path passes through relay location I twice. This situation

arises because the optimal algorithm selects widest paths on link pairs, rather than simply

on links. So, in the given example, link (S, I) pairs better with link (I, J) than it does with

link (I, D), while link (L, I) pairs well with link (I, D). Because of these link pairings, relay

location I appears twice in the path.

In some scenarios, it might be possible to deploy two relay nodes at the same location by

physically separating their antennas and this situation would not cause any major problem.

However, other scenarios might have physical constraints that prevent multiple relay nodes
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from being deployed at the same location. To handle scenarios in which each possible relay

location can host at most one relay, we modify Algorithm 2 by not searching links in the

modified graph that would produce a repeat node in the original graph. It turns out that this

modification some times causes optimal paths to be missed in these new scenarios.

For example in Fig. 4.4, from source vertex 00A, the algorithm will choose path 00A→

ABC→ BCD→CDE → DEG until vertex DEG, as this path has better weighted value 4

than the other choice 3. After vertex DEG, EGB is the next choice with weight value 5

which is larger than another option 2. However, EGB reuses vertex B, therefore, EGB will

be ignored and EGH will become as the next vertex. After these steps, vertex DEG deter-

mines its next vertex and will be removed from Q (unvisited set) like shown in algorithm

1. After these steps, the minimum weight value of path changes to 2 which is less than

3. Then the algorithm will consider the path 00A→ AML→MLD→ LDE→ DEG in the

next step. For vertex DEG, it already determined its next vertex EGH and be removed from

the unvisited list, therefore, the path will choose vertex EGH after vertex DEG. However,

EGB does not have repeat vertex with path at this time and it has better performance, but it

is ignored in our algorithm. Therefore, our second algorithm does not consider all the paths

in the graph, it only can find a near-optimal path instead of an exact optimal path. However,

in the next subsection, we demonstrate that this modified algorithm still produces paths that

have very close to optimal throughput.

4.7.3 Simulation results

We compare three different cases. First, we use Algorithm 2 to find an optimal-throughput

relay path that might contain multiple relays of the same location. Second, we use Di-

jkstra’s algorithm to find a path with the minimum number of hops. Third, we use the

modified algorithm to find a relay path where each possible relay location occurs at most

once.

Fig. 4.5 compares the average throughput and the average number of hops that are pro-

duced for these three cases. Note that the optimal throughput is 2–3 times higher than that
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Figure 4.4: Algorithm 2 Example
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Figure 4.5: Average throughput and number of hops among selected paths with and without
repeated nodes

achieved by minimum-hop paths. However, optimal-throughput path has a large number

of hops in the paths. For example, in the most extreme case (maximum BS separation),

the average number of hops needed for the optimal-throughput path is about 29, while

minimum-hop paths use an average of only around 4 hops.

It is interesting to note that the modified algorithm that does not allow repeat nodes

produces an average throughput that is very close to that of the optimal algorithm. Thus,
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while the modified algorithm is sub-optimal in some cases, in practice it is very close

to optimal. Eliminating repeat nodes reduces the lengths of the paths somewhat, but the

number of hops is still quite high, e.g., around 24 for the maximum separation case.

The above results show that our algorithms are able to find paths with very high through-

put. However, these paths can have a high cost in terms of the number of relays deployed.

In the next step, we consider the path selection problem where a throughput requirement

is given and the goal is to minimize the number of relays while achieving the required

throughput.

4.8 Minimum hop relay path selection with throughput constraint

Given a target percentage of maximum throughput, e.g., 90%, our throughput-constrained

path selection algorithm consists of the following steps:

1. Use Algorithm 2 to find the maximum throughput value, and set the throughput

threshold to be the specified percentage of the obtained value.

2. Prune all edges whose weights are smaller than the threshold value from the modified

weighted graph.

3. Use Dijkstra’s algorithm to find a minimum-hop path in the pruned graph.

Any path in the modified graph that contains an edge with weight below the target through-

put threshold will not meet the target. Furthermore, once all such edges are pruned from

the modified graph, all remaining paths meet the throughput target. Therefore, we select a

minimum-hop path from the pruned graph as the best path to satisfy the minimum through-

put requirement.

As an example, we set 90% of the maximum throughput as the threshold value and

compared the throughput-constrained algorithm to the algorithm from the previous section

that maximizes throughput while selecting paths without repeat nodes. Fig. 4.6 shows that,

55



[20,200) [200,400) [400,600) [600,800) [800,1000)
End-to-end distance range (m)

0

5

10

15

20

25

Av
er

ag
e 

nu
m

be
r o

f h
op

s

Path from modified algorithm
Path from modified algorithm with 90% throughput

Figure 4.6: Number of hops required for best paths without repeated nodes and 90% of
maximum throughput paths

for all base station separation ranges, the number of hops is reduced significantly with the

throughput-constrained algorithm while only sacrificing 10% of the throughput.

4.9 Interference considerations

The results presented in the previous sections do not consider the interference issue which

we mentioned before. As we assume all wireless nodes are at the top vertices of buildings

in our model, the mutual interference has many chances to appear since these nodes have

larger LoS view compared with the deployment in other scenarios such as on the walls of

buildings. If this assumption is violated, the actual throughput will be lower than we ob-

tained before. For the same data sets used in previous section, we find out the frequency

of interference occurring on the maximum-throughput no repeat node path to verify the as-

sumption. Table 4.3 shows the interference happens a lot as we expected before, especially

when the distance between the two BSs is long.

While the interference probability is large, we want to be able to find a non-interference

path. In the results presented in this section, we first ran the algorithm of Section 4.7.2 with

at most one node per relay location and we then checked the resulting paths for interfer-
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Table 4.3: frequency of interference occurring

BS Distance (m) Interference on maximum throughput path
[20,200) 24%

[200,400) 25%
[400,600) 56%
[600,800) 58%
[800,1000) 70%

ence, assuming an antenna beamwidth of 11o. If interference was found, we iterated the

algorithm by removing an interfering link and re-running it. In this way, we were able to

find interference-free paths in all cases. Note that in this chapter, the antenna beamwidth is

11o, and as aforementioned, the relay locations are different with chapter 3. Therefore, the

optimal throughput values of AF are different with chapter 3.

Fig. 4.7 compares the interference-free paths with the paths generated under the as-

sumption of no interference. The results show that interference-free paths can be found

with virtually the same performance (throughput and number of hops) as the paths in which

interference is ignored.
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Figure 4.7: Comparison between maximum throughput path (assuming no interference)
and maximum throughput interference-free path
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4.10 Comparison between DF and AF

In this section, we compare two different kinds of fixed relaying protocols that are defined

for wireless cooperative communications in mmWave backhaul situation. In fixed relay-

ing protocols, we allow the relay either to amplify its received signal, maintaining a fixed

average transmit power, or to decode and re-encode the received signal and then forward

it to the destination. These two relaying strategies are known as amplify-and-forward and

decode-and-forward, respectively. The main advantage of the DF strategy is that it elimi-

nates the noise at relay nodes. However, the DF strategy has higher complexity and delay

at each node due to modulation, demodulation, encoding, and decoding. The AF strategy

is simpler and can, therefore, be implemented with lower cost. However, the AF strategy

is prone to noise propagation effects because the relay node also amplifies the noise when

the retransmitted signals are amplified. The noise amplification problem can degrade the

signal quality.
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Figure 4.8: Average maximum throughput and number of hops among all available paths
for DF and AF protocol

Our prior work solved the problems considered herein for AF relay paths [85] using

a simpler modification of Dijkstra’s algorithm that worked for the AF setting. Fig. 4.8
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compares the paths selected by that algorithm for the AF case with the DF algorithm for

maximized throughput without repeat nodes.2 In both cases, we added the interference

checking step at the end and found new paths without interference for the small number

of interference cases that occurred. The maximized throughput DF algorithm has 10–30%

higher throughput than the AF algorithm but it also requires significantly more hops. How-

ever, if we compare the DF paths with 90% of maximized throughput to the AF paths,

we find that the DF paths still have larger throughput than the AF paths and they are also

shorter. This indicates that to find a relay path in the same environment, DF has better

performance than AF both in terms of throughput and number of hops. Of course, as men-

tioned earlier, DF relays are more complex and, therefore, have higher cost than AF relays.

Nevertheless, the performance gains of DF relays are quite significant.

4.11 Chapter summary

In this chapter, we have developed a novel widest-path formulation of the problem of find-

ing high-throughput paths using decode-and-forward relays to support mmWave backhaul

links. This novel formulation allowed us to develop a series of algorithms, the first of which

has provably optimal throughput, that solve several variations of the problem. This repre-

sents the first polynomial-time algorithm for this problem with probably optimal through-

put. Simulation results verified that all of our algorithms achieve very high throughput and

our final algorithm does so while using a small number of relays. We also demonstrated

that relay paths using DF relays significantly outperform those with AF relays, both in

terms of throughput and number of hops.

2For the AF algorithm, there is no benefit to having multiple relays in the same location, so we used the
DF algorithm without repeat nodes for a fair comparison.
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CHAPTER 5

FEASIBILITY OF MULTIPATH SELECTION IN MMWAVE BACKHAUL
NETWORKS

5.1 Introduction

In chapter 3 and 4, we explored the single path selection problems for long-range ultra-

high-speed relay-assisted millimeter wave backhaul networks in grid topology. To meet the

increasing traffic demand and quench the ever-ending thirst of data rates in 5G mobile net-

works, in addition to millimeter wave communication links, using multiple paths through

a network is another intuitive method to increase the bandwidth in network. Due to the

dense small cell deployment and heavy traffic demands, 5G backhaul networks will need

to support hundreds of gigabits per second of traffic from the core network. Even with the

high data rates achievable with mmWave communication, conventional single path trans-

missions might not be able to meet these demands. Therefore, selecting multiple multi-hop

mmWave paths in backhaul networks is a promising technique with the capability of pro-

viding a multi-gigabit transmission rate in backhaul networks. In this chapter, we focus on

the problem of feasibility of multiple path selection with relays for long-range ultra-high-

speed millimeter wave backhaul networks in 3D urban environments with grid topology.

Multiple interference-free paths will be selected through relay selections between a pair of

base stations. Due to the mmWave transmission issues mentioned in the previous chap-

ters, relay nodes are used in this work to support the sequence of shorter communication

links. Moreover, in order to achieve the ultra high rates necessary for mmWave backhaul

networks, line-of-sight communication links are still utilized on each hop and the scenario

considered herein is still based on the 3D outdoor grid topology of Atlanta downtown area.

Fig. 5.1 illustrates a localized piece of the reference scenario considered in this chapter

with multi-path selection. SBSs are densely deployed in an urban area. Only some BSs

have fiber connections to the broader network and, therefore, other BSs need to communi-

60



Figure 5.1: Multipath Selection in Relay Assisted mmWave Backhaul Network

cate wirelessly to send traffic to/from the wired connectivity points. Such an architecture

is referred to as a self-backhaul network [87]. To facilitate line-of-sight communications

between BSs in this dense urban environment, relay nodes are deployed at strategic points.

As mentioned, prior works have considered how to select the best relay locations to support

a single high-data-rate path between a pair of SBSs using line-of-sight communication at

each hop. However, such a solution might still not be able to support the ultra-high data

rates necessary for backhaul traffic, particularly for the links close to the wired connectivity

points, where traffic is typically aggregated from a fairly high number of SBSs.

In this chapter, we explore the possibility of deploying multiple relay paths between a

single pair of SBSs in this wireless backhaul scenario. Multiple independent and interference-

free paths can be used in parallel, potentially doubling or tripling the achievable data rate

between a pair of BSs. Fig. 5.1 depicts an example, where 3 independent relay paths are

deployed between two SBSs. Subsequent sections present the formulation of the multi-

path problem as a Boolean satisfiability problem, a heuristic algorithm for finding multiple

constraint-satisfying paths, and extensive simulation results based on a realistic 3-D urban
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topology. The specific contributions of this chapter include:

• the first exact formulation of the multi-path selection problem in mmWave backhaul

networks with constraints,

• a reformulation of the multi-path problem as a Boolean satisfiability problem, which

allows satisfiability (SAT) solvers to check for existence of multiple paths that satisfy

the constraints,

• design of a heuristic algorithm to efficiently find constraint-satisfying multiple paths

in many cases, and

• extensive simulation results, which demonstrate that:

– the SAT solver can judge the existence of multiple paths precisely, but it can

take more than one hour to produce a result for some of the cases we evaluated,

– the heuristic multi-path selection algorithm produces substantial throughput im-

provements for mmWave backhaul connections, and

– the heuristic algorithm is able to find multiple paths satisfying the given con-

straints in almost all cases where they exist and it produces its result within a

few seconds for all evaluated cases.

5.2 Preliminaries

5.2.1 Network model and Channel model

We consider the same scenario with previous works in chapter 3 and 4, in order to pro-

mote the result comparison in later section. The network model based on our 3D-based

grid topology of buildings in downtown Atlanta, Georgia with 227 buildings higher than

5 meters. The candidate locations for BSs and relays are similar to chapter 4, where one

of the building rooftop corners is randomly picked as a candidate location for deploying a

BS and the diagonal corners of these rooftops are picked as possible relay locations (183
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positions in total). To avoid too many BSs in the same area, we correspondingly partition

the area into square grids and each grid has only one BS selected randomly. Therefore, a

grid topology with given BSs locations is used in our simulation.

Our channel model also follows earlier work in chapter 3 and 4, which facilitates com-

parisons of single path and multiple path solutions. We use the standard assumption of

additive white Gaussian noise. Link capacities are assumed to follow Shannon’s Theorem

like Eq. 3.6. The SINR can be calculated as Eq. 3.7 and the Friis transmission equation

Eq. 3.8 is used to calculate the transmit power Pr.

5.2.2 Interference analysis

As aforementioned, mmWave signals are generally less prone to mutual interference due

to the directional nature of their transmissions resulting from the use of narrow beamwidth

antennas. The highly directional signals, together with the blockage effect and the many

obstacles in the urban environment, reduce the overall impact of interference. However,

the interference impact of multi-path selection could be worse than the single path cases,

especially the secondary mutual interference could exist when multiple physical links trans-

mit and receive simultaneously in close proximity. For urban wireless backhaul networks,

nodes are likely to be relatively high up on the sides or tops of buildings. In this situation,

mutual interference has more chance to appear since the wireless nodes have wider LoS

view compared with other scenarios such as the street canyon model [88]. Mutual inter-

ference must be handled carefully; otherwise, the throughput performance of a multi-hop

relaying path could be significantly degraded. Secondary mutual interference is applied

on each wireless node (i.e., BS and relay), due to the concurrent transmissions of different

wireless links in the network. Mutual interference could exist between any pair of physical

links in the network, including BS-to-BS, BS-to-relay, and relay-to-relay physical links. ‘

Fig. 5.2 shows different interference cases between two disjoint physical links: a) shows

the highest interference case, where the interference signal is amplified by a gain of Ghigh

at both ends; in this case, the angle between the useful link direction and the interference
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Figure 5.2: Interference conditions

signal direction (i.e., α1 and α2 in the figure) is smaller than the half beam width B
2 , b)

shows the medium interference case, where the interference signal is only amplified by

Ghigh at one end, and c) shows the lowest interference case, where the interference signal

experiences a gain of Glow at both ends; in this case, the interference strength becomes

extremely low due to the rapid attenuation of mmWave signals, and we consider this case

to be mutual interference-free.

However, in the multi-path selection problem, where a pair of physical links can trans-

mit simultaneously to the same BS,1 the analysis of mutual interference changes. As shown

in Fig. 5.2d, when two antennas at the sharing node are receiving at the same time, it is the

medium interference case, similar to case Fig. 5.2b. However, when the angle α between

the two physical links becomes larger than a threshold value β/2 (see Fig. 5.2d), the antenna

gain of the side lobe which receives the interference signal becomes extremely small, and

this case can also be considered to be interference-free.
1We assume that BSs are not subject to the primary interference constraint imposed on relays, because

they are complex enough to support multiple antennas.
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5.3 Problem formulation

In this section, we formulate the problem of multiple path selection for mmWave backhaul

relay-assisted networks using 0-1 integer programming. Specifically, we want to select

relay locations from a set of candidate locations to construct multiple paths between a pair

of BSs, such that the paths do not interfere with each other and where a relay can be used

in only one path.

Given is a network that consists of a set of BSs B , a set of logical links L and a set of

candidate relay locations R . Logical links L constitute the mmWave backhaul topology,

which we assume is given. Each logical link l ∈ L is defined by two elements (sl,dl),

where sl,dl ∈ B denote the two endpoint BSs of logical link l. In this chapter, we consider

only the problem of selecting relay locations to implement one logical link of the overall

mmWave backhaul. Due to the ultra high data rate requirement for backhaul links, we want

to deploy multiple parallel paths for a single logical link to achieve the highest possible data

rate.

Though the idea of selecting relays might seem simple, selecting physical links to select

the paths is actually more straightforward. Physical links have directions, therefore, it is

easier to select a path from source to destination by selecting physical links. Furthermore,

each physical link is unique in our graph model, it is strictly constrained by the starting and

ending nodes, however, relays are hard to constrain, they can be used in multiple different

physical links. Therefore, we formalize the problem from the perspective of selecting

physical links instead of selecting relays.

Using the 3D model of our urban environment and with BSs and candidate relay lo-

cations given, we can pre-evaluate the LoS connectivity between each pair of nodes (BS

and relays) and obtain a set of possible LoS directional physical links I in the model. Note

that if there exists a LoS link between a pair of BSs, this means there is a path between the

BSs without the use of relays. This is a special case and we use IBS to denote the set of

physical links (LoS links) that connect two BSs. The set of physical links that include at
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least one relay node are denoted by In. Then, we have that I = IBS ∪ In. For each pair of

nodes that have a LoS link between them, a pair of directional physical links i and −i are

included in I (i = 1,2,3, ..., |I |2 ). Physical links i and −i share the same end nodes but have

different directions. To track the selection status of these directional physical links, we use

a set of binary variables X = {xl,i}, where l and i represent logic link l and physical link

i, respectively. Therefore, if physical link i is selected by the logical link l, we set xl,i = 1;

otherwise, xl,i = 0. The problem to be solved is to determine values of X that satisfy the

constraints detailed in the rest of this section.

Single-source single-destination constraint: To select physical links instead of relays in

the network, the “starting” and “ending” physical links in a logical link play the equivalent

roles as source and destination BSs do in verifying the boundary of the logical link. There-

fore, for each logical link l, we collect all physical links whose starting node is BS sl into

the first hop candidate set (Ul), similarly, for all physical links whose ending node is BS

dl , we collect them into the last hop candidate set (Vl). We use binary matrices U = {ul,i}

and V = {vl,i} to record whether physical link i is in set Ul and/or in set Vl . If i ∈Ul , then

ul,i = 1; otherwise, ul,i = 0. Similarly, if i ∈ Vl , then vl,i = 1; otherwise, vl,i = 0.

For each logical link l, it must contain the “starting” and “ending” physical links, there-

fore, each logical link has one physical link from Ul and one physical link from Vl , which

can be formulated as follows2:

∑
i∈I

ul,ixl,i = 1,∑
i∈I

vl,ixl,i = 1, ∀ l ∈ L . (5.1)

If a logical link l contains only one hop, it means there exists a LoS physical link

between this pair of BSs and this LoS link is selected. However, as mentioned before, due

to the blockage effect, LoS links will often be unavailable between the BSs in obstacle-rich

urban environments. Therefore, the logical links often contain several hops instead of one,

and the formulation becomes more complicated when logic links have more than one hops.

2Additions in this section are decimal, not binary, calculations, i.e. 1+1 = 2, 1+1 6= 1
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Consecutive link constraint: To select multiple paths, it must have paths with more

than one hops, the “consecutive” relationship between different physical links is helpful.

A pair of physical links i, j ∈ In is “consecutive” if i’s ending node is the same as the the

starting node of j. We use a binary indicator matrix C = {ci, j} to record the “consecutive”

relationship between any pair of physical links in In. If i and j are consecutive physical

links, ci, j = 1; otherwise, ci, j = 0. Obviously, if ci, j = 1, then c− j,−i = 1. To prevent

multiple relays at the same location and account for latency considerations, we constrain

that each relay node can only be selected once. Therefore, we need to avoid loops when

selecting physical links, thus, we set ci,−i = 0, ∀i ∈ In.

It is also obviously that the number of consecutive link pairs contained in a logical link

is one less than the number of physical links in the logical link.

Note that for the physical links in the first hop candidate set, there is no physical links

followed by them, and for the physical links in the last hop candidate set, there is no phys-

ical links follow them. This is because the paths that we consider start from the source BS

and end at the destination BS. Therefore, there is no physical link “before” the source BS

and there is no physical link “after” the destination BS. Hence, we have,

ul,ic j,ixl, jxl,i = 0, ∀ i, j ∈ In, ∀ l ∈ L . (5.2)

vl,ici, jxl,ixl, j = 0, ∀ i, j ∈ In, ∀ l ∈ L . (5.3)

Furthermore, to ensure all the selected links construct a well connected path, we need

to make sure that :1) all the selected source links which are in the first hop candidate set

need to have consecutive link after it, 2) all the selected destination links which are in the

last hop candidate set need to have consecutive link before it 3) for all the other physical

links, they need to have consecutive links before and after it. Therefore, we can formulate

this constraint as

ul,ici, jxl,ixl, j = 1, ∀ i, j ∈ In, ∀ l ∈ L . (5.4)
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vl,ic j,ixl,ixl, j = 1, ∀ i, j ∈ In, ∀ l ∈ L . (5.5)

ci, jck,ixl,ixl, jxl,k = 1, ∀ i, j,k ∈ In, ∀ l ∈ L . (5.6)

Dedicated relay constraint: As each relay node can only be selected once, and each

physical link (except LoS links) contains at least one relay node. Therefore, we constrain

that each physical link can only be selected at most once, which can be formulated as

∑
l∈L

xl,i ≤ 1, ∀ i ∈ I . (5.7)

As logical links are directional, if physical link i is selected by a logical link l, to avoid

using repeated relay nodes, physical link −i can not be selected by any logical link in the

network. Therefore, we have

∑
l∈L

xl,i + xl,(−i) ≤ 1, ∀ i ∈ I . (5.8)

Similarity, to avoid using repeated relay nodes, if two physical links belong to a same

consecutive link pair, they cannot be selected by different logical links. Thus,

ci, jxk,ixl, j = 0, ∀ i, j ∈ In,k 6= l ∈ L . (5.9)

In-and-out-once constraint: To avoid generating loops when relays are selected to con-

struct a logical link, we restrict that each relay must have exactly one inward physical link

and one outward physical link, which is defined as the “in-and-out-once” constraint. How-

ever, from the perspective of selecting physical links, it is hard to describe this constraint

with relay nodes. The concept of “consecutive” link pairs can be utilized to describe this

constraint, instead. We define the “front link” is followed by the “back link” in the consec-

utive link pair. The following theorem describes a limitation on links designated as front

and back links in order to prevent loops in the logical paths.

Theorem 2. To prevent the generation of loops when selecting logical link l, the physi-

cal link i which is selected by logical link l (i.e., xl,i = 1) can only be used once as a front
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link and once as a back link among all consecutive link pairs in l.

Proof. If a logical link l contains a loop, there must exist a node connects with at least

three physical links (i.e., a branch-like structure), which means there exists at least two

consecutive link pairs at this node, and these consecutive link pairs share either the same

front link or the same back link, which is denoted as physical link i. Therefore, we constrain

that each selected physical link can only be used once as front link and once as the back

link among all consecutive link pairs in l.

From the above theorem, we can formulate this constraint as

∑
j∈In

(1−ul,i)c j,ixl, jxl,i ≤ 1, ∀ i ∈ In, ∀ l ∈ L . (5.10)

∑
j∈In

(1− vl,i)ci, jxl,ixl, j ≤ 1, ∀ i ∈ In, ∀ l ∈ L . (5.11)

Mutual interference constraint: The mutual interference relationship between each pair

of physical links in the network can be pre-computed based on the interference analysis

in Section 5.2. We use a binary matrix M = {mi, j}, i, j ∈ I to record the interference

relationship between different pairs of physical links. If physical link i and j interfere with

each other, we set mi, j = 1; otherwise, mi, j = 0.

1. Intra-flow interference constraint: For a logical link l, the intra-flow mutual interfer-

ence may exist between any pair of physical links i and j, unless they belong to a

same consecutive link pair. As we mentioned before, we assume relays are subject

to the primary interference constraint which means no relay can transmit and receive

simultaneously. Therefore, for the consecutive physical links belong to the same

logical link, they cannot be activated simultaneously, thus no intra-flow mutual inter-

ference exists between consecutive link pairs. In order to formulate this constraint,

we need to guarantee interference link pairs will never be selected by a same logical

link simultaneously, unless they belong to the same consecutive link pair. Thus, this
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constraint can be formulated as

(1− ci, j)mi, jxl,ixl, j = 0, ∀ i, j ∈ In, l ∈ L . (5.12)

2. Inter-flow interference constraint: In addition to considering the intra-flow interfer-

ence from the “self-traffic”, inter-flow interference from multiple difference logical

links also needs to be considered. The concurrent transmissions between different

physical links in different logical links may generate the so called inter-flow mutual

interference. To formulate this inter-flow interference constraint, we need to specify

the fact that if two physical links i, j belong to different logical links, then i and j do

not interfere, i.e., mi, j = 0. This leads to the following additional constraint:

mi, jxk,ixl, j = 0, ∀ i, j ∈ I , ∀ l,k ∈ L, l 6= k. (5.13)

Our final problem formulation is to determine values of X that satisfy the five sets of

constraints given above.

5.4 Boolean Satisfiability

Boolean satisfiability (Bool-SAT) problems are well-known constraint satisfaction prob-

lems that appear in many areas of computer science and engineering. The significant im-

provement in Bool-SAT solving methods leads to the development of many successful SAT

solver programs. However, even though there are many successful applications of these

techniques to assist in finding solutions to various complex engineering problems, to the

best of our knowledge, very few researchers have applied SAT-based methods in mobile

wireless communication.

A Bool-SAT problem consists of a set of Boolean variables and a set of constraints

expressed in a Boolean formula. The objective is to determine an assignment of 0-1 values

to a set of Boolean variables so that the Boolean formula evaluates to TRUE and the formula

is called satisfiable. Otherwise, if an assignment does not exist, we called the formula
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unsatisfiable.

The Boolean formula is built from variables operators AND (conjunction, deoted by ∧),

OR (disjunction, ∨), NOT (negation,¬) and parentheses. It is typically expressed in con-

junctive normal form (CNF), which is also called product-of-sums form. Each conjunction

term or each sum term in the CNF is called clause, and each clause is a disjunction of lit-

erals, where literal is either a variable or the negation of a variable. In order for the entire

formula to evaluate to 1, each clause must be satisfied, i.e., evaluate to 1. For example, the

CNF form

f = a∧ (¬a∨b∨ c)∧ (¬b∨ c) (5.14)

consists of 3 variables and 3 clauses. The formula is satisfiable by choosing the assignment

of {a = 1,b = 0,c = 1}, whereas the assignment {a = 1,b = 1,c = 1} unsatisfies the for-

mula f . Note that a SAT problem with n different variables will have 2n different possible

assignments. In the above example with 3 variables, it will have 8 possible assignments.

5.4.1 Encoding to CNF format

Now, we study how to construct a formula which is true if and only if there exist multiple

paths in a given area. To construct multiple paths by selecting relays in a relay set, all the

constraints, as mentioned earlier, need to be satisfied. To present this problem into the CNF

format, we can say that this problem is satisfiable if and only if each constraint is satisfied

individually. Then we can encode each of the constraints to CNF format.

1. Single-source single-destination constraint: For a given pair of BSs, the binary ma-

trices U and V are given values, thus, the first hop candidate set Ul and last hop

candidate set Vl are given information. Assuming that there are 3 physical links xl,a,

xl,b and xl,b in set Ul . Then, the first equation in Eq. 5.1 can be simplified as

∑
i∈3

xl,i = 1, ∀ l ∈ L . (5.15)

In this equation, the sum of xl,i equals one, which means for all the physical links in
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Ul , only one of them is selected. To encode to the CNF format, each physical links

xl,i can be defined as variable and Eq. 5.15 can be present in CNF format as

¬xl,a∨¬xl,b = 1,¬xl,a∨¬xl,c = 1,

¬xl,b∨¬xl,c = 1,xl,a∨ xl,b∨ xl,c = 1; ∀ l ∈ L .

(5.16)

Each of these equations can be seen as a clause in our CNF formula. Thus, for

different logic link l, with the given set Ul and Vl , it can follow the steps from

Eq. 5.15 to Eq. 5.16, to present this constraint in CNF format.

2. Consecutive link constraint: In a given area, the positions of relays and BSs are

pre-determined, therefore, the physical links and the consecutive relationship ci, j are

given parameters. Thus, Eq. 5.2 and Eq. 5.3 can be simplified as

xl,ixl, j = 0,∀ l ∈ L . (5.17)

where xl,i belongs to set Ul or set Vl and physical link i, j belong to a same consec-

utive link pair. To present in CNF format, Eq. 5.17 can be expressed as

¬xl,i∨¬xl, j = 1,∀ l ∈ L . (5.18)

Therefore, each of the equations for different links like Eq. 5.18 can be defined as

clause and xl,i, xl, j can be defined as variables in CNF formula.

For the constraint expressed in Eq. 5.4, Eq. 5.5 and Eq. 5.6, they can follow the

same method as Eq. 5.17. However, there is a special case, assuming in Eq. 5.4, for

a source physical link i, if it does not have a following consecutive link, then the

equation can be simplified as

¬xl,i = 1,∀ l ∈ L . (5.19)

3. Dedicated relay constraint: To select multiple paths in a given area, the number of

multiple paths is a given value. Assuming we need to select two paths in this given
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area, Eq. 5.8 can be simplified as

xl1,i + xl1,(−i)+ xl2,i + xl2,(−i) ≤ 1, ∀ i ∈ I . (5.20)

where l1 and l2 means the two paths, separately. Each of the physical link can be seen

as a variable in the CNF format, therefore, in Eq. 5.20, it constraints that at most one

variable can be evaluated to 1 and all other variables have value 0. To present in CNF

format, Eq. 5.20 can be expressed as

¬xl1,i∨¬xl1,(−i) = 1,

¬xl2,i∨¬xl2,(−i) = 1,

¬xl1,i∨¬xl2,(−i) = 1,

¬xl1,(−i)∨¬xl2,i = 1, ∀ i ∈ I .

(5.21)

Each of equations in Eq. 5.21 can be seen as clauses in CNF format. For Eq. 5.9, it

follows the same step with Eq. 5.2 to simplify to the CNF format. Therefore, with

given number of multiple paths and physical links, the dedicated relay constraint can

be presented in CNF format.

4. In-and-out-once constraint: For each physical link xl,i, whether it is selected or not

is not given, therefore, in Eq. 5.10 and Eq. 5.11, the equations are less or equal than

one. These equations can rewrite as

(1−ul,i){¬xl,i + xl,i ∑
j∈I

c j,ixl, j}= 1,

(1− vl,i){¬xl,i + xl,i ∑
j∈I

ci, jxl, j}= 1,

∀ i ∈ I , ∀ l ∈ L .

(5.22)

where ¬xl,i represents the physical links which are not selected. As mentioned ear-

lier, ul,i, vl,i and ci, j are given parameters. Assuming in a logic link l1, the physical

link i is not a “starting” link, it shares a consecutive link pairs with 2 different phys-

ical links p and q, i is the back link in these link pairs. Then the first equation in
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Eq. 5.22 can be simplified as

¬xl,i + xl,i ∑
j∈2

xl, j = ¬xl,i + ∑
j∈2

xl, j = 1,∀ l ∈ L . (5.23)

which forces only one of physical link can be selected from the two available physical

links. To present in CNF format, Eq. 5.23 can be rewritten as

¬xl1,i∨¬xl1,p∨¬xl1,q = 1,

¬xl1,i∨ xl1,p∨ xl1,q = 1.
(5.24)

Each of the equation above can be seen as a clause in the CNF formula. Therefore,

follows these transformation steps, this constraint can be presented in CNF format.

5. Mutual interference: As mentioned earlier, with the given physical links, the mutual

interference relationship between each pair of physical links can be pre-computed

and the consecutive relationship are given parameters. Therefore, the values of mi, j

and ci, j for different link pairs are given. Then, Eq. 5.12 and Eq. 5.13 can be simpli-

fied as

xk,ixl, j = 0, ∀ i, j ∈ In, k, l ∈ L . (5.25)

To present in CNF format, Eq. 5.25 can be expressed as

¬xk,i∨¬xl, j = 1, ∀ i, j ∈ In, k, l ∈ L . (5.26)

Therefore, each of the equations for different links like Eq. 5.26 can be defined as

clause and xk,i, xl, j can be defined as variables in CNF formula.

Once we have converted all of the constraints into CNF formulas, which is the standard

input format for conventional SAT solvers, we find that this problem is a Boolean satisfia-

bility problem and we can use a SAT solver to check whether there exist multiple paths in a

given area. Our simulation results in later sections use a SAT solver which is based on the

Davis-Putnam-Logemann-Loveland (DPLL) algorithm [89]. This is a backtracking-based

search algorithm that traverses the variable assignments until a satisfying assignment is
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found (the formula is satisfiable), or all combinations have been exhausted (the formula is

unsatisfiable).

It turns out that when the network size becomes large, i.e. the number of BSs and relays

increases, the number of variables and the number of clauses grow rapidly and, therefore,

the number of possible assignments to test also increases rapidly. We can predict that,

for a SAT solver with a large number of assignments, even with a powerful method that

expedites the backtrack search algorithm, a substantial computation time will be required

to produce a solution.3 Thus, in the next section, we propose a heuristic algorithm that

terminates much faster than the SAT solver in larger networks.

5.5 Heuristic algorithm for multipath selection

In this section, we devise a heuristic algorithm to solve the multiple paths selection prob-

lem in relay-assisted mmWave backhaul networks. In our earlier work [85] [90], we de-

veloped single path selection algorithms that find optimal-throughput paths in mmWave

backhaul networks. However, in the upcoming simulation section, we show that multiple

(non-optimal) paths easily outperform single optimal-throughput paths. Moreover, our ear-

lier algorithms cannot be applied directly to the multiple path selection problem. This is

because, in addition to eliminating intra-flow interference, we also need to consider inter-

flow interference between different paths, which is not considered in the earlier work. In

addition to the interference consideration, if multiple paths are selected independently, the

same relay location could be selected in multiple paths. However, this situation is not

allowed in our problem formulation, as mentioned earlier.

To restate the problem, we need to find multiple node-disjoint paths in a given area with

interference and re-use constraints, using all of the candidate relay locations as potential

nodes in the paths. Some earlier works [91] proposed finding multiple paths based on a

maximum flow (max-flow) method. Referring to these earlier works, we can find multiple

3Our simulation results in Sec. 5.6 validate this.

75



vertex-disjoint paths by reducing the problem to a max-flow problem in an appropriately

constructed graph. After multiple paths are found, we can check pairs of paths for inter-

flow interference. In order to maximize performance, we will choose the pair of paths with

highest combined throughput among all pairs of interference-free paths.

To construct an appropriate graph for the max-flow problem, we use the “node split-

ting” method mentioned in [91] as shown in Fig. 5.3. The objective of node splitting is to

transform the maximum flow problem with node-disjoint constraint into the standard max-

imum flow problem with link capacity constraint. An appropriate graph is constructed as

follows:

1. Split each relay v into two virtual nodes vin and vout . Add a link (vin,vout) with link

capacity 1.

2. Replace each other edge (u,v) in the graph with an edge from uout to vin of capacity

1.

3. Add in a new dedicated source node s and destination node d. Replace each source

edge with (s,vin) and each destination edge with (vout ,d), and set all edge capacities

to 1.

Figure 5.3: “node splitting” method

With these procedures, node vin receives all the input flows of relay v, node vout sends

all the output flows of v, and the added link (vin,vout) will constrain relay v to be selected at

most once. Since all edges in this graph have a capacity of 1, this means that each physical

link can only be used once.
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Algorithm 3 Max-IFMP: Finding multiple interference-free paths using a modified
max-flow algorithm
Input: original network, transformed network G = (V, E) with all flow capacities

equal to 1, a source node s, and a sink node t
Output: A pair of interference-free paths in original graph or empty paths if no

solution found
1: Create the residual graph G f

{ following lines are Ford-Fulkerson Alg. }
2: Initialize flow on all edges to 0
3: while path exists from s to t in G f do
4: c f (p)= min (c f (u,v) : (u,v) ∈ p)
5: add this path to trans f orm− path
6: for each edge (u,v) ∈ p do
7: if (u,v) is forward edge then
8: flow(u,v) = flow(u,v)+ c f (p)
9: else

10: flow(u,v) = flow(u,v) - c f (p);
{ now, convert found paths back to paths in original graph }

11: for each path in trans f orm− path do
12: remove all nodes inserted by the node-splitting method
13: add path to orig− path
{ now, find max. throughput pair of interf.-free paths }

14: Pa = ε, Pb = ε

15: for each Pi,Pj ∈ orig− path do
16: if Pi and Pj are interference-free and combined throughput is higher than pre-

vious best pair then
17: Pa = Pi, Pb = Pj
18: return Pa, Pb; =0
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Once we have generated a new appropriate graph from the original graph, we can trans-

form the multiple paths selection problem into a max-flow problem and find multiple paths

in the new graph. We then check the resulting paths for interference. By checking in-

terference only after selecting the multiple paths, some interference-free paths might be

missed using this method. However, our results in the later section show that this method

finds multiple interference-free paths at a rate very close to the SAT solver meaning that, in

practice, potential solutions are not missed frequently. In the case where multiple pairs of

interference-free paths are produced by the max-flow method, we simply choose the pair

with highest combined throughput. The pseudocode for our heuristic algorithm, referred to

as Algorithm Max-IFMP, is shown in Algorithm 3.

5.6 Numerical results and simulations

In this section, we compare Algorithm Max-IFMP against the optimal single path solution

and the SAT-solver method.4 As mentioned earlier, we use an actual 3D topology of a

section of downtown Atlanta to drive the simulations. Within this topology, we deployed 42

BSs at select positions and 183 candidate relay locations. We limit the maximum physical

link distance to 300 meters and we randomly chose BS pairs separated by a distance in the

range of [20,200), [200,400), [400,600), [600,800), and [800,1000). The fixed parameter

values mentioned in equations are similar with our previous works in chapter 3 and 4.

However, due to the interference issue could be worse in the multi-path cases, we increase

the antenna beamwidth in this work to guarantee the accuracy of results. The antenna

beamwidth is 30o in this work.

5.6.1 Comparison of single optimal path vs. multiple paths

In this subsection, we compare the throughput performance of a single optimal relay path

against the multiple relay paths produced by Algorithm Max-IFMP. To find the optimal

single path, we use our algorithm from [90]. Fig. 5.4 shows the average throughputs that

4We used an open-source SAT solver [92] that uses the well-known DPLL method [93].
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Figure 5.4: Average throughputs for single path and multiple paths

are produced for these two different cases. The figure clearly shows that finding multi-

ple (non-optimal) paths significantly outperforms a single optimal path. For the shorter

BS separations, which is the common case for densely-deployed SBSs, the throughput is

increased by 60–100% when using multiple paths.

We note that the average throughputs for Algorithm Max-IFMP reported in Fig. 5.4 are

calculated only across the cases where a multi-path solution was found. However, there

are some cases where the algorithm did not find a solution. To evaluate how frequently

this situation occurs and to determine how often Algorithm Max-IFMP fails to find a solu-

tion when multiple interference-free paths do exist, we compare it against the SAT solver

method in the next subsection.

5.6.2 SAT-Solver vs. Heuristic algorithm

Feasibility of Multiple Paths

Here, we evaluate the feasibility of finding multiple paths for different BS separations in

different sized areas with the SAT-solver method and Algorithm Max-IFMP. We considered

two BS separations, [20,200) and [200,400), and varied the size of the area considered.

Within our total area of 1200m× 1600m, we selected three different subareas of sizes 400m

× 400m, 600m × 600m and 800m × 800m, respectively. Fig. 5.5 shows the results for

these cases. The satisfaction rate is defined as the fraction of cases for which multiple paths
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between BSs that satisfy all the relevant constraints were found. Note that the satisfaction

rate increases as the size of the area increases. With an area of size 400m × 400m and a

BS separation in the range [200,400), the SAT solver is able to find multiple paths about

80% of the time, whereas with an area of size 600m × 600m and the same BS separation,

it finds multiple paths in every case. Note also that Algorithm Max-IFMP produces a

satisfaction rate that is very close to that of the SAT-solver method for all area sizes and BS

separations in Fig. 5.5. Thus, while Algorithm Max-IFMP does not find multiple paths in

all cases where it is possible, in practice it is very close to the perfect solution (in terms of

feasibility) given by the SAT solver.

400*400 600*600 800*800
Area Range (m2)

0

0.2

0.4

0.6

0.8

1

Sa
tis

fa
ct

io
n 

R
at

e

[20,200) BS distance with Algorithm Max-IFMP
[20,200) BS distance with SAT-Solver
[200,400) BS distance with Algorithm Max-IFMP
[200,400) BS distance with SAT-Solver

Figure 5.5: Feasibility of multiple paths (SAT-solver) and comparison against Algorithm
Max-IFMP

Running Time Comparison

As mentioned earlier, the running time of the SAT solver is likely to increase rapidly as

the size of the area grows. This is because a larger area will provide more candidate relay

locations, and thus more possible physical links to consider, since the number of possi-

ble physical links grows quadratically with the number of candidate relay locations. This

will rapidly increase the numbers of variables and clauses, which will greatly impact the

running time of the SAT-solver. Fig. 5.6 shows the running times for BS separations in

80



the ranges of [20,200) and [200,400) meters and areas of size 400m × 400m, 600m ×

600m, and 800m× 800m. Note that, as expected, the running time for the SAT-solver does

increase very rapidly as the area size increases. For example, while both the SAT-solver

method and Algorithm Max-IFMP have 100% satisfaction rate in the separation range of

[20,200) meters with 600m × 600m area, the SAT-solver required more than 2 minutes to

find multiple paths for each pair of BSs, whereas Algorithm Max-IFMP only needed 0.255

seconds to obtain the paths. For larger areas, e.g., 800m× 800m or higher, the running time

needed for the SAT-solver is a few hours to tens of hours, whereas Algorithm Max-IFMP

handles even very large sizes in a few seconds. Given the small difference in satisfaction

ratio, this performance of Algorithm Max-IFMP is quite good.

Figure 5.6: Running times for SAT-solver and Alg. Max-IFMP

Throughput Comparison

The SAT-solver only finds a pair of interference-free paths when possible, but it does not

factor in the throughput of the paths in its formulation. However, when more than one pair

of the paths found by the max-flow algorithm are found to be interference free, Algorithm

Max-IFMP chooses the pair with the highest combined throughput. Thus, in many cases,

the aggregate throughput of the paths found by Max-IFMP exceeds that of the SAT-solver

solution. Fig. 5.7 compares the average aggregate throughput of the solutions found by the
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two approaches. The average throughput increase for Max-IFMP is 5–10%.

Combining all the results in this subsection, we see that, for a small sacrifice in satisfac-

tion ratio, Algorithm Max-IFMP finds higher-throughput paths than the SAT solver while

taking only a small fraction of the running time. [
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Figure 5.7: Throughput from SAT-solver and Alg. Max-IFMP

The SAT-solver method and the heuristic Algorithm Max-IFMP each have their own

merits. The SAT solver can give a precise judgment on whether multiple paths exist, but it

can take a very long time to produce a result, especially when the number of candidate relay

locations is large. Algorithm Max-IFMP does not guarantee to find multiple interference-

free paths when such paths exist, but it finds multiple paths efficiently and factors aggregate

throughput into its path selection. In practice, these two methods could work together: first,

Algorithm Max-IFMP can be executed and second, only when Max-IFMP fails to find a

solution, the SAT-solver method can be used to check if a solution exists. In this way, the

long execution time penalty of the SAT solver is only incurred when Max-IFMP fails and

we can guarantee to find multiple interference-free paths whenever they exist.
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CHAPTER 6

LOAD-BALANCED ROUTING FOR HYBRID FIBER/WIRELESS BACKHAUL
NETWORKS

6.1 Introduction

In previous chapters, we considered the single path [85, 90] and multi-path selection [94]

problems in mmWave backhaul networks with grid topology, relay nodes are selected be-

tween a pair of BSs to form high-throughput paths. In this chapter, instead of investigating

problems between single pair of BSs, we consider the routing problem in the whole hy-

brid backhaul network with grid topology. As mentioned in chapter 1, in hybrid backhaul

networks, only a portion of SBSs can connect to the core network through fiber (these are

referred to as anchor BSs (ABSs)), while the other SBSs can connect wirelessly to nearby

SBSs/ABSs. The ABSs need to deliver all traffic to/from their assigned SBSs across the

wireless transmission, which making the ABSs become potential bottleneck nodes in the

whole network. Therefore, balancing load across different ABSs is an important topic to

be considered.

In hybrid backhaul networks, if multiple ABSs exist in a given region, it is known as

a distributed backhaul architecture [95, 96]. In [17], system-level simulations have shown

that distributed backhaul achieves higher throughput and is more flexible than a centralized

network architecture, where all SBSs connect to a single ABS [97, 87]. In the remainder

of this chapter, we focus on a hybrid distributed backhaul architecture.

While we believe the exact problem studied herein is novel, several works are tangen-

tially related [98], [99], [100]. In [98], mmWave backhaul is targeted, but the problem

considered is how to allocate resources between access and backhaul tiers in an integrated

access backhaul architecture, which is quite different from our problem. In [99], load-

balanced tree-based routing is considered for wireless access networks with a single egress

node, whereas balancing load across the multiple ABS egress nodes in hybrid fiber/wireless
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backhaul networks is a critical aspect of our problem. In [100], multiple egress nodes are

considered in MANETs. However, the algorithm in [100] requires exponential time and

prioritizes minimizing path length, whereas our algorithm is a hill climbing procedure with

polynomial time per step and with load balancing as the primary objective.

The contribution of this chapter begins with a definition of load balance factor (LBF)

to describe how balanced (or unbalanced) the load is across ABSs in a given backhaul

region. We then use the LBF to transform the problem into a load-balanced routing prob-

lem. Next, we develop and evaluate a hill-climbing procedure for selecting routes, which

is used to optimize the LBF in the backhaul region. Results show that the proposed algo-

rithm can distribute the dynamic traffic loads from different BSs nearly optimally among

fiber-connected BSs for the simulated settings. Finally, we consider a modification to our

load-balanced routing procedure, which allows a trade-off between routing path length and

load balance factor.

6.2 Network model and problem formulation

In this section, we present the model and assumptions of the network, define the concept of

load balancing factor, and formulate the load-balancing problem in our network scenario.

6.2.1 Network model

Backhaul topology: We first define the network model we assume for connections between

the core network and the mmWave backhaul network. Fig. 6.1 shows an example of our

hybrid distributed network architecture, which includes a fiber connection between the core

network and a subset of the base stations that are referred to as ABSs, and a mmWave

mesh network connecting the remaining base stations to the ABSs. In the hybrid backhaul

network architecture, the traffic of non-fiber-connected SBS is transmitted to/from one of

the ABSs via mmWave wireless links. The traffic from ABSs to/from the core network is

forwarded through fiber connections. Through the algorithm that we will present in the next

section, each SBS is assigned to one ABS and then a virtual tree topology is constructed
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Figure 6.1: Hybrid distributed network architecture

within the mesh network based on the SBS-ABS assignment (see Fig. 6.2 for an example).

All traffic is then routed through this virtual tree topology.

Figure 6.2: Virtual tree topology for routing

As can be seen from Fig. 6.2, each ABS must process the aggregated traffic to/from all

of its assigned SBSs through its wireless links. Thus, the wireless capacity of the ABSs

becomes the main performance bottleneck in this hybrid architecture and, therefore, it is

critical to balance the load as equally as possible among the ABSs. Since traffic demands
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are time-varying, the load balancing procedure that produces the virtual tree topology can

be periodically re-executed (thereby changing both the SBS-ABS assignment and the rout-

ing paths) to maintain a balanced assignment as loads fluctuate.

mmWave backhaul in 3D urban areas: To support the high data rate requirement of

mmWave links (around 10 Gbps) in backhaul networks, LoS paths must be utilized. How-

ever, LoS paths are susceptible to blocking by physical objects. When considering urban

areas specifically, the LoS path between two BSs is often blocked by buildings, walls,

trees, and other obstacles. Therefore, we use a 3D model of the environment like our ear-

lier works in chapter 3, 4 and 5, instead of 2D modeling, as it gives us a more practical view

of the transmission environment. We used a 3D model of buildings in downtown Atlanta to

provide a realistic evaluation environment and use it in the simulations described later. In

the simulations, the SBSs are deployed on randomly selected top corners of buildings and

ABSs with fiber connection are randomly chosen from these SBSs. Note that the following

proposed problems and algorithms are not limited to this specific city model, which is used

only for the purpose of producing a realistic environment for simulation.

Interference issues: Mutual interference could exist when multiple physical links trans-

mit and receive simultaneously in close proximity. However, it is commonly assumed

that LoS mutual interference is dominant in mmWave networks with high-gain highly-

directional antennas and abundant obstacles in the urban environment, and the aggregated

non LoS interference is negligible [87]. Therefore, similar to prior works in chapter 3 and

4, we assume that the communications between BSs are interference-free.

6.2.2 Problem formulation

We model the network architecture by a distributed hybrid backhaul topology such as

Fig. 6.1. Let the N SBSs in the network be denoted by BS = {BS0,BS1, . . .BS(N−1)} and

the M ABSs be denoted by BA = {BA0,BA1, . . .BA(M−1)}. We denote the set of all base

stations by B = BS ∪BA. We represent the mesh network as an undirected graph G(V,L),

in which V = B and L is the set of wireless links in the mesh network.
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We assume that SBS BSi, 0≤ i≤N−1, has a load TLi, which represents the traffic load

between BSi and the core network. Let BA j, 0≤ j≤M−1, be any ABS, and let S j ⊆ BS be

the set of SBSs that are assigned to BA j through a load-balanced routing procedure. Then,

the aggregated traffic load ATL j of ABS BA j is

ATL j = ∑
i:BSi∈S j

TLi (6.1)

A primary metric of a load-balanced routing procedure is the load balance factor (LBF),

defined by the following equation:

LBF =
max j(ATL j)−min j(ATL j)

max j(ATL j)
(6.2)

In Eq. 6.2, the maximum and minimum are taken over all ABSs, i.e., over 0≤ j ≤M−1.

LBF represents the ratio of load difference between the ABS with maximum traffic load

and the ABS with minimum traffic load. Note that if all ABSs are assigned identical loads

(perfect load balancing), then LBF = 0. Note also that the worst case for load balancing is

that some ABS is not assigned any SBSs, i.e., min j(T L j) = 0 and, in that case, LBF = 1.

Thus, the range of LBF is [0,1] with 0 being the best value (perfect load balancing) and 1

being the worst value (at least one ABS has no load). The problem of optimally balancing

the load is, therefore, to assign SBSs to ABSs in order to minimize the value of Eq. 6.2,

which amounts to distributing the SBS traffic load as evenly as possible among the ABSs.

6.3 Load-Balanced tree construction

In this section, we describe an algorithm based on a hill climbing procedure that works to

minimize the load balance factor (LBF) for a given set of SBSs, ABSs, connected graph

representing the mesh network, and SBS traffic loads. Given an initial tree topology, the

procedure works by adjusting the topology so as to move toward a smaller LBF based on

Eq. 6.2. Since it is well known that one execution of a hill climbing procedure produces a

local optimum, we repeat the procedure multiple times from different initial tree topologies
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and select the best LBF from among all the resulting local optima. Pseudocode for the

algorithm implementing this load balancing optimization procedure is shown in Algorithms

4 and 5 and is described next.

Algorithm 4 Load-balanced tree construction procedure
Input: Graph G(V,L), SBS set BS, ABS set BA, no. of SBSs N, no. of ABSs M,

traffic load vector TL, no. of init. topologies n
Output: tree paths

1: best LBF = 1
2: for i = 1 to n do
3: paths = Build Initial Virtual Tree Topology()
4: curr LBF = compute LBF using Eq. 6.1, 6.2
5: ctr = 0
6: repeat
7: paths = Adjust Traffic Load(paths, curr LBF)
8: new LBF = compute LBF using Eq. 6.1, 6.2
9: if (new LBF < curr LBF) then

10: curr LBF = new LBF
11: ctr = 0
12: else
13: ctr++
14: until (ctr = 10)
15: if ((curr LBF < best LBF) OR (n == 1)) then
16: best LBF = curr LBF
17: tree paths = paths
18: return
19: Build Initial Virtual Tree Topology()
20: for i = 0 to N−1 do
21: assign BSi to a randomly chosen ABS BA j
22: initial paths[i] = shortest path between BSi and BA j in G(V,L)
23: return initial paths

=0

Algorithm 4 shows the main outer loop of the procedure, along with the function that

computes different initial trees on which the hill climbing procedure is executed. In addi-

tion to the inputs already mentioned, the number of initial trees to use is an input parameter

n. The outer loop of the procedure runs n times and executes the hill climbing procedure

once in each iteration starting from a different initial topology. Since the mesh network is

assumed to be connected, we produce initial tree topologies by simply assigning each SBS

to a random ABS and connecting the SBS to its assigned ABS via a shortest path. At the
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end of the procedure, the collection of paths that produced the lowest LBF is selected and

these paths together form the set of trees used for routing.1

The heart of the hill climbing procedure takes place inside the Adjust Traffic Load()

function, which is shown in Algorithm 5 and is described next. From Eq. 6.2, we can see

that to lower the LBF, we can either reduce the maximum aggregated traffic load (ATL)

on the ABSs or we can increase their minimum ATL. Adjust Traffic Load() searches for a

modified SBS assignment that achieves one of these goals or moves in the direction of one

of the goals if neither goal can be achieved with a single SBS reassignment. The first loop

in Adjust Traffic Load() focuses on ABSs that currently have the maximum ATL. For each

such ABS, we try reassigning each SBS currently assigned to it to every other ABS in the

network. For each such reassignment, we compute the new LBF and, if any of the possible

reassignments lowers the LBF from its current value, we select the new assignment that

has the lowest LBF among all the reassignments considered. In the second loop, a similar

procedure is repeated for the ABSs with minimum ATL, where we try to move an SBS

from another ABS onto the minimum load ABS. If we are able to lower the LBF with a

single SBS reassignment, the collection of paths with the lowest resulting LBF from among

all the possibilities over the maximum ATL and the minimum ATL ABSs is returned to the

main procedure.

Note, however, that it might not be possible to lower the LBF with a single SBS re-

assignment. This can occur if there are multiple ABSs all having the maximum ATL and

multiple ABSs all having the minimum ATL. In this case, multiple SBS reassignments will

be needed to lower the LBF. If there is no single reassignment that lowers the LBF, Ad-

just Traffic Load() will return the first encountered reassignment that maintains the same

LBF but reduces the number of maximum load ABSs or the number of minimum load

ABSs. By reducing either the number of maximum or minimum load ABSs, the adjust-

1Note that, since initially SBSs are assigned to ABSs randomly, some of the initial routing paths might be
fairly long. In the algorithm of this section, we focus solely on minimizing LBF. In Sec. 6.5, we modify the
algorithm to include a maximum path length constraint so as to avoid long routing paths.
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Algorithm 5 Traffic load adjustment function
1: Adjust Traffic Load(paths, curr LBF)
2: best LBF = curr LBF
3: adjusted = FALSE
4: for each BAk with max. load, i.e., ATLk = maxl ATLl do
5: for each BSi assigned to BAk do
6: for each BA j 6= BAk do
7: old max ATL = maxl ATLl
8: temporarily reassign BSi to BA j
9: new LBF = compute LBF using Eq. 6.1, 6.2

10: if (new LBF < best LBF) then
11: best LBF = new LBF
12: best SBS = i
13: best p = shortest path from BSi to BA j in G(V,L)
14: adjusted = TRUE
15: else if ((new LBF == curr LBF) AND (NOT adjusted) AND (ATL j <

old max ATL)) then
16: best SBS = i
17: best p = shortest path from BSi to BA j in G(V,L)
18: adjusted = TRUE
19: cancel BSi reassignment
20: for each BAk with min. load, i.e., ATLk = minl ATLl do
21: for each BA j 6= BAk do
22: for each BSi assigned to BA j do
23: old min ATL = minl ATLl
24: temporarily reassign BSi to BAk
25: new LBF = compute LBF using Eq. 6.1, 6.2
26: if (new LBF < best LBF) then
27: best LBF = new LBF
28: best SBS = i
29: best p = shortest path from BSi to BAk in G(V,L)
30: adjusted = TRUE
31: else if ((new LBF == curr LBF) AND (NOT adjusted) AND (ATL j >

old min ATL)) then
32: best SBS = i
33: best p = shortest path from BSi to BAk in G(V,L)
34: adjusted = TRUE
35: cancel BSi reassignment
36: if (adjusted) then
37: paths[best SBS] = best p
38: return paths

=0
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ment moves in the direction of reducing the LBF even if that cannot be accomplished in a

single call to Adjust Traffic Load().

The time complexity of the core of our algorithm, namely Adjust Traffic Load(), is

O(N3M), where N is the number of SBSs and M is the number of ABSs. Since N and M

tend to be fairly small in practical scenarios, we have not tried to lower this complexity

and, in fact, all executions of the procedure done to obtain the simulation results in the

work terminated very quickly.

6.4 Performance evaluation

Here, we provide results to assess the routing paths that are constructed by the load-

balanced routing algorithm presented in the previous section. As mentioned earlier, we

use an actual 3D topology of a section of downtown Atlanta to drive the simulations, as

was done in chapter 3, 4 and 5.

6.4.1 Simulation setup and example

This 3D topology contains 227 buildings. We use a grid to represent this downtown Atlanta

area with each grid element corresponding to a 200m×200m section of the area. We then

place one base station within each grid element that has a suitable building located in it.

The total area has 63 grid elements, out of which 48 have suitable buildings and are used

as base station locations. From these 48 locations, in one execution of our algorithm, a

given number of ABSs are randomly picked from these locations and the remaining base

station locations are assigned to be SBSs. Since long-distance high-rate links rarely exist in

a dense urban environment due to signal attenuation and blockages, we assume each base

station has at most four neighbors, which are the base stations in its adjacent 200m×200m

areas in the north, south, east, and west directions if they exist.2 Fig. 6.3 shows an example

of this grid topology with the 63 grid elements and the locations of the 48 base stations

2If the LoS link between neighboring BSs is blocked by a building, our prior work showed that they can
be connected by a high-throughput virtual link using 1–2 relays in almost all cases [85, 90].
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Figure 6.3: (top) Initial virtual tree topology (bottom) Topology modified by the load bal-
ancing algorithm

indicated by dots. The larger red dots are the (in this case three) randomly chosen ABSs

and the 45 smaller dots represent the SBSs.

Fig. 6.3 (top) shows an initial random tree topology and Fig. 6.3 (bottom) shows the

modified virtual tree topology produced by our hill climbing procedure. To simplify the

discussion of this example, let us assume that each SBS has one unit of traffic load. Under

that assumption, the three ABSs in the initial randomly chosen virtual tree topology have

aggregated loads of 19, 15, and 11 units, which results in a load balance factor of 8/19 ≈

0.42. In the modified virtual tree topology, the aggregated load of each of the three ABSs

is 15 units, resulting in a perfect load balance factor of 0.
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6.4.2 Simulation results

For each data point in the results of this section, we simulated 100 different random assign-

ments of a given number of ABSs to the 48 possible locations and, for each of the 100 ABS

assignments, the remaining locations were assigned to be SBSs. We considered scenarios

with 3, 5, and 7 ABSs across the region. Initially, we consider a heterogeneous traffic load

scenario, where we assign uniform random traffic loads in a range [0,2] to each SBS, which

gives an average traffic load of 1. For each set of ABSs and SBSs with fixed positions, we

constructed 100 different random initial topologies and executed our rebalancing procedure

on each of them. We then compared the best LBF from the initial topologies (referred to

as “initial multiple topologies” in the figures) to the best LBF from all of the rebalancing

procedures.

Fig. 6.4 and Fig. 6.5 compare the LBFs and path lengths that are produced by these

two different methods. As seen from Fig. 6.4, the LBFs produced by our load balancing

procedure are substantially smaller than the best LBF from 100 random topologies. For

example, when the number of ABSs is 7, the average LBF of the best initial tree topologies

is almost 0.8, while the average LBF of the best rebalanced topologies is less than 0.02,

which is nearly perfect load balancing. Thus, using our load-balanced routing algorithm

provides a very large improvement in LBF. There are a few exceptions in Fig. 6.4, where the

LBF is 1. These are cases where one of the ABSs cannot connect to any SBS, i.e. its only

neighbor is another ABS. In that case, no matter how rebalancing is done, the min(ATL j)

is always 0 and the LBF is always 1.

We also evaluated the path lengths that are produced by the two methods. Here, we took

the best LBF topologies, as discussed in the prior paragraph, and we computed the average

of the path lengths from every SBS to their assigned ABS. Fig. 6.5 reports the distribution

of these average path lengths across the 100 random BS assignments for each experiment.

The figure shows that the topologies modified by the load-balanced routing algorithm have

similar average path lengths as the best initial topologies. Together, the results of Fig. 6.4
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Figure 6.4: LBFs among multiple initial topologies and topologies from the load balancing
algorithm: heterogeneous traffic load scenario

Figure 6.5: Avg. path lengths among multiple initial topologies and topologies from the
load balancing algorithm: heterogeneous traffic load scenario

and Fig. 6.5 demonstrate that our load-balanced routing algorithm can achieve very good

load balancing with very little impact on path lengths.

In the heterogeneous traffic load scenario, there is no easy way to compare the LBF

produced by our algorithm to the best achievable LBF. Therefore, we also evaluated a

homogeneous traffic load scenario, where each SBS is assigned one unit of load. In this

case, load balancing simply tries to equalize the number of SBSs assigned to each ABS

and the best possible LBF corresponds to distributing integer numbers of SBSs as equally

as possible. Here, the best possible such distribution can be determined easily. Fig. 6.6 and

Fig. 6.7 show the LBFs and path lengths under this homogeneous traffic load scenario with

all other experimental parameters the same as in the heterogeneous load experiments.
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Figure 6.6: LBFs among multiple initial topologies and topologies from the load balancing
algorithm: homogeneous traffic load scenario

Figure 6.7: Avg. path lengths among multiple initial topologies and topologies from the
load balancing algorithm: homogeneous traffic load scenario

With 48 BSs, the optimal values of LBF with homogeneous loads can be easily deter-

mined to be 0, 0.125 and 0.1667 for 3ABS, 5ABS and 7ABSs, respectively. Fig. 6.6 shows

that most of the LBFs produced by our algorithm are equal to the best possible achievable

value. Most of the non-optimal cases are the aforementioned ones where one ABS is iso-

lated from the rest of the network. There is only a single case across all our simulations

where a non-optimal LBF was produced without an isolated ABS. Somewhat surprisingly,

Fig. 6.7 also shows that the path lengths of our optimized topologies are shorter than from

the multiple initial topologies. This indicates that equalizing the numbers of SBSs assigned

to ABSs also tends to reduce path lengths compared to more random assignments.
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6.5 Load-Balanced tree construction with maximum path length constraint

From. Fig. 6.5 and Fig. 6.7, we see that average path lengths produced by our load-balanced

topologies are between 4.5 and 5 for heterogeneous loads and slightly lower for homoge-

neous loads. Since it has been observed that throughput in wireless multihop paths de-

creases with path length [101], maintaining relatively short path lengths is another factor to

consider in optimizing network performance in addition to the load balance factor, which

has been our primary consideration so far. Thus, in this section, we consider adding a

maximum path length constraint to our load-balanced routing procedure.

To provide some perspective on the path lengths produced by our basic load balancing

procedure, we being by comparing it to shortest path trees, which are the best possible

topology in terms of path lengths for a tree-based routing procedure. We also consider a

load-balanced modification of the shortest path tree topology (referred to as “load balanced

SPT” in the figures), where we run our hill climbing procedure to reduce the LBF starting

from a shortest path tree. Fig. 6.8 and Fig. 6.9 compare the topologies produced by these

three methods for the same parameters as the prior experiments under the heterogeneous

load scenario.

From Fig. 6.8, we see that the average path lengths of the shortest path trees in our

simulated scenarios are between 2.5 and 3 with 3 ABSs and slightly more than 2 with 5

and 7 ABSs, which are significantly lower than the average path lengths from our load

balancing procedure. We also see that the load balanced modification of the shortest path

tree maintains average path lengths in the 2–3 range. In comparing LBFs, Fig. 6.9 shows

that the load balanced SPT significantly lowers the LBF compared to the initial shortest path

trees, which have a very poor LBF. However, note that the LBF of the load-balanced SPT

is still substantially higher than the extremely low LBFs produced by our basic algorithm.

These results motivate us to explore the trade-off possible between LBF and path length

within the framework of our load balanced routing procedure.

To permit this trade-off study, we modified our load balancing algorithm to include
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Figure 6.8: Avg. path length comparison of different topologies: heterogeneous traffic load
scenario

Figure 6.9: LBF comparison of different topologies: heterogeneous traffic load scenario

a maximum path length constraint h. This was included in initial topology construction

where the random SBS assignment is done only over ABSs that are within a distance of h

or less from the SBS.3 Also, in the topology adjustment procedure, any adjustments that

produce path lengths longer than h are not considered. Fig. 6.10 and Fig. 6.11 show the

results of this path length constrained load balancing procedure compared with the load

balanced SPT topologies already discussed with different numbers of ABSs.

The figures show that the LBF for the path length constrained algorithm approaches the

LBF without any constraint as h increases. Unfortunately, as already discussed, the path

length increases with h also. The figures also clearly show how the two metrics can be

traded off by simply choosing an appropriate value of h. Smaller h prioritizes shorter path

lengths and larger h prioritizes LBF. Intermediate values can produce good values of both.

3If no such ABS exists, the SBS is assigned to the closest ABS.
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Figure 6.10: Avg. path lengths and LBFs for the load balancing algorithm with path length
constraint and load balanced SPT for 3 ABSs
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Figure 6.11: Avg. path lengths and LBFs for the load balancing algorithm with path length
constraint and load balanced SPT for 5 ABSs

For example, for h = 4 in Fig. 6.10, the path lengths of our load balancing algorithm and

the load balanced SPT are 3.05 and 2.82 for each, which means a 8% increase. The LBFs

of these two algorithms are 0.14 and 0.29, which represents a 50% increase. Similarly,

in Fig. 6.11, for h = 3, the path lengths of our algorithm and the load balanced SPT are

2.34 and 2.13, respectively, which represents only a 10% increase, while the LBFs of the

two methods are 0.29 and 0.55, which represents almost a 50% decrease in LBF from our

algorithm.

6.6 Combined relay-assisted path selection with load-balanced routing algorithm

As Section 6.4.1 mentioned, in our load balancing problem with hybrid backhaul networks,

we assume each base station has four neighbors from four different directions in our sce-
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nario. However, the LoS links between each pair of BSs can be blocked by buildings. If

the blockage effect happens between neighboring BSs, our prior works, which select paths

between a pair of BSs with relay nodes, can be used here to find communication links. In

this section, we consider the use of relays in our routing paths. Once we are doing the

routing problem, if neighboring base stations cannot communicate with each other directly

because the distance between them is too long to achieve the data rate requirement and/or

there are some obstacles between them preventing direct communication, relay nodes are

considered as a solution in these situations. Therefore, we combined the relay-assisted path

selection algorithm with our load-balanced routing algorithm and compare the path length

of routing paths with relays to routing paths without relays in this section.

For the network model in this section, we use the same network backhaul grid topology

as aforementioned, the topology contains 227 buildings higher than 5 meters, and for each

building with a height between 0 and 200 meters, one of its rooftop corners is randomly

picked as a candidate BS position and the diagonal corners of these rooftops are picked

as possible relay locations, as was done in Chapters 4 and 5. Then, we have 183 relay

positions in total. The relay paths here were selected using the Dijkstra’s shortest-path

algorithm with AF relays of chapter 3, section 3.6.1. We calculate the lengths of routing

paths with relays and evaluate the increase in average path length compared to the lengths

without relays.

The figures below show the result of average path length of our load-balancing algo-

rithm with different number of ABSs. The path length of selected routing paths with and

without relays are compared in the figures. In our simulations, we were able to find a re-

lay path for all BSs pairs where the LoS path was blocked between them. This shows that

adding relays nodes between BS pairs does not prevent the topology from being constructed

in practical scenarios.

The results in Fig. 6.12, Fig. 6.13 and Fig. 6.14 show that the path length of routing

paths with relays increases rapidly as the path length limit increases, which is similar to the
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Figure 6.12: Avg. path lengths of load balancing algorithm with path length constraint for
3 ABSs: with and without relays
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Figure 6.13: Avg. path lengths of load balancing algorithm with path length constraint for
5 ABSs: with and without relays

path length without relays. Therefore, it is always necessary to limit the path length in our

routing algorithm. Comparing the average path lengths of routing paths with relays and

routing paths without relays, we see that the increase is not too large. For example, with

5 ABSs, the average path length increases by at most 3 even when the path length limit

is 10 (almost no constraint on path length). When the path length limit is 4, the average

path length only increases by about 1 compared to the no relay cases. As aforementioned,

Fig. 6.11 shows that, when the path length limit is 4, we can obtain a close to minimum

LBF value while achieving small path lengths. This minor increase in path length will have
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Figure 6.14: Avg. path lengths of load balancing algorithm with path length constraint for
7 ABSs: with and without relays

no meaningful impact on communication latency.

In summary, the results of this section show that to find the routing paths in our hybrid

backhaul networks, our previous relay path selection algorithms can be used to effectively

construct good routing paths between BSs for the wireless communication links in hybrid

backhaul networks.
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CHAPTER 7

CONCLUSIONS

7.1 Conclusions

In 5G, the current cellular spectrum is experiencing difficulty in keeping up with the ex-

plosive growth of mobile data demand. The use of dense deployment of small cell base

stations is considered a compelling technique in 5G communication system to increase the

throughput of the system. To densely deploy small cell base stations in the 5G backhaul

network, the crucial challenge for mobile backhaul is to provide efficiency and reliable data

transmission between different base stations and the core network. The fiber-based wired

transmission is an attractive candidate due to its high data rates and low transmission loss.

However, most of the small cell BSs have no wired connection and it is costly to deploy

wired links for all BSs. Millimeter wave communication becomes another promising solu-

tion to this challenge with its enormous amount of spectrum and multi-Gigabit-per-second

data rates, but mmWave links have higher propagation loss and severe blockage effect.

Therefore, in order to provide high data rate and reliable transmission links for backhaul

networks in urban dense area, we propose a relay-assisted hybrid fiber/wireless mmWave

backhaul network architecture. Based on the urban dense environment as our scenario, the

grid topology is used in our work, since many cities have a grid-based street canyon envi-

ronment. Different from many related works on 5G backhaul networks, we consider the

backhaul links with the help of the relays, which provides more flexibility and reliability

for the backhaul links.

In this thesis, we focus on the path selection and routing problem of the relay-assisted

hybrid fiber/mmWave backhaul network in the urban dense environment with grid topol-

ogy. The contribution of each chapter is summarized as follow,

• In chapter 3, we focus on the single path selection problem with AF relay for long-
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range ultra-high-speed millimeter wave backhaul links in dense urban area with grid

topology. Multiple relays are selected from a set of relay candidates to form a path

with maximum throughput value. In this work, we use the end-to-end SNR to eval-

uate the throughput value and an equation for the SNR of an AF relay path is for-

mulated. Based on this derived SNR equation, this AF relay selection problem is

transformed to the path selection problem in graphs. We then proposed and investi-

gated different algorithms to solve this problem with different constraints. Simulation

results show that our proposed algorithms work efficiently and can find relay paths

with limited number of hops and high throughput.

• In chapter 4, we focus on selecting single path with DF relays for mmWave back-

haul communications in urban environments with grid topology. We present three

algorithms, based on a novel widest-path formulation of the problem, for selecting

DF relay node locations in such paths. The first algorithm guarantees a maximum-

throughput relay path when multiple relay nodes can be placed at a single location.

The second algorithm finds near-optimal paths when each possible relay location can

host only one relay node. Since both algorithms sometimes produce paths with a

large number of relays, we also present a third algorithm that finds high-throughput

paths using as few relays as possible. We also compare the performance of AF pro-

tocol with DF protocol in the same scenario.

• In chapter 5, we focus on the problem of feasibility of multiple path selection with

relays for long-range ultra-high-speed millimeter wave backhaul networks in urban

environments with grid topology. Multiple interference-free paths will be selected

between a pair of base stations. We first formulate the problem as constraint satis-

faction problem that have several different constraint functions. Based on the de-

rived equations, we transform the multiple paths selection problem to the Boolean

satisfiability problem and use SAT-solver method to solve it. However, the SAT-
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solver method is shown to require large number of running time for realistic problem

size. Therefore, we propose a heuristic algorithm to find multiple paths using derived

max-flow algorithm. The simulation results show that these two algorithms can be

combined to find multiple relay paths with a small number of running time and good

throughput.

• In chapter 6, we explored load-balanced routing in hybrid fiber-wireless backhaul

networks with grid topology. We presented a hill climbing procedure that produces a

load-balanced virtual topology for routing, which was shown to provide near-optimal

load balancing in simulated settings. We also modified the algorithm to include a

maximum path length constraint, which allows trade offs between path length and

load balance factor. Moreover, we combined our routing algorithms with our relay-

assisted path selection algorithms in previous chapters. The results show that the

path length of our routing paths with relays are acceptable values in the backhaul

networks.

7.2 Challenges and next steps

We have proposed the path selection and routing algorithms of relay-assisted hybrid back-

haul networks in the urban environment. Future works are encouraged in this area. The

solutions in this thesis provide a starting point, however, there are still some different cases,

adaptations and tests that have been left for the future. Future work concerns deeper anal-

ysis of particular algorithms and new proposals to try different methods.

In our works, we used the downtown, Atlanta with grid topologies as our network

model. Since there exist many different types of topologies in 5G backhaul network, dif-

ferent topologies and city street canyons need to be generated and used in future works.

Moreover, in our network model, we addressed the mutual interference issue and ignored

the possible inference signals due to reflections. In future works, it is meaningful to conduct

measurements and experiments using real devices in 3D outdoor environments to test the
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reflection effect and blockage effect of signals. Moreover, we have a ns-3 related work in

[102], which realizing end-to-end simulation of mmWave out-of-band backhaul networks

in ns-3. It is useful to add the mmWave backhaul scenario in the ns-3 simulator, more

elements and modules need to be developed and added to ns-3 in the near future.

In Chapters 3 and 4, we solved the path selection problem which just consider AF or

DF relays in our networks; however, we did not consider the scenario which includes both

AF and DF relays in the networks. The throughput evaluation method and path selection

algorithm should be different in the scenario which has both AF and DF relay strategies.

Therefore, future works need to focus on the path selection problem of relay-assisted net-

works including both AF and DF relays.

In chapter 4, we reduced the number of locations of DF relays, because the algorithm

with novel-weighted graph produces a large number of data sets which badly increase the

running time of the algorithm. In future works, new algorithms need to be proposed to deal

with this problem with a large set of nodes.

In chapter 5, we used one of the mature SAT-solver method with DPLL algorithm to

solve the problem. However, Boolean satisfiability problem is a classic problem in nowa-

days and there are many different SAT-solver algorithms can be used to solve it. Therefore,

different SAT-solver methods need to be evaluated in future works.

In chapter 6, our hill-climbing method can only guarantee the local optimal results

instead of global optimal results. Different algorithms can be proposed to find global opti-

mal results in future work. Moreover, future work will consider issues related to dynamic

traffic loads, namely how frequently the virtual routing topology should be adjusted and

quantifying performance under dynamic conditions, accounting for both the quality of load

balancing and the overheads of virtual topology adjustment.
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7.3 Publications

As part of the research conducted in this dissertation, we have written several documents

that are either published, submitted, or in progress as follows:

• Y. Yan, Q. Hu, and D. Blough, “Load-Balanced Routing for Hybrid Fiber/Wireless

Backhaul Networks,” Proc. of IEEE Global Communications Conference, 2021.

• Y. Yan, Q. Hu, and D. Blough, “Feasibility of Multipath Construction in mmWave-

Backhaul Networks,” Proc. of IEEE Int’l Symposium on a World of Wireless, Mobile

and Multimedia Networks, pp. 81-90, 2021.

• Y. Yan, Q. Hu, and D. Blough, “Optimal Path Construction with Decode and For-

ward Relays in mmWave Backhaul Networks,” submitted to 2020 International Con-

ference on Computing, Networking and Communications (ICNC).

• Q. Hu, Y. Liu, Y. Yan, and D. Blough, “End-to-end Simulation of mmWave Out-

of-band Backhaul Networks in ns-3” Proc. of the Workshop on Next-Generation

Wireless with ns-3, 2019.

• Y. Yan, Q. Hu, and D. Blough, “Path Selection with Amplify and Forward Relays in

mmWave Backhaul Networks,” Proc. of IEEE Int’l Symposium on Personal, Indoor,

and Mobile Radio Communications, 2018.
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