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## SUMMARY

A modified algorithm is developed which greatly improves the efficiency of solving parabolic partial differential equations. The main emphasis of the work is in solving a certain class of these problems, the Fokker-Planck equations for systems operating in the presence of noise. For mathematical convenience and to enhance the accuracy of the solutions, the Fokker-Planck equations are expressed in terms of probability distribution functions rather than probability density functions.

The modified algorithm combines an explicit finite difference scheme and polynomial interpolation in such a way as to greatly reduce the amount of information that has to be stored and the number of numerical operations required in order to obtain the solution to a Fokker-Planck equation. For one-dimensional equations, at any time the modified algorithm stores the data at every $P^{\text {th }}$ point in the grid of the standard explicit scheme. In order to advance the solution forward in time, the additional information required by the explicit method is generated by fitting polynonials of order $q$ to the stored data. Since data is stored for every $\mathrm{P}^{\text {th }}$ grid point, it is only necessary to compute the solutions at these points. It is shown that the modified algorithm is consistent, convergent, stable, and has the same order of accuracy as the original explicite scheme if $q \geq 2$.

The modified algorithm is tested and its parameters selected by solving the Fokker-P1anck equations for several linear systems. This approach is taken so that the theoretical solutions, which can be obtained
for linear systems, can be compared to the numerical results. It is shown that second order polynomial interpolation ( $q=2$ ) gives the best results. A selection of $P=5$ (store $1 / 5$ of the data in each space dimension) is made by observing the trade-offs between accuracy and the amounts of computer time and storage required for different values of $P$. With the parameters selected $(q=2, P=5)$, the modified algorithm gives accurate solutions and yields large savings in computer time and storage. The amount of savings in computer storage realized for one, two, and three-dimensiona1 equations is $80 \%, 96 \%$, and greater than $99 \%$ respectively. The corresponding savings in computer time for one- and two-dimensional problems is about $70 \%$ and about $80 \%$ respectively. The savings in computer time for three-dimensional equations is conservatively estimated to be in excess of $80 \%$.

A three-dimension Fokker-Planck equation for a third order linear system is solved using the modified algorithm. This example clearly illustrates that the large saving in computer time and storage obtained with the modified algorithm makes it possible for this method to solve problems that would otherwise be impractical to solve.

The modified algorithm is used to obtain complete solutions to the Fokker-Planck equations for a first and second order phase-locked loop. The solutions, which are sought on modulo $2 \pi$, are started from initial conditions which are unfformly distributed and are run to steady state. Results are obtained for several different signal to noise ratios. The steady state results for the first order loop agree with the theoretical solutions, and the steady state results for the second order loop agree with a set of experimental solutions which appear in
the literature.

The modified algorithm is also used to solve Fokker-Planck equations for a first and second order gated phase-locked loop. This problem arises in a Time Division Mulriple Access (TDMA) system which uses Phase Shift Keyed (PSK) modulation and which requires that phase coherence be maintained from burst to burst. The objective of these simulations is to find the steady state variances of the phase errors of the systems. It is observed that the steady state variances of the phase errors for both the first and second order gated loops can be found (estimated for the second order loop) without obtaining complete solutions to the Fokker-Planck equations. This is a helpful result since solutions to these problems for systems with practical duty factors require large amounts of computer time.

## CHAPTER I

## INTRODUCTION

The Fokker-Planck equation originally evolved from the study of Brownian motion. Brownian motion was first observed by Robert Brown in 1828, and was first correctly explained by Albert Einstein in 1905. In the ensuing twenty-five years many scientists studying the area (Smoluchowski, Fokker, Planck, Ornstein, Burger, Firth, et al.) realized that the probability density function for the position of a particle undergoing Brownian could be described by a parabolic partial differential equation which became commonly known as the Fokker-Planck equation.

A major breakthrough in the Brownian motion problem was presented by Uh1enbeck and Ornstein [29] in 1930. They arrived at the FokkerPlanck equation by considering the equation of motion of the particle, which is known as the Langevin equation. This was not mathematically rigorous, and it was not until many years later that Doob [16], using Ito calculus, justified the work mathematically.

Another major accomplishment appeared in 1931 when Kolmogorov [43] presented Kolmogorov's forward and backward equations. The forward equation is more generally known as the Fokker-Planck equation. As their names imply, the forward and backward equations are adjoint equations, the forward equation having to be solved forward in time, and the backward equation in reverse time. The backward equation is of little use since a solution of it would require boundary conditions that include a known
solution at an advanced time.
As it is used in this dissertation, the Fokker-Planck equation relates the statistical properties of the state variables of a system to the statistical properties of the inputs to the system and the characterisn tics of the system. In particular, the Fokker-Planck equation is an ndimensional second order parabolic partial differential equation whose solution is the joint probability density function of the $n$ states of the system. The development of the Fokker-Planck equation requires that states of the system be a continuous vector Markov process [39]. This requires that the system have a white noise input. Other considerations restrict the noise inputs to be Gaussian white noise [10].

Consider the system illustrated in Figure 1. The state equations of the system are

$$
\begin{equation*}
\dot{y}=g(\underline{y}, \underline{M}, t), \tag{1-1}
\end{equation*}
$$

where the underscored variables are column vectors with $\mathfrak{n}$ components. The input to the system, $\eta(t)$, is a column vector whose components are all Gaussian white noises (not necessarily stationary).

Under mild conditions of continuity of the joint probability density function of the states of the system and its first few derivatives, the Fokker-Planck equation can be derived $[10,19,6]$. The Fokker-Planck equation for a general $n^{\text {th }}$ order system, (1-1), is

$$
\begin{equation*}
\frac{\partial f\left(y_{1}, \ldots \cdot, y_{n}, t / x_{1}, \cdots \cdot, x_{n}, t_{0}\right)}{\partial t}= \tag{1-2}
\end{equation*}
$$



Figure 1. General $n^{\text {th }}$ Order System

$$
\begin{aligned}
& \frac{i}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^{2}\left[c_{i j}\left(y_{1}, \ldots ., y_{n}, t\right) f\left(y_{1}, \ldots \ldots, y_{n}, t / x_{1}, \ldots ., x_{n}, t_{0}\right)\right]}{\partial y_{i} \partial y_{j}} \\
& -\sum_{i=1}^{n} \frac{\partial\left[c_{i}\left(y_{1}, \ldots ., y_{n}, t\right) f\left(y_{1}, \ldots ., y_{n}, t / x_{1}, \ldots ., x_{n}, t_{0}\right)\right]}{\partial y_{i}},
\end{aligned}
$$

where $f\left(y_{1}, \ldots, y_{n}, t / x_{1}, \ldots, x_{n}, t_{0}\right)$ is the joint probability density function of the state of the system conditioned on the initial state of the system. The coefficients $C_{i, j}\left(y_{1}, \ldots, y_{n}, t\right)$ and $C_{i}\left(y_{1}, \ldots, y_{n}, t\right)$, commonly called the moments of the Fokker-Planck equation, are defined by

$$
\begin{equation*}
c_{i}\left(y_{1}, \ldots ., y_{n}, t\right)=\lim _{\Delta t \rightarrow 0} \frac{E\left(\Delta y_{i}\right)}{\Delta t}, \tag{1-3}
\end{equation*}
$$

and

$$
c_{i j}\left(y_{1}, \ldots, y_{n}, t\right)=\lim _{\Delta t \rightarrow 0} \frac{E\left(\Delta y_{i} \Delta y_{j}\right)}{\Delta t},
$$

where $E\left(\Delta y_{i}\right)$ is the expected value of the incremental change in $y_{i}$.
A rigorous development of the Fokker-Planck equation requires sophisticated theory of stochastic processes. In the current literature the development of the Fokker-Planck equation is approached in a variety of ways and with all different degrees of difficulty. Some of the more rigorous and difficult works are those presented by Doob [18], Feller [17], Dykin [4], Ito [21], and Gnedenko [20]. Some of the more easi1y understood developments are those of Stratonovich [19], Bharucha-Reid [10], Middleton [2], and Morgan [6].

In order to simplify notation, for the remainder of this work the probability density function in Fokker-Planck equations will not be written
as being conditioned on the initial probability density of the states of the systems. This is reasonable since it is obvious that the initial probability density is required in order to solve the Fokker-Planck equation. Therefore, the conditioning on the initial state will be assumed and will not be explicitly written as such.

In order to illustrate the Fokker-Planck equation, consider the system shown in Figure 2. The state equation for this system is

$$
\begin{equation*}
\dot{x}=-\beta(x, t)+\eta(t) \tag{1-4}
\end{equation*}
$$

The input, $\eta(t)$, is Gaussian white noise with a power spectral height of ${ }^{N} 0^{*}$. The moments of the Fokker-Planck equation, defined by (1-3), are

$$
\begin{equation*}
C_{1}=\lim _{\Delta t \rightarrow 0} \frac{E(\Delta x)}{\Delta t}=-\beta(x, t) \tag{1-5}
\end{equation*}
$$

and

$$
C_{11}=\lim _{\Delta t \rightarrow 0} \frac{E\left(\Delta x^{2}\right)}{\Delta t}=\frac{N_{0}}{2}
$$

Therefore, the Fokker-Planck equation which describes the probability density function of the state of the system, $x(t)$, is

$$
\begin{equation*}
\frac{\partial f(x, t)}{\partial t}=\frac{\partial}{\partial x}(\beta(x, t) f(x, t))+\frac{N_{0}}{4} \frac{\partial^{2} f(x, t)}{\partial x^{2}} \tag{1-6}
\end{equation*}
$$

## Phase-Locked Loops

A significant engineering application of the Fokker-Planck equation is in the analysis of phase-locked loops in the presence of noise $[8,9$, 23]. The phase-locked loop is a very practical device having found a


Figure 2. First Order System
variety of uses in recent years. They are used extensively in such applications as radar-tracking, missile guidance and navigation, and symchronization and detection in phase-coherent communication systems. Phaselocked loops are now to the point of being mass produced in modular form for many everyday uses in communication systems.

The purpose of the phase-locked loop is to track the phase of a received signal with a reference signal. The automatic phase control system commonly used is illustrated in Figure 3. The variables in and related to Figure 3 are defined as:

| VCG | - voltage controlled generator, |
| :---: | :---: |
| $\sqrt{2} \mathrm{~A} \cos (\theta(\mathrm{t})$ ) | - received signal, |
| $\sqrt{2} \mathrm{~K}_{1} \sin \left(\theta^{\prime}(t)\right)$ | - reference signal, |
| $\mathrm{K}_{2}$ | - frequency sensitivity constant of the VCG $\left(\omega_{\text {VCG }}=\omega_{0}+K_{2} e(t)\right)$, |
| $\omega_{0}$ | - quiescent frequency of the VCG, |
| $h(t)$ | - impulse response of the linear filter, |
| $\phi(\mathrm{t})$ | - phase error ( $\theta(\mathrm{t})-\theta^{\prime}(\mathrm{t})$ ). |

The system attempts to adjust $\theta^{\prime}(t)$ until it is equal to $\theta(t)$. When this is accomplished, the signals are said to be phase-coherent or in phase1ock.

The dynamic response of the phase-locked loop is described by

$$
\begin{equation*}
\frac{d \phi(t)}{d t}=\frac{d \theta(t)}{d t}-\omega_{0}=A K_{1} K_{2} \int_{0}^{t} h(t-u) \sin (\phi(u)) d u . \tag{1-7}
\end{equation*}
$$

This equation is somewhat simplified by letting


Figure 3. Phase-Locked Loop
and

$$
\begin{align*}
K & =K_{1} K_{2},  \tag{1-8}\\
\theta_{1}(t) & =\theta(t)-\omega_{0} t, \\
\theta_{2}(t) & =\theta^{\prime}(t)-\omega_{0} t .
\end{align*}
$$

When (1-8) is put into (1-7), (1-7) becomes the equation commonly used to describe the phase-locked loop. It is

$$
\begin{equation*}
\frac{d \phi(t)}{d t}=\frac{d \theta_{1}(t)}{d t}-A K \int_{0}^{t} h(t-u) \sin (\emptyset(u)) d u . \tag{1-9}
\end{equation*}
$$

This equation suggests the general block diagram for the phase-locked loop (illustrated in Figure 4).

The order of a phase-locked loop is defined as the order of the differential equation describing the loop, (1-9). If the linear filter in the forward path is an $n^{\text {th }}$ order filter, the system is an $n+1$ st order phase-locked loop. The VCG adds the additional pole to the system. Therefore, a first order phase-locked loop has no linear filter present. Phase-Locked Loop in the Presence of Noise

A very interesting and difficult problem which has attracted a lot of attention in recent years is the operation of phase-locked loops in the presence of noise. Most commication systems are disturbed by thermal noise, which is a zero-mean wideband Gaussian process which has a power spectral density that is nearly flat over the frequency range of the receiving equipment (Gaussian white noise for all practical purposes).

Let the received signal be

$$
\begin{equation*}
2 \sqrt{A} \cos (\theta(t))+\eta(t), \tag{1-10}
\end{equation*}
$$



Figure 4. Block Diagram of Phase-Locked Loop
where i(t) is Gaussian white noise with a power spectral height of $\mathrm{N}_{0}$. The differential equation which now describes the dynamic response of the phase-locked loop is

$$
\begin{equation*}
\frac{d \phi(t)}{d t}=\frac{d t 1(t)}{d t}-K \int_{0}^{t}\left(A \sin (\phi(u))+\eta^{\prime}(u)\right) h(t-u) d u \tag{1-11}
\end{equation*}
$$

In this representation it is assumed that, for mathematical convenience, $\eta(t)$ has been passed through a symmetric wideband bandpass filter with center frequency $w_{0}$ (quiescent setting of VCG) and a flat passband which passes only frequencies below $2 \omega_{0}$. The result of this filtering is T' (t). Due to the low pass filtering present in the phase-locked loop, $\eta^{\prime}(t)$ still looks like Gaussian white noise to the system. Figure 5 illustrates the block diagram for the phase-locked loop in the presence of Gaussian white noise. For the development of this model see Veterbi [8].

Consider the operation of a first order phase-locked loop in the presence of noise (illustrated in Figure 6). The noise, $\eta^{\prime}(t)$, is Gaussian white noise with a power spectral height of $\mathrm{N}_{0}$. The differential equation which describes the phase error of the system is

$$
\begin{equation*}
\frac{d \emptyset(t)}{d t}=\frac{d G 1(t)}{d t}-K \int_{0}^{t}\left(A \sin (\emptyset(t-u))+\eta^{\prime}(t-u)\right) \delta(u) d u \tag{1-12}
\end{equation*}
$$

where $\delta(u)$ is the delta or impulse function. Therefore, (1-12) becomes

$$
\begin{equation*}
\frac{d \emptyset(t)}{d t}=\frac{d \theta 1(t)}{d t}-A K \sin (\phi(t))-K \eta^{\prime}(t) \tag{1-13}
\end{equation*}
$$



Figure 5. Block Diagram of Phase-Locked Loop in the Presence of Noise


Figure 6. Block Diagram of a First Order Phase-Locked Loop in the Presence of Noise

The Fokker-Planck equation which describes the probability density function of the phase error, $\emptyset(t)$, of the system is

$$
\begin{equation*}
\frac{\partial f(\phi, t)}{d t}=-\frac{\partial}{\partial \emptyset}\left(C_{1}(\phi, t) f(\emptyset, t)\right)+\frac{\partial^{2}}{\partial \phi^{2}}\left(C_{2}(\phi, t) f(\phi, t)\right), \tag{1-14}
\end{equation*}
$$

where

$$
\begin{align*}
& C_{1}(\emptyset, t)=\lim _{\Delta t \rightarrow 0} \frac{E(\Delta \emptyset)}{\Delta t}=\frac{d \theta_{1}(t)}{d t}-A K \sin (\emptyset(t))  \tag{1-15}\\
& C_{2}(\emptyset, t)=\lim _{\Delta t \rightarrow 0} \frac{E\left(\Delta \phi^{2}\right)}{\Delta t}=\frac{N_{0}}{2}
\end{align*}
$$

The general form of the Fokker-Planck equation for a second order phase-locked loop in the presence of noise is that of (1-2) with $n$ equal to two.

## Numerical Approaches to Solutions of Fokker-Planck

## Equations

There is a very large amount of literature extending over many years on numerical solutions to partial differential equations (see, for example, bibliographies by Finn [20] and Vichenevetsky [35]). Some methods are quite general in that they apply to more than one type of partial differential equation, while other methods are tailored to a specific type of problem. In this section a summary of the more important numerical methods that might be considered in seeking solutions to Fokker-Planck equations are briefly examined.

Separation of variables [7], which is commonly used to solve simple
problems, can be applied to some one-dimensional Fokker~Planck equations. Howe [36] gives a good presentation of the separation of variables technique and shows how it can be implemented on an analog computer.

The Fourier Transformation [3] is another widely known method. However, in general, this method is not applicable to the Fokker-Planck equation. This is because the Fokker-Planck equation, except in the very simplest cases, has variable coefficients.

Iterative methods are another scheme which can be used to solve the Fokker-Planck equation. An iterative method goes through an iterative process which betters an initially guessed solution until it converges to the correct answer. Howe and Hsu [13] developed a formula that reduces the partial differential equation to a coupled set of ordinary differential equations and solves each ordinary differential equation separately and in sequential order. This process is iterated until the answer converges. This technique has also been studied by $0^{\prime}$ Dowd and Hammond [31]. Mayfield [27] and Lindsey [41] have recently introduced an iterative method which assumes that the problem solution takes a particular form. When the assumed solution is put into the Fokker-Planck equation it reduces the partial differential equation to an integral equation. The integral equation is a Voltera integral equation which can be solved by successive approximations.

Point iterative methods, which are generally applied to elliptic partial differential equations, are also applicable. The better known of these schemes are the Jacobi [14], Gauss-Seide1 [14], and successiveoverrelaxation [14,15] methods.

In recent years Russian numerical analysts have developed locally
one-dimensional methods [5] for solving partial differential equations. These methods separate an $n$-dimensional problem in such a manner that it is equivalent to $n$ one-dimensional problems.

A large and important class of methods used to solve parabolic partial differential equations is finite difference schemes $[1,5,14]$. These methods approximate the partial derivatives of the function by finfte differences, thereby reducing a partial differential equation to a series of algebraic equations. The most useful finite difference schemes are the one step or single level algorithms. These schemes involve values from only two time levels, $t$ and $t+\Delta t$. The solution at time $t+\Delta t$ is calculated using only the solution at time $t$. There are two general categories of single level finite difference methods, implicit and explicit.

An explicit formula involves one value at the advanced time $t+\Delta t$. Therefore, to get the solution at $t+\Delta t$, it is only necessary to make $N$ (number of grid points in the space dimension) separate calculations. An implicit method involves more than one grid point at the advanced time t+ th. Therefore, it is necessary to solve a set of $N$ simultaneous equations in order to obtain the solution at $t+\Delta t$. One of the better known implicit and explicit finite difference algorithms is discussed in detail in Chapter II.

Alternating direction methods [14,5] are implicit methods which are used in conjunction with certain differencing techniques. The original implicit method is broken into more, but simpler, implicit equations by introducing intermediate variables. The effort required to solve the
simpler sets of equations, generally tridiagonal, is much less than that required to solve the original set of equations.

The literature contains a large number of finite difference approximations for partial differential equations. No attempt is made to enumerate these methods. For the most part, these methods were presented without adequate consideration of stability, computer time, and computer storage. Some other general methods, such as the method of Iines [34,35], multilevel algorithms [5], and parallel solutions [40] were not discussed because they do not seem to offer any advantages to the type problem being considered.

## Conments on the Numerical Methods

Due to practical limitations on computer time and storage, complete solutions (transient and steady-state) to one-dimensional Fokker-Planck equations are rare, and complete solutions to higher-dimensional equations are nonexistent. Almost all previous work treats only the steadystate solution.

Separation of variables can and has been used to solve a onedimensional Fokker-Planck equation which has coefficients that do not depend on time (the solution is discussed in the next part of this section). It is clear, however, that in the two-dimensional case, the coefficients in the Fokker-Planck equation will in general prevent the variables from being separable.

A method which on the surface seems to offer promise is the locally one-dimensional method. Unfortunately, there is very little work, or experimental results available to use in making a reasonable evaluation
of the method. Mitche11 [5] is very skeptical of the method. He does, however, point out that this is just his personal conjecture.

Iterative and finite difference methods are the ones commonly used to solve parabolic partial differential equations. In theory these are easily implemented on a computer; however, both require excessive computer time and storage. The iterative methods are particularly demanding on storage since a complete time solution must be stored during the entire simulation. For higher-dimensional equations, where computer storage becomes enormous, it is clear that finite difference schemes offer the best approach to solving the problem.

## Recent Solutions to the Fokker-Planck Equation

Almost all previous work on the Fokker-Planck equation for phaselocked loops involves only the steady state solution. Lindsey [26], Viterbi [8], Charles [26], Snyder [23], Holmes [37], and others have worked out steady state results for first order, and in some cases, second order phaselocked loops. Very recently results have begun to be obtained on transient solutions to the Fokker-Planck equation. However, results have been obtained only for the one-dimensional case.

Whitney [15] solved for the complete velocity distribution of a particle in a slightly ionized plasma. However, physical considerations of his problem permitted him to reduce a three-dimensional Fokker-Planck equation to just a few uncoupled one-dimensional Fokker-Planck type equations. The type assumptions that Whitney made are not applicable to other problems.

La Frieda [28] solved for the complete probability density function
"l the phase errot in lirst order tracking loops. He used the separation of variables technique to get the solution on the modulo $2 \pi$ state space. Dominiak and Pickholtz [12] also investigated the phase error in a first order phase-lock loop. They reduced the Fokker-Planck equation to a special case of a one-dimensional heat flow equation which had been investigated at an earlier date by vonNeumann and Richtmyer [22]. The reduced equation was solved by a standard finite difference method. Transient solution curves are presented for several different signal to noise ratios.

CHAPTER II

ESSENTIAL BACKGROUND

The purpose of this chapter is to present material which is drawn on heavily in the development of this thesis. Two general topics are discussed. The first is a finite difference approach to solving parabolic partial differential equations. The second topic is techniques for polynomial interpolation between discrete functional values.

The emphasis of this chapter is on presenting the ideas and showing how they are used and not on the mathematical developments.

## Finite-Difference Equations

As noted in Chapter $I$, the finite-difference methods are among the most successful approaches to numerical solution of partial differential equations. The use of finite differences reduces the partial differential equation to a set of algebraic equations. Suppose the partial differential equation has $n+1$ independent variables; $n$ state variables, $x_{i}$, and time, $t$. The finite difference scheme divides the portion of the space over which a solution is sought $\left(a_{1} \leq x_{1} \leq b_{1}, a_{2} \leq x_{2} \leq b_{2}\right.$, .... $a_{n} \leq x_{n} \leq b_{n}, 0 \leq t \leq T$ ) into discrete points by placing a grid, or lattice, on it. Information about the solution is retained only at the preselected grid points. A finite difference algorithm involves approximating the function values and their derivatives, as required by the partial differential equation, by finite differences. Values for the
solution are only obtained at the grid points. For a good reference see Ralston and Wilf [1].

The finite difference formalation will be illustrated with a onedimensional problem. Consider the general, linear, one-dimensional, second order, parabolic partial differential equation

$$
\begin{align*}
L(U(x, t))= & U_{t}(x, t)-a(x, t) U_{x x}(x, t)-2 b(x, t) U_{x}(x, t)  \tag{2-1}\\
& +c(x, t) U(x, t)-d(x, t)=0
\end{align*}
$$

where $a(x, t)>0$ and $L$ is a differential operator. In (2-1) partial derivatives are denoted by the subscripts. For example, the second partial derivative of $U(x, t)$ with respect to $x$ is denoted by $U_{x X}(x, t)$. Similarly, the first partial derivative of $U(x, t)$ with respect to $t$ is represented by $U_{t}(x, t)$.

The solution of (2-1) is sought on the semi-infinite strip

$$
\begin{equation*}
\mathrm{S}:(\mathrm{A} \leq \mathrm{x} \leq \mathrm{B}, \mathrm{t}>0) . \tag{2-2}
\end{equation*}
$$

If the terms of (2-1) are analytic functions on the region $S$, the solution of (2-1) is uniquely determined by specifying initial and boundary conditions [45]. For instance, let

$$
\begin{align*}
& U(x, 0)=g(x), A<x<B  \tag{2-3}\\
& U(A, t)=h_{1}(t), t>0 \\
& U(B, t)=h_{2}(t), t>0 .
\end{align*}
$$

A grid defined by

$$
\begin{gather*}
S_{\Delta x, \Delta t}:\left(x_{j}=A+j \Delta x, j=0,1,2, . ., J ; t=n \Delta t,\right.  \tag{2-4}\\
n=0,1,2, \ldots, \ldots, N)
\end{gather*}
$$

where $\Delta x=\frac{B-A}{J}$, is placed on the strip $S$. This grid is illustrated in Figure 7. It is desired to solve for $U\left(X_{j}, t_{n}\right)$ at each point on the grid. This is accomplished by solving an appropriate set of finite difference equations used to approximate the partial differential equation.

It is convenient to denote the dependent variable at the grid points as

$$
\begin{equation*}
\mathrm{U}(\mathrm{~A}+\mathrm{j} \Delta \mathrm{x}, \mathrm{n} \Delta \mathrm{t})=\mathrm{U}_{\mathrm{j}}^{\mathrm{n}}, \tag{2-5}
\end{equation*}
$$

and the approximation to the true solution as

$$
\begin{equation*}
V(A+j \Delta x, n \Delta t)=V_{j}^{n} \tag{2-6}
\end{equation*}
$$

Note that in using this notation the subscript gives the space variable index and the superscript gives the time variable index.

Finite difference equations are classified as either implicit or explicit equations. Each explicit equation can be solved directly and easily. This is not the case for the implicit difference equations. At a given time the implicit finite difference equations are a coupled set of linear equations which have to be solved simultaneously. Each method has certain advantages and disadvantages.

In order to develop the finite difference method as a general approach which contains both the implicit and explicit methods, it is necessary to have values of $U(x, t)$ and its space derivatives at intermediate values of time which do not correspond to grid points. This is accom-


Figure 7. Typical Grid for a One-Dimensional Problem
plished using linear interpolation in time. No such intermediate values are required in the space dimension.

Using linear interpolation, the approximation to $U(x, t)$ at

$$
\begin{align*}
& x=x_{j}=A+j \Delta x,  \tag{2-7}\\
& t=t_{n+\theta}=(n+\theta) \Delta t,
\end{align*}
$$

is given by

$$
\begin{equation*}
V(A+j \Delta x, \quad(n+\theta) \Delta t)=V_{j}^{n+\theta}=\theta v_{j}^{n+1}+(1-\theta) v_{j}^{n} \tag{2-8}
\end{equation*}
$$

where

$$
0 \leq \theta \leq 1
$$

Centered difference approximations are used to represent the derivatives of the function with respect to the space variable. The time derivative is represented by a forward difference approximation. The resulting finite difference approximations are

$$
\begin{align*}
U_{x}\left(x_{j}, t_{n+\theta}\right) & =\frac{v_{j+1}^{n+\theta}-v_{j-1}^{n+\theta}}{2 \Delta x}  \tag{2-9}\\
U_{x x}\left(x_{j}, t_{n+\theta}\right) & =\frac{v_{j+1}^{n+\theta}-2 v_{j}^{n+\theta}+v_{j-1}^{n+\theta}}{\Delta x^{2}} \\
U_{t}\left(x_{j}, t_{n+\theta}\right) & =\frac{v_{j}^{n+1}-v_{i}^{n}}{\Delta t}
\end{align*}
$$

and

These approximations are put into (2-1) in order to obtain the finite difference equation which approximates the partial differential equation.

Combining (2-1), (2-9), and (2-8) the resulting difference equation at a typical grid point is

$$
\begin{align*}
& v_{j+1}^{n+1}\left(-\theta \frac{a_{j}^{n+1} \Delta t}{\Delta x^{2}}-\theta \frac{b_{j}^{n+\theta} \Delta t}{\Delta x}\right)+v_{j}^{n+1}\left(1+\theta \frac{2 a_{j}^{n+1} \Delta t}{\Delta x^{2}}+\theta c_{j}^{n+\theta} \Delta t\right)  \tag{2-10}\\
& +v_{j-1}^{n+1}\left(-\theta \frac{a_{j}^{n+\theta} \Delta t}{\Delta x^{2}}+\theta \frac{b_{j}^{n+\theta} \Delta t}{\Delta x}\right)=v_{j+1}^{n}\left((1-\theta) \frac{a_{j}^{n+\theta} \Delta t}{\Delta x^{2}}+(1-\theta) \times\right. \\
& \left.\frac{b_{j}^{n+\theta} \Delta t}{\Delta x}\right)+v_{j}^{n}\left(1-(1-\theta) \frac{2 a_{j}^{n+\theta} \Delta t}{\Delta x^{2}}-(1-\theta) c_{j}^{n+\theta} \Delta t\right)+v_{j-1}^{n} \times \\
& \left((1-\theta) \frac{a_{j}^{n+\theta} \Delta t}{\Delta x^{2}}-(1-\theta) \frac{b_{j}^{n+\theta} \Delta t}{\Delta x}\right)+\Delta t d_{j}^{n+\theta} .
\end{align*}
$$

The initial and boundary conditions, (2-3), now become

$$
\begin{align*}
& v_{j}^{0}=g\left(x_{j}\right), 0 \leq j \leq J  \tag{2-11}\\
& v_{0}^{n}=h_{1}\left(t_{n}\right), n>0 \\
& v_{J}^{n}=h_{2}\left(t_{n}\right), n>0 .
\end{align*}
$$

The solution to (2-1) is approximated by the solution to the set of difference equations defined by (2-10). There is one finite difference equation which must be solved for each grid point on the lattice (see Figure 7).

The initial condition, (2-11), gives the solution of (2-10) for $\mathrm{n}=0$ (corresponding to $\mathrm{t}=0$ ). The solution for $\mathrm{n}=1$ (corresponding to $\mathrm{t}=\Delta \mathrm{t}$ ) can then be obtained using (2-10). In a like manner the solutions at all the grid points for $\mathrm{n}=2$ can be obtained using (2-10) and the solutions at
$n=1$. In general (2-10) relates the solutions of the equations at $n+1$ to the solution at n.

$$
\text { If } \theta=0,(2-10) \text { is called an explicit finite difference equation. }
$$

For this case (2-10) becomes

$$
\begin{aligned}
v_{j}^{n+1}= & v_{j+1}^{n}\left(\frac{a_{j}^{n} \Delta t}{\Delta x^{2}}+\frac{b_{j}^{n} \Delta t}{\Delta x}\right)+v_{j}^{n}\left(1-\frac{2 a_{j}^{n} \Delta t}{\Delta x^{2}}-c_{j \Delta t}^{n}\right) \\
& +v_{j-1}^{n}\left(\frac{a_{j}^{n} \Delta t}{\Delta x^{2}}-\frac{b_{j}^{n} \Delta t}{\Delta x}\right)+d_{j}^{n} \Delta t .
\end{aligned}
$$

Note that (2-12) expresses the solution at any point along the grid corresponding to $n+1$ explicitly in terms of solutions along the grid line at n. Therefore, given the solution values at $n, v_{j}^{n+1}$, for $j=1,2, \ldots$, $J-1$, can be determined directly.

In order to solve for the value at $j$ on the $n+1$ line, (2-12) shows that three solution values on the line at $n$ are required; $j-1$, $j$, and $\mathrm{j}+1$. The relationship of these four values is illustrated in Figure 8. The values of the solution at the points marked by the boxes are necessary in order to compute the solution at the point marked by the circle. In this manner a solution for all $\mathrm{j}=1,2$, . . ., $\mathrm{J}-1$ on the $\mathrm{n}+1$ line can be obtained from the complete solution ( $\mathbf{j = 1 , 2 , \ldots , \ldots}$, ., along the $n$ line and the boundary conditions. Therefore, starting with the initial conditions, the explicit finite difference scheme provides a direct method of progressing through a sequence of values of $j$ and $n$ in order to obtain


Figure 8. Relationship Between Values in an Explicit Finite Difference Scheme
a complete solution to (2-1).
If $\theta \neq 0$ in (2-10), the solution for a typical point on line $n+1$ is not related in a simple manner to solutions on the 1 ine $n$, and (2-10) cannot be solved directly. If, however, a set of equations is developed for each $V_{j}^{n^{+1}}(j=1,2, \ldots, J-1)$, the result is a coupled system of linear equations which can be solved simultaneously. If $\theta \neq 0$ the algorithm is called an implicit finite difference equation.

Before finite difference equations of either type can be solved, suitable step sizes ( $\Delta x$ and $\Delta t$ ) must be selected. There are a number of considerations which enter into such selections. The step sizes and the ratio of the step sizes determine the accuracy of the method and whether or not the algorithm is "stable," "convergent," and "consistent" [1]. These parameters, which characterize the algorithm, are defined and discussed below.

A difference scheme is consistent if the difference equations do actually approximate the partial differential equation. Stated more precisely, the difference scheme is consistent with the partial differential equation if

$$
\begin{equation*}
\lim _{\Delta t, \Delta x \rightarrow 0}\left|L(U(x, t))-L_{\Delta x, \Delta t}(U(x, t))\right|=0 . \tag{2-13}
\end{equation*}
$$

where $L_{\Delta x, \Delta t}(U(x, t))$ is the differential operator defined by (2-10).
The difference scheme is convergent if

$$
\begin{equation*}
\lim _{\Delta x, \Delta t \rightarrow 0}\left|U\left(x_{j}, t_{n}\right)-v_{j}^{n}\right|=0 \tag{2-14}
\end{equation*}
$$

Convergence means that, for sufficiently small step sizes, the numerical solution of the difference equations at each grid point is a close approximation to the exact solution of the partial differential equation at the corresponding grid points.

The difference equations are stable if small errors introduced in the solution remain bounded as computations progress to other points in the grid.

Keller presents a rule [1], called the maximum principle, that shows how to select step sizes. For (2-1), the maximum principle states that, if $\Delta x$ and $\Delta t$ are chosen so that
and

$$
\begin{gather*}
1+\theta \Delta t c(x, t)>0,  \tag{2-15}\\
a(x, t)-\Delta x|b(x, t)| \geq 0, \\
1-(1-\theta)\left(2 \frac{\Delta t}{\Delta x^{2}} a(x, t)+\Delta t c(x, t)\right) \geq 0,
\end{gather*}
$$

then the algorithm, $(2-10)$ is consistent, convergent, and stable.
It should be pointed out that the maximum principle is not an if and only if statement. That is, if the step sizes are selected in accordance with the maximum principle, the algorithm will be consistent, convergent, and stable. If, however, the step sizes are selected by some other criterion which does not satisfy (2-15), the maximum principle cannot be used to draw any conclusions. The choice of step sizes may or may not cause the algorithm to be convergent, consistent, and stable.

A common measure of accuracy of a numerical scheme is the truncation error of the algorithm. This is a useful measure since solution
errors go to zero as the truncation error goes to zero. The truncation error is defined as

$$
\begin{equation*}
\mathrm{L}(\mathrm{U})-\mathrm{L}_{\Delta x, \Delta t}(\mathrm{U})=\tau . \tag{2-16}
\end{equation*}
$$

For the terms in (2-1) and (2-10) the truncation errors are

$$
\begin{aligned}
& U_{x}\left(x_{j}, t_{n+\theta}\right)-\frac{U_{j+1}^{n+\theta}-U_{j-1}^{n+\theta}}{2 \Delta X}=\frac{\Delta x^{2}}{6} U_{x x x}\left(\xi_{1}, \delta_{1}\right) \\
& \\
& +\frac{\theta(1-\theta)}{2} \Delta t^{2} U_{x t t}\left(\xi_{1}, \delta_{1}\right)=\tau_{1}, \\
& U_{x x}\left(x_{j}, t_{n+\theta}\right)-\frac{U_{j+1}^{n+\theta}-2 U_{j}^{n+\theta}+U_{j-1}^{n+\theta}}{\Delta x^{2}}=\frac{\Delta x^{2}}{12} U_{x x x x}\left(\xi_{2}, \delta_{2}\right) \\
& \\
& +\frac{\theta(1-\theta)}{2} \Delta t^{2} U_{x x t t}\left(\xi_{2}, \delta_{2}\right)=\tau_{2}, \\
& U_{t}\left(x_{j}, t_{n+\theta}\right)-\frac{u_{j}^{n+1}-U_{j}^{n}}{\Delta t}=\frac{1-2 \theta}{2} \Delta t U_{t t}\left(\xi_{3}, \delta_{3}\right)+\frac{1-3 \theta+3 \theta^{2}}{6} \times \\
& \Delta t^{2} U_{t t t}\left(\xi_{3}, \delta_{3}\right)=\tau_{3},
\end{aligned}
$$

where

$$
\begin{aligned}
x_{j-1} & \leq \xi_{i} \leq X_{j+1}, i=1,2,3 \\
t_{n} & \leq \delta_{j} \leq t_{n+1}, j=1,2,3 .
\end{aligned}
$$

Inserting the truncation errors for each term in (2-10) the total truncation error becomes

$$
\begin{equation*}
\tau_{T}=\tau_{3}-a \tau_{2}+2 b \tau_{1} . \tag{2-18}
\end{equation*}
$$

As can be seen from (2-1.7), in general this truncation error is of order $\Delta x^{2}$ and $\Delta t$, or symbolically

$$
\begin{equation*}
\tau_{\mathbf{T}}=0\left(\Delta \mathbf{x}^{2}\right)+0(\Delta t) \tag{2-19}
\end{equation*}
$$

If, however, $\theta$ is equal to one-half, the truncation error becomes

$$
\begin{equation*}
\tau_{T}=0\left(\Delta x^{2}\right)+0\left(\Delta t^{2}\right) \tag{2-20}
\end{equation*}
$$

For this special case the algorithm is known as the Crank-Nicholson method [14].

## General Comments on Implicit and Explicit Methods

For explicit methods, $\theta=0$, the computations are quite simple and easily performed. However, if the maximum principle is used to select $\Delta x$ and $\Delta t$, the total number of calculations will be large. This in turn requires a large amount of computer time and storage.

If $\theta \neq 0$ the finite difference equations are implicit. To advance the solution one step in time for this case requires the solution of a coupled set of J-1 equations. The complete solution for one step in time thus requires more work than a complete solution to advance one step forward in time using an explicit method. However, implicit methods have some very definite advantages.

For the completely implicit difference scheme, $\theta=1,(2-15)$ places no restraints between $\Delta t$ and $\Delta x$ and requires only that

$$
\begin{equation*}
1+\Delta t c(x, t)>0 \tag{2-21}
\end{equation*}
$$

Therefore, the cotal computations required to reach some time $t$ can be made less than in the explicit case by choosing $\Delta t$ sufficiently large. However, as $\Delta t$ is allowed to increase, the accuracy of the numerical scheme decreases.

In the Crank-Nicholson method $(\theta=1 / 2)$, a higher degree of accuracy appears to be obtained $\left(0\left(\Delta x^{2}\right)+0\left(\Delta t^{2}\right)\right)$. For this method, equation (2-15) restricts $\Delta t$ to be no larger than twice the allowable $\Delta t$ for the corresponding explicit method.

The trade offs between the implicit and explicit algorithms involve the complexity in obtaining solutions and the time step size required in order to have a stable scheme. For comparable accuracy, computer time, and computer storage, it is not really clear which method should be used to solve a one-dimensional partial differential equation. In general, either method can be used to satisfactorily simulate one-dimensional problems.

However, for higher-dimensional parabolic partial differential equations (two or more space variables), the implicit equations become very difficult to handle. This is because the number of algebraic equations which must be solved simultaneously is very large. For higherdimensional problems the explicit scheme is preferable.

## Polynomial Interpolation

In the development of the numerical method used in this thesis, polynomial interpolation $[24,25]$ is used in conjunction with an explicit finite difference scheme to form a new algorithm. In this section the mechanics of the polynomial interpolation scheme to be used are examined.

The basic idea is to pass a polynomial through a known set of discrete values of a function and use the value of this polynomial at other points to approximate the value of the function there. For example, if $F(0)=1$ and $F(2)=11$, the linear approximating polynomial

$$
\begin{equation*}
F(x)=5 x+1 \tag{2-22}
\end{equation*}
$$

can be fitted to the known values. The value $F(0.3)$ can then be approximated by

$$
\begin{equation*}
F(0.3)=5(0.3)+1=2.5 . \tag{2-23}
\end{equation*}
$$

In general if $n+1$ values of a function are known at a corresponding set of argument values, an $n^{\text {th }}$ order polynomial can be fitted to these values. This polynomial can then be used to approximate the function at any intermediate values of its argument.

Isaacson and Keller [25] show that for any $n+1$ values the $n{ }^{\text {th }}$ order interpolation polynomial exists and is unique. There are many methods of computing the polynomial: Lagrange method, Newton's method, iterative linear interpolation, forward and centered difference schemes, etc. Each has its own particular advantages and characteristics. For instance, the iterative linear interpolation methods are a class of methods for generating successively higher order interpolation polynomials. That is, if another point of interpolation is added, then the new higher degree polynomial is easily computed. However, regardless of how the $n{ }^{\text {th }}$ order polynomial is fitted to the $n+1$ data points, the result is the same for all methods.

The method used in this thesis is an iterative linear method that
uses a forward difference scheme to fit an $n^{\text {th }}$ order polynomial to $n+1$ cqually spaced data points. The value of the function is known at the points

$$
\begin{equation*}
x_{j}=x_{0}+j \Delta x, \quad j=0,1, \ldots, n \tag{2-24}
\end{equation*}
$$

Let

$$
\begin{equation*}
x=x_{0}+h \Delta x, \tag{2-25}
\end{equation*}
$$

where $h$ is a continuous variable such that

$$
\begin{equation*}
0 \leq \mathrm{h} \leq \mathrm{n} . \tag{2-26}
\end{equation*}
$$

It is convenient to introduce the notation

$$
\begin{align*}
& \pi_{0}(h)=h,  \tag{2-27}\\
& \pi_{1}(h)=h(h-1), \\
& \pi_{n}(h)=h(h-1) \quad \ldots,(h-n), n=2,3 .
\end{align*}
$$

The function $\pi_{n}(h)$ is a polynomial of degree $n+1$ and is generally called the $(n+1){ }^{\text {st }}$ factorial polynomial.

Forward differences are to be used in the approximation. These differences are

$$
\begin{gather*}
\Delta F\left(x_{0}\right)=F\left(x_{1}\right)-F\left(x_{0}\right),  \tag{2-28}\\
\Delta^{2} F\left(x_{0}\right)=F\left(x_{2}\right)-2 F\left(x_{1}\right)+F\left(x_{0}\right), \\
\Delta^{3} F\left(x_{0}\right)=F\left(x_{3}\right)-3 F\left(x_{2}\right)+3 F\left(x_{1}\right)-F\left(x_{0}\right), \text { etc. }
\end{gather*}
$$

In general

$$
\begin{equation*}
\Delta^{n} F\left(x_{0}\right)=\Delta^{n-1} F\left(x_{1}\right)-\Delta^{n-1} F\left(x_{0}\right) \tag{2-29}
\end{equation*}
$$

The $n^{\text {th }}$ order polynomial which approximates the function over the range of the data, $\left(x_{0}, x_{0}+n \Delta x\right)$, is

$$
\begin{gather*}
P_{n}\left(x_{0}+h \Delta x\right)=F\left(x_{0}\right)+\frac{\pi_{0}(h)}{l!} \Delta F\left(x_{0}\right)+\frac{\pi_{1}(h)}{2!} \Delta^{2} F\left(x_{0}\right)  \tag{2-30}\\
+\ldots+\frac{\pi_{n-1}(h)}{h!} \Delta^{n} F\left(x_{0}\right), \\
0 \leq h \leq n .
\end{gather*}
$$

The error or remainder term associated with this polynomial approximation is

$$
\begin{align*}
& R_{n}\left(x_{0}+h \Delta x\right)=\frac{\pi_{n}(h) \Delta x^{n+1}}{(n+1)!} F^{(n+1)}(\xi),  \tag{2-31}\\
& x_{0}<\xi<x_{n} .
\end{align*}
$$

The approximation (2-30) usually gives very good results near the center of the interval over which the function is approximated. The approximation becomes progressively less accurate away from the center of the interpolating region. This is fairly obvious if the function $\pi_{n}(h)$ is plotted.

One interesting and not so obvious fact should be pointed out. It is not generally true that higher degree interpolation polynomials yield
more accurate approximations. In fact, for equidistant points of interpolation, such as considered here, relatively low order polynomials give the most accurate results [25].

## CHAPTER III

## DEVELOPMENT OF THE MODIFIED ALGORITHM

Parabolic partial differential equations solved by the methods discussed in the previous chapter require large amounts of computer time and storage. This is particularly true for equations with two or more space dimensions. With a finite difference scheme the function value has to be calculated and stored for every grid point on the $t_{n}(n=1,2$, . .) line. Since most grids must contain a very large number of points in order to give the required accuracy and stability, a large number of computer operations and a large amount of computer storage are required. The amount of computer time and storage required to solve multi-dimensional problems is so large that very few solutions are attempted.

A modified algorithm for solving parabolic partial differential equations is developed in this chapter. The modified method requires much less computer time and storage while maintaining the same degree of accuracy as standard finite difference schemes.

The modified algorithm combines an explicit finite difference equation and polynomial interpolation. To solve a partial differential equation a grid is set up in the same manner as for an explicit finite difference scheme. The modified method differs from the conventional one in that on every line of the grid, for fixed $n$, the solution is calculated and stored at only one out of every $P$ points. The non-stored values
which are necessary in order to advance the solution to line $n+1$ are approximated by fitting polynomials to the stored values. The net effect is an algorithm which stores and computes $(1 / P)^{\text {th }}$ of the amount of data as the original algorithm and yet maintains effectively the same grid size as the original method.

The modified method is first developed for one-dimensional equations. The algorithm is then extended to two-dimensional problems of two different types.

## One-Dimensional Equation

To introduce the modified algorithm, consider the one-dimensional parabolic partial differential equation

$$
\begin{equation*}
F_{t}(x, t)=a(x, t) F_{x x}(x, t)+2 b(x, t) F_{x}(x, t) \tag{3-1}
\end{equation*}
$$

with the initial and boundary conditions

$$
\begin{align*}
& F(x, 0)=g(x), \quad A<x<B  \tag{3-2}\\
& F(A, t)=h_{1}(t), \quad t>0 \\
& F(B, t)=h_{2}(t), \quad t>0
\end{align*}
$$

Although (3-1) is more specialized than (2-1), discussed in the previous chapter, it is sufficiently general for present purposes.

The finite difference equation which approximates (3-1) is ${ }^{*}$
*
*The notation used in the remainder of the thesis is a modification of that used in Chapter II. In all further work the discrete variable, $F_{i}^{n}$, is used to represent either the true value of the function or the approximate value of the function. Which is meant is obvious from its use. For the most part $F_{i}^{n}$ is the approximate value of the function.

$$
\begin{gather*}
F_{i}^{n+1}=F_{i+1}^{n}\left(a\left(x_{i}, t_{n}\right) \frac{\Delta t}{\Delta x^{2}}+b\left(x_{i}, t_{n}\right) \frac{\Delta t}{\Delta x}\right)  \tag{3-3}\\
+F_{i}^{n}\left(1-2 a\left(x_{i}, t_{n}\right) \frac{\Delta t}{\Delta x^{2}}\right)+F_{i-1}^{n}\left(a\left(x_{i}, t_{n}\right) \frac{\Delta t}{\Delta x^{2}}-b\left(x_{i}, t_{n}\right) \frac{\Delta t}{\Delta x}\right) .
\end{gather*}
$$

The step sizes ( $\Delta x$ and $\Delta t$ ) are chosen to satisfy the maximum principle. The modified method computes and stores the solution values at every $P^{\text {th }}$ grid point, where $P$ is an integer, rather than at every grid point as in conventional methods. This is illustrated in Figure 9 with $P$ equal to five.

Consider the typical step of progressing from the line $n$ to the line $n+1$. As a result of the previous step the computed values of $F\left(x_{i}, t_{n}\right)$ are stored at every $P^{\text {th }}$ grid point along the line $n$. It is desired to compute $F\left(x_{i}, t_{n+1}\right)$ at every $P^{\text {th }}$ point along the line $n+1$. In order to use (3-3) to perform the calculations, additional values of $F\left(x, t_{n}\right)$ are required. These values are obtained by using polynomial interpolation between the stored values. Figure 10 illustrates the information required to compute the answer at every $P^{\text {th }}$ point when $P$ is equal to five.

Only one third of the values necessary on line $n$ in order to compute solutions at every $\mathrm{P}^{\text {th }}$ grid point on line $\mathrm{n}+1$ are stored. The additional required values (represented by the boxes in Figure 10) are obtained by fitting polynomials to the stored values (represented by the $x^{\prime} s$ in Figure 10).

Figures 11 and 12 illustrate how second and third order polynomial interpolations are used to regenerate the required data. These orders of


Figure 9. Storage Scheme for the Modified Algorithm with $\mathbf{P}=5$


Figure 10. Information Necessary at $t=n \Delta t$ in Order to Compute the Solution at Every $\mathrm{P}^{\text {th }}$ Grid Point at $\mathrm{t}=(\mathrm{n}+1) \Delta t$


Figure 11. Second Order Polynomial Approximation


Figure 12. Third Order Polynomial Approximation
polynomial approxinations are studied in a hater chapter to deternine which gives the best results.

As in the conventional case, the new method can be used to compute the complete solution, starting with the initial conditions at $\mathrm{n}=0$ and progressing to $\mathrm{n}=\mathrm{N}$.

## Convergence, Stability, and Consistency

As was pointed out in Chapter II, in order for an algorithm to be useful it must be convergent, consistent, and stable. These properties of the modified algorithm are investigated below.

Starting with the true solutions at the stored points along line $n$, the properties of the modified algorithm are investigated as computations progress. Figure 13 illustrates the procedure for $P$ equal to five. The stored values on line $n$ (represented by the $x$ 's in Figure 13) are assumed known exactly.

Consistency is the first property examined. Consistency means that the truncation error of the differential operator must go to zero as the step sizes go to zero. That is

$$
\begin{equation*}
\lim _{\Delta x \rightarrow 0, \Delta t \rightarrow 0}\left|L(F)-\hat{L}_{\Delta x, \Delta t}(F)\right|=0 \tag{3-4}
\end{equation*}
$$

where $\hat{L}_{\Delta x, \Delta t}(F)$ is the modified differential operator.
The modified algorithm must first compute the additional information required on line $n$ (represented by the circles in Figure 13) in order to use (3-3) to calculate solution values on line $n+1$ (represented by the triangle in Figure 13). The additional information is obtained by fitting


Figure 13. Consistency, Convergence, and Stability Study for the Modified Algorithm
polynomials to the stored data. Since initially it is assumed that the stored data are known exactly, the computed function values can be expressed as

$$
\begin{align*}
& \hat{\mathrm{F}}_{\mathrm{i}+1}^{\mathrm{n}}=\mathrm{F}_{\mathrm{i}+1}^{\mathrm{n}}+\epsilon_{2},  \tag{3-5}\\
& \hat{\mathrm{~F}}_{\mathrm{i}-1}^{\mathrm{n}}=\mathrm{F}_{\mathrm{i}-1}^{\mathrm{n}}+\epsilon_{1},
\end{align*}
$$

where $F_{i+1}^{n}$ and $F_{i-1}^{n}$ are the true values of the function and $\varepsilon_{2}$ and $\varepsilon_{1}$ are the polynomial interpolation errors. These error terms, given by (2-31) are

$$
\begin{equation*}
\varepsilon_{i}=0\left(\Delta x^{Q+1}\right), \tag{3-6}
\end{equation*}
$$

where $Q$ is the order of polynomial interpolation used.
The modified finite difference operator (equation) for (3-1) now becomes

$$
\begin{gather*}
\hat{\mathrm{L}}_{\Delta x, \Delta t}=\frac{\mathrm{F}_{i}^{n+1}-F_{i}^{n}}{\Delta t}-a_{i}^{n} \frac{F_{i+1}^{n}+\varepsilon_{2}-2 F_{i}^{n}+F_{i-1}^{n}+\varepsilon_{1}}{\Delta x^{2}}  \tag{3-7}\\
+2 b_{i}^{n} \frac{F_{i+1}^{n}+\varepsilon_{2}-F_{i-1}^{n}-\varepsilon_{1}}{2 \Delta x}=L_{\Delta x, \Delta t}-a_{i}^{n} \frac{\varepsilon_{2}+\varepsilon_{1}}{\Delta x^{2}}-b_{i}^{n} \frac{\varepsilon_{2}-\varepsilon_{1}}{\Delta x}=0,
\end{gather*}
$$

where $L_{\Delta x, \Delta t}$ is the original explicit finite difference operator, (3-3). Therefore, the truncation error of the modified algorithm is

$$
\begin{equation*}
\hat{\tau}=\tau+a_{i}^{n} \frac{\varepsilon_{2}+\varepsilon_{1}}{\Delta x^{2}}+b_{i}^{n} \frac{\varepsilon_{2}-\varepsilon_{1}}{\Delta x}, \tag{3-8}
\end{equation*}
$$

where $\tau$ is the truncation error of the explicit finite difference method.

The truncation error of the explicit finite difference scheme is

$$
\begin{equation*}
\tau=0\left(\Delta x^{2}\right) \tag{3-9}
\end{equation*}
$$

Using $(3-6),(3-8)$, and (3-9), the truncation error of the modified algorithm can be expressed as

$$
\begin{equation*}
\hat{\tau}=0\left(\Delta x^{2}\right)+0\left(\Delta x^{Q-1}\right)+0\left(\Delta x^{Q}\right) \tag{3-10}
\end{equation*}
$$

Therefore, if a second or higher order interpolating polynomial is used, the modified algorithm is consistent.

If an even order polynomial interpolation is used, the second term on the right side of $(3-10)$ becomes $0\left(\Delta x^{Q}\right)$. This is demonstrated for second order interpolation, $Q=2$. The term on the right hand side of (3-8) which yields the $0\left(\Delta x^{Q-1}\right)$ term in $(3-10)$ is

$$
\begin{equation*}
a_{i}^{n} \frac{\varepsilon_{2}+\varepsilon_{1}}{\Delta x^{2}}=\frac{a_{i}^{n} k \Delta x^{3}}{\Delta x^{2}}\left(F^{(3)}(\varepsilon)-F^{(3)}\left(\epsilon^{\prime}\right)\right) \tag{3-11}
\end{equation*}
$$

where $K$ is a constant $(K=4$ for $P=5)$ and

$$
\begin{align*}
& x_{i-P}<\epsilon<x_{i+P}  \tag{3-12}\\
& x_{i-P}<\epsilon^{\prime}<x_{i+P}
\end{align*}
$$

By the mean value theorem (assuming the fourth derivative exists and is continuous)

$$
\begin{gather*}
\mathrm{F}^{(3)}(\varepsilon)-\mathrm{F}^{(3)}\left(\epsilon^{\prime}\right)=\left(\varepsilon-\varepsilon^{\prime}\right) \mathrm{F}^{(4)}\left(\varepsilon^{\prime \prime}\right),  \tag{3-13}\\
\epsilon^{\prime}<\epsilon^{\prime \prime}<\varepsilon, \\
\left|\varepsilon-\epsilon^{\prime}\right|<2 \mathrm{P} \Delta \mathrm{x} .
\end{gather*}
$$

Therefore

$$
\begin{equation*}
\left|a_{i}^{n} \frac{\varepsilon_{2}+\varepsilon_{1}}{\Delta x^{2}}\right|<\left\{a_{i}^{n} K^{\prime} \Delta x^{2} F^{(4)}\left(\varepsilon^{\prime \prime}\right) \mid=0\left(\Delta x^{Q}\right) .\right. \tag{3-14}
\end{equation*}
$$

Thus, from (3-10) and (3-14) it can be concluded that the modified algorithm has the same truncation error as the original explicit finite difference method if $Q \geq 2$.

If $Q \geq 2$ Keller's proof [1] of stability and convergence can be used direct1y, with the substitution of the modified truncation error, to demonstrate the stability and convergence of the modified algorithm.

A study is made in Chapter IV to see which order interpolating polynomial gives the best results.

## Two-Dimensional Equation

In this section the method just developed for the numerical solution of one-dimensional problems is extended to two-dimensional parabolic partial differential equations. First, the algorithm is developed for standard two-dimensional equations. Then the algorithm is extended to a more complicated two-dimensional form which is useful in solving two-dimensional Fokker-Planck equations.

## Standard Two-Dimensional Parabolic Equations

Consider the two-dimensional parabolic partial differential equation

$$
\begin{gathered}
F_{t}\left(x_{1}, x_{2}, t\right)-a_{1}\left(x_{1}, x_{2}, t\right) F_{x_{1} x_{1}}\left(x_{1}, x_{2}, t\right) \\
-a_{2}\left(x_{1}, x_{2}, t\right) F_{x_{2} x_{2}}\left(x_{1}, x_{2}, t\right)-2 b_{1}\left(x_{1}, x_{2}, t\right) F_{x_{1}}\left(x_{1}, x_{2}, t\right) \\
-2 b_{2}\left(x_{1}, x_{2}, t\right) F_{x_{2}}\left(x_{1}, x_{2}, t\right)+c\left(x_{1}, x_{2}, t\right) F\left(x_{1}, x_{2}, t\right)=d\left(x_{1}, x_{2}, t\right), \\
a_{1}\left(x_{1}, x_{2}, t\right)>0,
\end{gathered}
$$

and

$$
a_{2}\left(x_{1}, x_{2}, t\right)>0
$$

The initial boundary conditions are given by

$$
\begin{gather*}
F\left(x_{1}, x_{2}, 0\right)=g\left(x_{1}, x_{2}\right),  \tag{3-16}\\
A<x_{1}<B \quad \text { and } \quad C<x_{2}<D \\
F\left(A, x_{2}, t\right)=h_{1}\left(x_{2}, t\right), \quad t>0 \\
F\left(B, x_{2}, t\right)=h_{2}\left(x_{2}, t\right), \quad t>0 \\
F\left(x_{1}, C, t\right)=h_{3}\left(x_{1}, t\right), \quad t>0 \\
F\left(x_{1}, D, t\right)=h_{4}\left(x_{1}, t\right), \quad t>0 .
\end{gather*}
$$

An extension of the method developed in the previous section for onedimensional problems is employed to solve (3-15).

In essence the procedure is as follows. The explicit finite difference equation approximating (3-15) is formed and a grid in the variables $x_{1}, x_{2}$, and $t$ is set up. Appropriate step sizes are chosen. A
procedure analogous to that for one-dimensional equations is developed which uses only (1/P) ${ }^{2}$ of the data which would be required by the standard finite difference method ( $(1 / \mathrm{P})^{\text {th }}$ in each space dimension). As in the one-dimensional case, the additional required data are obtained by polynomial interpolation.

To develop the procedure for two-dimensions, let

$$
\begin{equation*}
\mathrm{F}_{\mathrm{ij}}^{\mathrm{n}}=F\left(A+i \Delta x_{1}, \quad \mathrm{C}+\mathrm{j} \Delta \mathrm{x}_{2}, \mathrm{n} \Delta t\right) \tag{3-17}
\end{equation*}
$$

In a similar manner define

$$
\begin{align*}
& a_{1_{i j}}^{n}=a_{1}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right),  \tag{3-18}\\
& a_{2_{i j}}^{n}=a_{2}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right), \\
& b_{1_{i j}}^{n}=b_{1}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right), \\
& b_{2_{i j}}^{n}=b_{2}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right), \\
& c_{1_{i j}}^{n}=c_{1}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right), \\
& c_{2_{i j}}^{n}=c_{2}\left(A+i \Delta x_{1}, C+j \Delta x_{2}, n \Delta t\right) .
\end{align*}
$$

The finite difference equation at a typical grid point then becomes

$$
\begin{align*}
F_{i, j}^{n+1}= & F_{i+1, j}^{n}\left(a_{i j}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}+b_{l_{i j}}^{n} \frac{\Delta t}{\Delta x_{1}}\right)  \tag{3-19}\\
& +F_{i-1, j}^{n}\left(a_{1_{i j}}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}-b_{1_{i j}}^{n} \frac{\Delta t}{\Delta x_{1}}\right) \\
& +F_{i, j+1}^{n}\left(a_{2_{i j}}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}+b_{2}^{n} \frac{\Delta t}{\Delta x_{2}}\right) \\
& +F_{i, j-1}^{n}\left(a_{2_{i j}}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}-b_{2_{i j}}^{n} \frac{\Delta t}{\Delta x_{2}}\right) \\
& +F_{i, j}^{n}\left(1-2 a_{1}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}-2 a_{2_{i j}}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}+c_{i j}^{n}\right)+d_{i j}^{n}
\end{align*}
$$

The complete grid contains the points ( $i, j, n$ ) where $n=0,1,$. . ., $N$; $i=1,2, . . ., I+1 ;$ and $j=0,1,2, . . ., J+1$.

Before solving (3-19) appropriate step sizes need to be selected. The one-dimensional maximum principle, which was introduced in the previous chapter, is easily extended to higher-dimensional equations of the form of (3-15). For general two-dimensional equations of the form of (3-15), the maximum principle states that if

$$
\begin{gather*}
a_{1}\left(x_{1}, x_{2}, t\right)-\Delta x_{1}\left|b_{1}\left(x_{1}, x_{2}, t\right)\right| \geq 0  \tag{3-20}\\
a_{2}\left(x_{1}, x_{2}, t\right)-\Delta x_{2}\left|b_{2}\left(x_{1}, x_{2}, t\right)\right| \geq 0, \\
1-\theta \Delta t c\left(x_{1}, x_{2}, t\right)>0,
\end{gather*}
$$

and

$$
\begin{gathered}
1-(1-\theta)\left(2 a_{1}\left(x_{1}, x_{2}, t\right) \frac{\Delta t}{\Delta x_{1}^{2}}\right. \\
\left.+2 a_{2}\left(x_{1}, x_{2}, t\right) \frac{\Delta t}{\Delta x_{2}^{2}}+\Delta t c\left(x_{1}, x_{2}, t\right)\right) \geq 0,
\end{gathered}
$$

then the formula is consistent, convergent, and stable. Since an explicit formula, $0=0$, is being set it to solve ( $3-15$ ), the i runcation error fis

$$
\begin{equation*}
\tau=0\left(\Delta \mathrm{x}_{1}^{2}\right)+0\left(\Delta \mathrm{x}_{2}^{2}\right)+0(\Delta t) \tag{3-21}
\end{equation*}
$$

On the plane $n$ (corresponding to $t=n \Delta t$ ) solution values are stored at only (1/P) of the grid points (1/P in each space dimension). This is illustrated in Figure 14 for $P=5$. Only one fifth of the values necessary on the plane $n$ in order to compute solutions at every $(1 / P)^{2}$ grid points on plane $n+1$ are stored. The additional required values (represented by the circles in Figure 14) are obtained by fitting polynomials to the stored values (represented by the $x^{\prime} s$ in Figure 14).

Notice that all the information to be generated falls in line with either the vertically or horizontally stored data. This greatly facilitates the polynomial approximation technique. Rather than having to fit a two-dimensional polynomial to $n^{2}$ points, it is only necessary to fit two one-dimensional polynomials to $n$ points [42]. That is, instead of generating the entire two-dimensional surface, it is only necessary to produce two lines in the surface.

Figure 15 illustrates how second order polynomials are used to generate the additional required values. The values at (i,j+1,n) and $\mathbf{i}, \mathbf{j}-1, n$ ) are obtained by fitting a second order polynomial to the function values at $(i, j+P, n),(i, j-P, n)$, and $(i, j, n)$. The values at $(i+1$, $j, n$ ) and ( $i-1, j, n$ ) are obtained in a similar manner. With this information (3-19) can be used to calculate $F_{i, j}^{n+1}$. This procedure can be continued in order to obtain a solution at every (1/P) grid point on the plane $n+1$.


Figure 14. Storage and Regeneration Technique for the Two-Dimensional Algorithm


Figure 15. Polynomial Regeneration Technique for the Two-Dimensional Algorithm

Therefore, starting with the initial conditions at $n=0$, the above method can be used to obtain a complete solution of (3-15).

## More Complicated Two-Dimensional Problem

The problem considered in the previous section demonstrates the approach used to solve two-dimensional parabolic partial differential equations. However, as was mentioned earlier, it is desirable when dealing with a two-dimensional Fokker-Planck equation to transform it into an equation containing more complicated terms than are contained in (3-15). In this section an equation is investigated which has all of the type terms which are encountered in Fokker-Planck equations. *The equation considered is

$$
\begin{gather*}
F_{t}\left(x_{1}, x_{2}, t\right)=a_{1}\left(x_{1}, x_{2}, t\right) F_{x_{1} x_{1}}\left(x_{1}, x_{2}, t\right)  \tag{3-22}\\
+a_{2}\left(x_{1}, x_{2}, t\right) F_{x_{2} x_{2}}\left(x_{1}, x_{2}, t\right)+b_{1}\left(x_{1}, x_{2}, t\right) F_{x_{1}}\left(x_{1}, x_{2}, t\right) \\
+b_{2}\left(x_{1}, x_{2}, t\right) F_{x_{2}}\left(x_{1}, x_{2}, t\right)+c_{1}\left(x_{1}, x_{2}, t\right) \frac{\partial}{\partial x_{1}}\left(\int_{C}^{x_{2}} F\left(x_{1}, \varepsilon, t\right) d_{\epsilon}\right) \\
+c_{2}\left(x_{1}, x_{2}, t\right) \frac{\partial}{\partial x_{2}}\left(\int_{C}^{x_{1}} F\left(\varepsilon, x_{2}, t\right) d_{\epsilon}\right)
\end{gather*}
$$

with initial and boundary conditions

$$
\begin{align*}
F\left(x_{1}, x_{2}, 0\right)= & g\left(x_{1}, x_{2}\right), \quad A<x_{1}<B \quad \text { and } \quad C<x_{2}<D  \tag{3-23}\\
& F\left(A, x_{2}, t\right)=h_{1}\left(x_{2}, t\right), \quad t>0 \quad \text { (continued) }
\end{align*}
$$

*The additional terms appear if a two-dimensional Fokker-Planck equation is expressed in terms of the probability distribution function rather than the probability density function.

$$
\begin{array}{ll}
F\left(B, x_{2}, t\right)=h_{2}\left(x_{2}, t\right), & t>0 \\
F\left(x_{1}, C, t\right)=h_{3}\left(x_{1}, t\right), & t>0 \\
F\left(x_{1}, D, t\right)=h_{4}\left(x_{1}, t\right), & t>0 .
\end{array}
$$

Notice that the last two terms on the right of (3-22) are of a type not present in (3-15).

Let

$$
\begin{align*}
& \int_{A}^{x_{1}} F\left(\varepsilon, x_{2}, t\right) d_{\varepsilon}=G\left(x_{1}, x_{2}, t\right),  \tag{3-24}\\
& \int_{C}^{x_{2}} F\left(x_{1}, \varepsilon, t\right) d_{\varepsilon}=H\left(x_{1}, x_{2}, t\right) .
\end{align*}
$$

and

Using (3-24), (3-23) becomes

$$
\begin{equation*}
F_{t}=a_{1} F_{x_{1} x_{1}}+a_{2} F_{x_{2} x_{2}}+b_{1} F_{x_{1}}+b_{2} F_{x_{2}}+c_{1} H_{x_{1}}+c_{2} G_{x_{2}} \tag{3-25}
\end{equation*}
$$

The nomal explicit finite difference equation which approximates (3-25) is

$$
\begin{aligned}
& F_{i, j}^{n+1}=F_{i+1, j}^{n}\left(a_{1_{i j}}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}+b_{1_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{1}}\right)+F_{i-1, j}^{n}\left(a_{1_{i j}}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}-b_{1_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{1}}\right)(3-26) \\
& +F_{i, j-1}^{n}\left(a_{2}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}+b_{2}^{n} \frac{\Delta t}{2 \Delta x_{2}}\right)+F_{i, j-1}^{n}\left(a_{2}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}-b_{2_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{2}}\right) \\
& \\
& +F_{i, j}^{n}\left(1-2 a_{1}^{n} \frac{\Delta t}{\Delta x_{1}^{2}}-2 a_{2}^{n} \frac{\Delta t}{\Delta x_{2}^{2}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +H_{i+1, j}^{n}\left(c_{1_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{1}}\right)-H_{i-1, j}^{n}\left(c_{1_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{1}}\right) \\
& +G_{i, j+1}^{n}\left(c_{2_{i j}}^{n} \frac{\Delta t}{2 \Delta x_{2}}\right)-G_{i, j-1}^{n}\left(c_{2}^{n} \frac{\Delta t}{2 \Delta x_{2}}\right) .
\end{aligned}
$$

The numerical solution of $(3-26)$ is approached in the same manner as was done for (3-19). However, for (3-26) there are three functions $\left(F\left(x_{1}, x_{2}, t\right), G\left(x_{1}, x_{2}, t\right)\right.$, and $H\left(x_{1}, x_{2}, t\right)$ ) whose values have to be stored. This is in contrast to only one function, $F\left(x_{1}, x_{2}, t\right)$, for (3-19). As was the case for the standard two-dimensional problem, function values on $p l a n e n$ (for all three: $F, G$, and $H$ ) are stored for only (I/P) ${ }^{2}$ of the grid points.

The additional information required of each function in order to use (3-26) to compute solutions on plane $n+1$ is obtained by fitting poly nomials to the stored data.

In order to generate $G\left(x_{1}, x_{2}, t\right)$ and $H\left(x_{1}, x_{2}, t\right)$ it is necessary to integrate $F\left(x_{1}, x_{2}, t\right)$ in the appropriate directions. Simpson's rule [25], which provides a tractable integrating algorithm with a high degree of accuracy, is used. Let

$$
\begin{equation*}
M\left(x_{i}\right)=M_{i} \tag{3-27}
\end{equation*}
$$

Simpon's formula is

$$
\begin{equation*}
\int_{x_{0}}^{x_{2}} M(x) d x=\frac{h}{3}\left(M_{0}+4 M_{1}+M_{2}\right)-\frac{h^{5}}{90} M^{(4)}(\varepsilon) \tag{3-28}
\end{equation*}
$$

where

$$
\begin{gathered}
x_{i+1}-x_{i}=h \\
x_{0}<\varepsilon<x_{2}
\end{gathered}
$$

The first term on the right of (3-28) is the approximation of the integral, and the second term is the error term of the numerical integration. Therefore, the errors associated with the use of Simpson's rule in determining $G$ and $H$ are

$$
\begin{align*}
\frac{\mathrm{h}^{5}}{90} \mathrm{~F}_{\mathrm{x}_{1} \mathrm{x}_{1} \mathrm{x}_{1} \mathrm{x}_{1}}(\varepsilon) & =\frac{\mathrm{p}^{5} \Delta \mathrm{x}_{1}^{5}}{90} \mathrm{~F}_{\mathrm{x}_{1} \mathrm{x}_{1} \mathrm{x}_{1} \mathrm{x}_{1}}(\varepsilon),  \tag{3-29}\\
\mathrm{x}_{1_{0}} & <\varepsilon<\mathrm{x}_{1_{2}}
\end{align*}
$$

and

$$
\begin{aligned}
& \frac{\mathrm{h}^{5}}{90} \mathrm{~F}_{\mathrm{x}_{2} x_{2} \mathrm{x}_{2} \mathrm{x}_{2}}(\xi)=\frac{\mathrm{P}^{5} \Delta \mathrm{x}_{2}^{5}}{90} \mathrm{~F}_{\mathrm{x}_{2} \mathrm{x}_{2} \mathrm{x}_{2} \mathrm{x}_{2}}(\xi) \\
& \mathrm{x}_{2}<\xi<\mathrm{x}_{2}
\end{aligned}
$$

CHAPTER IV

## LINEAR SYSTEMS

The modified algorithm was tested by solving the Fokker-Planck equation for several linear systems. This is done because the theoretical solution of such systems can be computed very easily when the input is a Gaussian noise [38]. This permits accuracy studies to be made. These studies are also used to determine how much storage should be retained (what value should $P$ be) and what order of polynomial interpolation should be used in order to get the best results with the modified algorithm.

The solution of the Fokker-Planck equation for a first order Iinear system is studied first. As was done in the previous chapter, two different second order systems are considered. The first second order system has a Fokker-Planck equation which is a normal two-dimensional parabolic partial differential equation. The second, and more complicated, second order system considered has a Fokker-Planck equation of the form of (3-22).

## First Order Linear System

The first order linear system considered is shown in Figure 16. Its state equation is

$$
\begin{equation*}
\dot{x}=-x+\eta(t) \tag{4-1}
\end{equation*}
$$



Figure 16. First Order Linear System

The input, $M(t)$, is Gaussian white noise with a power spectral height of four. The Fokker-Planck equation which describes the probability density function, $f(x, t)$, of the output, $x(t)$, is

$$
\begin{align*}
f_{t}(x, t) & =(x f(x, t))_{x}+f_{x x}(x, t),  \tag{4-2}\\
f(x, 0) & =g(x) \\
f(-\infty, t) & =0, \\
f(\infty, t) & =0 .
\end{align*}
$$

The function, $g(x)$, is the initial probability density of the output.
It is more convenient to work with the probability distribution function, $F(x, t)$, rather than with the probability density function, $f(x, t)$. To do this, $(4-2)$ can be changed to an equivalent equation in terms of the distribution function by integrating (4-2) and using the relationship between density and distribution functions. Integrating (4-2)

$$
\begin{equation*}
\int_{-\infty}^{x} f_{t}(\varepsilon, t) d_{\varepsilon}=\int_{-\infty}^{x}(\varepsilon f(\epsilon, t))_{\epsilon} d_{\varepsilon}+\int_{-\infty}^{x} f_{\varepsilon \epsilon}(\varepsilon, t) d_{\varepsilon} . \tag{4-3}
\end{equation*}
$$

Using the relationship

$$
\begin{equation*}
f(x, t)=F_{x}(x, t) \tag{4-4}
\end{equation*}
$$

(4-3) becomes

$$
\begin{equation*}
\int_{-\infty}^{x} F_{\varepsilon t}(\varepsilon, t) d_{\epsilon}=\int_{-\infty}^{x}\left(\varepsilon F_{\varepsilon}(\varepsilon, t)\right)_{\varepsilon} d_{\varepsilon}+\int_{-\infty}^{x} F_{\varepsilon \in \epsilon}(\varepsilon, t) d_{\varepsilon} \tag{4-5}
\end{equation*}
$$

Solving (4-5) yields

$$
\begin{equation*}
\left.F_{t}(\varepsilon, t)\right|_{-\infty} ^{x}=\left.F_{x x}(\varepsilon, t)\right|_{-\infty} ^{x}+\left.\epsilon F_{x}(\epsilon, t)\right|_{-\infty} ^{x} \tag{4-6}
\end{equation*}
$$

Since

$$
\begin{gather*}
\lim _{x \rightarrow \pm \infty} x^{n} \frac{\partial^{m} f(x, t)}{\partial x^{m}}=\lim _{x \rightarrow \pm \infty} x^{n} \frac{\partial^{m+1} F(x, t)}{\partial x^{m+1}}=0,  \tag{4-7}\\
n \geq 0 \text { and } m \geq 0,
\end{gather*}
$$

(4-6) becomes

$$
\begin{equation*}
F_{t}(x, t)=F_{x x}(x, t)+x F_{x}(x, t) \tag{4-8}
\end{equation*}
$$

This equation is equivalent to (4-2) except that now the Fokker-Planck equation is in terms of the probability distribution function, $F(x, t)$. The initial and boundary conditions for (4-8) now become

$$
\begin{align*}
F(x, 0) & =G(x)=\int_{-\infty}^{x} g(\varepsilon) d_{\varepsilon},  \tag{4-9}\\
F(-\infty, t) & =0 \\
F(\infty, t) & =1
\end{align*}
$$

There are several reasons for preferring to work with the FokkerPlanck equations in terms of distribution functions. Since the distribution function is the integral of the density function, the distribution function is a much smoother curve. Therefore, the numerical calculations are more accurate when the equation with the distribution function, (4-8), is used. Notice that (4-8), the equation using the distribution function, is a somewhat simpler equation than (4-2), the equation using the density
function. It is true in general that one-dimensional Fokker-Planck equations using distribution functions are slightly siupler in form than the equivalent equations using density functions. Another important reason for preferring to work with distribution functions is that later when dealing with nonlinear systems the modified formulation makes the boundary conditions easier to understand and apply.

In order to have a specific problem to work with, assume that the initial condition, $G(x)$, is the error function [3] resulting from a Gaussian density function with zero mean and variance $0_{0}^{2}$. That is

$$
\begin{equation*}
F(x, 0)=G(x)=\frac{1}{2}+\operatorname{Erf}\left(\frac{x}{\sigma_{0}}\right)=\int_{-\infty}^{x} f(\varepsilon) d_{\varepsilon}, \tag{4-10}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\varepsilon)=\frac{1}{\sqrt{2 \pi \sigma_{0}^{2}}} e^{-\frac{\varepsilon^{2}}{2 \sigma_{0}^{2}}} \tag{4-11}
\end{equation*}
$$

The theoretical solution to this problem, (4-8), with initial and boundary conditions, $(4-9)$ and $(4-10)$, is easily computed [38]. The distribution function of the output, $x(t)$, is

$$
\begin{equation*}
F(x, t)=\frac{1}{2}+\operatorname{Erf}\left(\frac{x}{\sigma(t)}\right), \tag{4-12}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{2}(t)=1+\left(\sigma_{0}^{2}-1\right) e^{-2 t} \tag{4-13}
\end{equation*}
$$

In order to simulate (4-8) on a computer, the problem mast have
finite boundaries. Such boundaries are easily selected with the aid of the theoretical results, (4-12). The boundaries must be chosen such that all the probability mass lies within them. Since only Gaussian probabilities are encountered, this is easily done. For example, let the boundaries be at plus and minus four or five standard deviations. Let these boundaries be designated as $\pm \mathrm{b}$. Then the problem to be simulated is

$$
\begin{align*}
F_{t}(x, t) & =F_{x x}(x, t)+x F_{x}(x, t)  \tag{4-14}\\
F(x, 0) & =\frac{1}{e}+\operatorname{Erf}\left(\frac{x}{\sigma_{0}}\right), \\
F(-b, t) & =0 \\
F(b, t) & =1 .
\end{align*}
$$

However, since the probability density function of the output is symmetrical, it is only necessary to solve (4-14) for $-b \leq x \leq 0$. Therefore, the boundary conditions of (4-14) are replaced by

$$
\begin{equation*}
F(-b, t)=0, \tag{4-15}
\end{equation*}
$$

and

$$
F(0, t)=0.5
$$

The Fokker-Planck equation for this first order linear system is used as a test problem for the modified algorithm. The problem is solved using several different amounts of storage (different values for $P$ ) and two different orders of polynomial interpolation in an effort to find out which values give the best results. These results of these runs are compared to the theoretical solutions and to solutions obtained by using the original explicit finite difference scheme. For this example, the
modified algorithm is studied using interpolating polynomials of order two and three* and for storage savings of 80 percent ( $P=5$ ), 75 percent $(P=4)$, and 66.7 percent $(P=3)$.

The complete results of these computed solutions are tabulated in Appendix A ${ }^{* *}$. Tables 1 and 2 summarize the average maximum and mean square errors for the different polynonial interpolations. The errors are averaged over the different values of $P(3,4$, and 5 ). Table 1 gives results from short runs when the initial condition was the steady state solution (summarized from Table 7 in Appendix A). Table 2 lists the results from much longer runs when the initial conditions were such that the solution had to diffuse (inward for half the runs and outward for the other half) to the steady state solution (sumarized from Tables 8 and 9 in Appendix A).

Typical solutions from the above runs are illustrated in Figures 17 and 18. Figure 17 shows the results obtained when the modified algorithm was used to solve (4-14) with $P=5, \sigma_{0}^{2}=0.25$, and using second order polynomial interpolation. Figure 18 illustrates the results obtained when the modified algorithm was used to solve ( $4-14$ ) with $\mathrm{P}=5$, $\sigma_{0}^{2}=4$, and using second order polynomial interpolation.

Examining the maximum and mean square errors in Tables $1,2,7,8$, and 9 , it is seen that in all cases the best results were obtained when second order polynomial interpolation was used. Therefore, in further

[^0]Table 1. Average Errors As a Function of $p-\sigma_{0}^{2}=1.0$ (from Table 7 in Appendix A)

| Degree of <br> Approximating <br> Polynomial | Solution <br> at $t=$ | Average <br> Maximum Error <br> $\times 10^{-3}$ | Average Mean <br> Square Error <br> $\times 10-10$ |
| :--- | :---: | :---: | :---: |
| Explicit Finite <br> Difference <br> Scheme <br> 2 | 0.025 | 0.57 | 167 |
|  | 0.025 | 0.213 | 206 |

Table 2. Average Errors As a Function of $p-\sigma_{0}^{2}=0.25$ and 4.0 (from Tables 8 and 9 in Appendix A)

| Degree of | Solution | Average | Average Mean |
| :--- | :--- | :--- | :---: |
| Approximating | at $t=$ | Maximum Error <br> Polynomial | $\times 10^{-3}$ |


| Explicit Finite <br> Difference <br> Scheme | 0.5 | 13.06 | 3.90 |
| :--- | ---: | ---: | ---: |
| 2 | 0.5 | 9.86 | 3.01 |
| 3 | 0.5 | 21.42 | 15.70 |



Figure 17. Solution of the Fokker-Planck Equation for the First Order Linear System-- $\Delta x=0.1, \Delta t=0.005, \sigma_{0}^{2}=0.25$ (The solid curves are the computed solutions and the circles represent the true solution at $t=0.5$.)


Figure 18. Solution of the Fokker-Planck Equation for the First Order Linear System- $-\Delta x=0.1, \Delta t=0.005, \sigma_{0}^{2}=4.0$ (The solid curves are the computed solutions and the circles represent the true solution at $t=0.5$.)
calculations only second order polynomial interpolation is used.
The computer runs in this section indicate that the modified algorithm can be used very successfully to solve one-dimensional parabolic partial differential equations. For example, examine in Tables 7, 8, and 9 the results obtained when $P$ was five and when second order polynomial interpolation was used. For these particular cases the modified algorithm gave the same results (comparable accuracy) as the explicit finite difference method while giving savings of 80 percent in computer storage and about 70 percent in computer time.

## Simple Second Order Linear System

The first second order linear system considered is a relatively simple system. It is analyzed in order to determine how well the modified formula works for two-dimensional Fokker-Planck equations and to try and determine what percentage of the values at the grid points should be stored (what value $P$ should be). Figure 19 illustrates the system considered. The state equations for this system are

$$
\begin{align*}
& \dot{x}_{1}=-x_{1}+\eta_{1}(t),  \tag{4-16}\\
& \dot{x}_{2}=-x_{2}+n_{2}(t) .
\end{align*}
$$

The inputs, $\eta_{1}(t)$ and $\eta_{2}(t)$, are identical, but independent, Gaussian white noises with power special heights of four.

The Fokker-Planck equation representing (4-16) is


Figure 19. Simple Second Order Linear System

$$
\begin{gather*}
f_{t}\left(x_{1}, x_{2}, t\right)=\left(x_{1} f\left(x_{1}, x_{2}, t\right)\right)_{x_{1}}+f_{x_{1} x_{1}}\left(x_{1}, x_{2}, t\right)  \tag{4-17}\\
+\left(x_{2} f\left(x_{1}, x_{2}, t\right)\right)_{x_{2}}+f_{x_{2} x_{2}}\left(x_{1}, x_{2}, t\right), \\
f\left(x_{1}, x_{2}, 0\right)=g\left(x_{1}, x_{2}\right) \\
f\left(-\infty, x_{2}, t\right)=0, \\
f\left(x_{1},-\infty, t\right)=0, \\
f\left(\infty, x_{2}, t\right)=0 \\
f\left(x_{1}, \infty, t\right)=0
\end{gather*}
$$

The function $f\left(x_{1}, x_{2}, t\right)$ is the joint probabllity density function of the state of the system. Again it is more convenient to work with the equation in terms of the probability distribution function. Integrating (4-17) with respect to $x_{1}$ and $x_{2}$ yields

$$
\begin{gather*}
F_{t}\left(x_{1}, x_{2}, t\right)=x_{1} F_{x_{1}}\left(x_{1}, x_{2}, t\right)+F_{x_{1} x_{1}}\left(x_{1}, x_{2}, t\right)  \tag{4-18}\\
+x_{2} F_{x_{2}}\left(x_{1}, x_{2}, t\right)+F_{x_{2} x_{2}}\left(x_{1}, x_{2}, t\right), \\
F\left(x_{1}, x_{2}, 0\right)= \\
G\left(x_{1}, x_{2}\right)=\int_{-\infty}^{x_{2}} \int_{-\infty}^{x_{1}} g(\xi, \varepsilon) d \xi d_{\varepsilon}, \\
F\left(-\infty, x_{2}, t\right)=0 \\
F\left(x_{1},-\infty, t\right)=0 \\
F \\
x_{1}\left(\infty, x_{2}, t\right)=0
\end{gather*}
$$

$$
\begin{aligned}
& \mathrm{F}_{\mathrm{x}_{2}}\left(\mathrm{x}_{1}, \infty, \mathrm{t}\right)=0 \\
& \mathrm{~F}(\infty, \infty, t)=1
\end{aligned}
$$

where $F\left(x_{1}, x_{2}, t\right)$ is the joint probability distribution function of the state of the system.

The last boundary condition in (4-18) is extraneous. However, it is consistent with the problem being considered. The joint probability density function of the state variables of the system and all of the derivatives of the density function must go to zero as any of the state variables approach infinity. Therefore, it is clear that the right hand side of (4-18) goes to zero as $x_{1}$ and $x_{1}$ go to infinity. Since the initial value of the distribution function is one as $x_{1}$ and $x_{2}$ approach infinity, its value, as $x_{1}$ and $x_{2}$ approach infinity, remains unity for all values of time. This extraneous boundary condition is stated in both this and the next example.

In order to solve $(4-18)$ on a computer, step sizes must be selected and finite boundaries must be established. The maximum principle, (3-23), gives adequate step sizes. Since the theoretical solution for this problem is easily computed, finite boundaries can be set up. Assume that the initial condition is

$$
\begin{equation*}
F\left(x_{1}, x_{2}, 0\right)=G\left(x_{1}, x_{2}\right)=\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x_{1}}{\sigma_{1}}\right)\right)\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x_{2}}{\sigma_{2}}\right)\right) \tag{4-19}
\end{equation*}
$$

For (4-18) and (4-19) the output distribution function is

$$
\begin{equation*}
F\left(x_{1}, x_{2}, t\right)=\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x_{1}}{\sigma_{1}(t)}\right)\right)\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x_{2}}{\sigma_{2}(t)}\right)\right) \tag{4-20}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{1}^{2}(t)=1+\left(\sigma_{1}^{2}-1\right) e^{-2 t}, \quad \text { (Continued) } \tag{4-21}
\end{equation*}
$$

and

$$
\sigma_{2}^{2}(t)=1+\left(\sigma_{2}^{2}-1\right) e^{-2 t}
$$

Since all the probability mass is contained within a relatively small area, the finite boundaries are easily selected. For example, let the boundaries be at plus and minus 4 or 5 standard deviations for each of the random variables. Let these values be $a_{1}, b_{1}, a_{2}$, and $b_{2}$ for the lower and upper bounds of $x_{1}$ and $x_{2}$, respectively. The initial and boundary conditions for (4-18) become

$$
\begin{aligned}
F\left(x_{1}, x_{2}, 0\right) & =G\left(x_{1}, x_{2}\right) \\
F\left(a_{1}, x_{2}, t\right) & =0, \\
F\left(x_{1}, a_{2}, t\right) & =0 \\
F_{x_{1}}\left(b_{1}, x_{2}, t\right) & =0 \\
F_{x_{2}}\left(x_{1}, b_{2}, t\right) & =0 \\
F\left(b_{1}, b_{2}, t\right) & =1
\end{aligned}
$$

The function $G\left(x_{1}, x_{2}\right)$ is the same one defined by (4-19).
Since $x_{1}$ and $x_{2}$ are independent and their density functions are symmetric, the joint probability density function

$$
\begin{equation*}
f\left(x_{1}, x_{2}, t\right)=f_{1}\left(x_{1}, t\right) f_{2}\left(x_{2}, t\right) \tag{4-23}
\end{equation*}
$$

is also symmetric. This can be used to reduce the area over which a solution must be obtained. It is only necessary to obtain a solution on

$$
\begin{align*}
& a_{1} \leq x_{1} \leq 0  \tag{4-24}\\
& a_{2} \leq x_{2} \leq 0
\end{align*}
$$

The problem simulated on the computer is

$$
\begin{gather*}
F_{t}=x_{1} F_{x_{1}}+F_{x_{1} x_{1}}+x_{2} F_{x_{2}}+F_{x_{2} x_{2}},  \tag{4-25}\\
F\left(x_{1}, x_{2}, 0\right)=G\left(x_{1}, x_{2}\right), \\
F\left(a_{1}, x_{2}, t\right)=0, \\
F\left(x_{1}, a_{2}, t\right)=0, \\
F\left(\Delta x_{1}, x_{2}, t\right)-F\left(0, x_{2}, t\right)=F\left(0, x_{2}, t\right)-F\left(-\Delta x_{1}, x_{2}, t\right), \\
F\left(x_{1}, \Delta x_{2}, t\right)-F\left(x_{1}, 0, t\right)=F\left(x_{1}, 0, t\right)-F\left(x_{1},-\Delta x_{2}, t\right) .
\end{gather*}
$$

The results of these computed solutions are tabulated in Appendix A. Table 10 lists the results obtained when the initial condition was the steady state solution. The results of these brief runs are all good, even for the cases when $P$ was very large ( $15,20,25$ ). Table 11 lists the results obtained when the solution had to diffuse outward to steady state. Some qualitative comments about the latter runs are given in Table 3.

Examining Tables 10 and 11, in Appendix A, it is seen that excellent results were obtained when $P$ was equal to five. Sfnce $P$ equal to five gives good results and there are no other set criteria for the selection of $P$, all further runs are made with $P$ equal to five and using second order polynomial interpolation.

In another interesting computer run the original explicit finite difference scheme was used to try to solve (4-25) with
Table 3. Qualitative Results for Simple Second Order System (from Table 11 in Appendix A)
Amount of Qualitative Results Storage

$\mathrm{P}=$
$\qquad$

Very good, errors are small.
Good, errors are an order of magnitude larger than when $\mathrm{P}=5$.

Not so good, the diffusion process is observed but the answer has fairly large errors.

$$
\begin{align*}
\Delta x_{1} & =\Delta x_{2}=0.25,  \tag{4-26}\\
\Delta t & =0.0005, \\
o_{1_{0}}^{2} & =\sigma_{2}^{2}=0.25 .
\end{align*}
$$

and

The values selected for the spatial step sizes do not satisfy the maximum principle, (3-23). The results were that the algorithm was unstable. This is interesting since the modified method effectively used much larger spatial step sizes (Tables 10 and 11) and obtained very good results. This points out what was stated previously, that the stability of the modified algorithm is determined by the step sizes used in the finite difference equation ( $\Delta \mathrm{X}_{\mathrm{i}}$ ) and not be the spacing between the stored values ( $P \Delta x_{i}$ ).

More Complicated Second Order Linear System
The problem solved in the previous section, (4-25), demonstrates that the modified algorithm can be used very beneficially to solve twodimensional Fokker-Planck equations. However, the Fokker-P1anck equations encountered later when dealing with second order nonlinear systems are somewhat more complicated than (4-25). Therefore, in this section a linear system which has a Fokker-Planck equation that has every type term that is encountered later is considered.

The system to be considered is illustrated in Figure 20 . The input, $\eta(t)$, is Gaussian white noise with a power spectral height of four. The state equations for this system are


Figure 20. Coupled Second Order Linear System

$$
\left.\left.\left.\begin{array}{l}
\dot{z}  \tag{4-27}\\
\dot{x}
\end{array}\right]=\left[\begin{array}{rr}
0 & 1 \\
-1 & -1
\end{array}\right] \begin{array}{l}
x \\
z
\end{array}\right]+\begin{array}{l}
0 \\
1
\end{array}\right] \eta(t)
$$

The Fokker-Planck equation which describes the joint probability density function of the states of the system is

$$
\begin{gather*}
f_{t}(x, z, t)=-x f_{z}(x, z, t)+((x+z) f(x, z, t))_{x}+f_{x x}(x, z, t),  \tag{4-28}\\
f(x, z, 0)=g(x, z), \\
f(-\infty, z, t)=0 \\
f(x,-\infty, t)=0 \\
f(\infty, z, t)=0 \\
f(x, \infty, t)=0
\end{gather*}
$$

Upon integration with respect to $x$ and $z$ in order to get it in terms of the distribution function, (4-28) becomes

$$
\begin{gather*}
F_{t}(x, z, t)=(x+z) F_{x}(x, z, t)-X_{z}(x, z, t)+F_{x x}(x, z, t)  \tag{4-29}\\
+\int_{-\infty}^{x} F_{z}(\xi, z, t) d \xi-\int_{-\infty}^{z} F_{x}(x, \varepsilon, t) d \varepsilon .
\end{gather*}
$$

The two integrals in (4-29) are uniformly convergent; therefore, the order of integration and differentiation can be reversed [44]. Doing this, (4-29) becomes

$$
\begin{align*}
& F_{t}(x, z, t)=(x+z) F_{x}(x, z, t)-x F_{z}(x, z, t)+F_{x x}(x, z, t)  \tag{4-30}\\
& \quad+\frac{\partial}{\partial z} \int_{-\infty}^{x} F(\xi, z, t) d \xi-\frac{\partial}{\partial x} \int_{-\infty}^{z} F(x, \varepsilon, t) d_{\varepsilon} .
\end{align*}
$$

Let
and

$$
\begin{equation*}
\int_{-\infty}^{x} F(\xi, z, t) d \xi=\stackrel{X}{F}(x, z, t), \tag{4-31}
\end{equation*}
$$

$$
\int_{-\infty}^{Z} F(x, \varepsilon, t) d \varepsilon={ }_{F}^{Z}(x, z, t)
$$

When (4-31) is put into (4-30) it simplifies to

$$
\begin{align*}
& F_{t}(x, z, t)=(x+z) F_{x}(x, z, t)-{ }_{x} F_{z}(x, z, t)  \tag{4-32}\\
& +F_{x x}(x, z, t)+{\underset{F}{z}}^{x}(x, z, t)-{\underset{F}{F}}^{Z}(x, z, t) .
\end{align*}
$$

The initial and boundary conditions now become
and

$$
\begin{align*}
& F(x, z, 0)= G(x, z)=\int_{-\infty}^{z} \int_{-\infty}^{x} g(\xi, \varepsilon) d \xi d \varepsilon  \tag{4-33}\\
& F(-\infty, z, t)=0 \\
& F(x,-\infty, t)=0 \\
& F_{x}(\infty, z, t)=0 \\
& F_{z}(x, \infty, t)=0 \\
& F(\infty, \infty, t)=1
\end{align*}
$$

Since the theoretical solution to (4-32) can be computed, finite boundaries can be set up for the problem. Assume that the initial condition for (4-32) is

$$
\begin{equation*}
F(x, z, t)=G(x, z)=\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x}{\sigma_{x_{0}}}\right)\right)\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{z}{\sigma_{z_{0}}}\right)\right) . \tag{4-34}
\end{equation*}
$$

The quantities $\sigma_{x_{0}}^{2}$ and $\sigma_{z_{0}}^{2}$ are the initial variances of the state variables and are to be specified for the particular problem. In accordance with Van Trees [38], the solution to (4-32) is

$$
\begin{gather*}
F(x, z, t)=\int_{-\infty}^{z} \int_{-\infty}^{x} f(\xi, \varepsilon, t) d \xi \mathrm{~d} \varepsilon,  \tag{4-35}\\
f(x, z, t)=\left(\frac{1}{2 \pi \sigma_{x}(t) \sigma_{z}(t) \sqrt{1+r^{2}(t)}}\right) \times \\
\exp \left(-\frac{1}{2\left(1-r^{2}(t)\right)}\left(\frac{x^{2}}{\sigma_{x}^{2}(t)}-\frac{2 r(t) x z}{\sigma_{x}^{(t) \sigma_{z}(t)}+\frac{z^{2}}{\sigma_{z}^{2}(t)}}\right)\right)
\end{gather*}
$$

For (4-35)

$$
\begin{align*}
\sigma_{x}^{2}(t) & =1+K_{1} e^{-t}+K_{2} e^{-t} \cos \sqrt{3} t+\frac{K_{3}-K_{2}}{\sqrt{3}} e^{-t} \sin \sqrt{3} t,  \tag{4-36}\\
\sigma_{z}^{2}(t) & =1+K_{4} e^{-t}+K_{5} e^{-t} \cos \sqrt{3} t+\frac{K_{6}-K_{5}}{\sqrt{3}} e^{-t} \sin \sqrt{3} t, \\
\sigma_{x z}^{2}(t) & =K_{7} e^{-t}+K_{8} e^{-t} \cos \sqrt{3} t+\frac{K_{9}-K_{8}}{\sqrt{3}} e^{-t} \sin \sqrt{3} t, \\
r(t) & =\frac{\sigma_{x z}^{2}(t)}{\sigma_{x}(t) \sigma_{z}(t)},
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{K}_{1}=\mathrm{K}_{4}=\frac{2 \sigma_{1}^{2}+\sigma_{2}^{2}-4}{3},  \tag{4-37}\\
& \mathrm{~K}_{2}=\frac{\sigma_{0}^{2}-2 \sigma_{2}^{2}+1}{3},
\end{align*}
$$

$$
\begin{aligned}
& K_{3}=\frac{4-2 \sigma_{1}^{2}-2 \sigma_{2}^{2}}{3}, \\
& K_{5}=\frac{\sigma_{2_{0}}^{2}-2 \sigma_{1_{0}}^{2}+1}{3}, \\
& K_{6}=\frac{-\sigma_{1_{0}}^{2}-\sigma_{2}^{2}+2}{3}, \\
& K_{8}=-K_{7}=\frac{\sigma_{0}^{2}+\sigma_{2}^{2}-2}{3}, \\
& K_{9}= \\
& \frac{4 \sigma_{1_{0}}^{2}-2 \sigma_{2}^{2}-2}{3},
\end{aligned}
$$

With the aid of (4-35), (4-36), and (4-37) finite boundaries for the problem can be established. For example, let the boundaries be at plus and minus four or five standard deviations of each state variable, Let these lower and upper bounds for $x$ and $z$ be $a_{1}, b_{1}, a_{2}$, and $b_{2}$, respectively. Equation (4-33) now becomes

$$
\begin{align*}
& F(x, z, 0)=G(x, t)  \tag{4-38}\\
& F\left(a_{1}, z, t\right)=0 \\
& F\left(x, a_{2}, t\right)=0 \\
& F_{x}\left(b_{1}, z, t\right)=0 \\
& F_{z}\left(x, b_{2}, t\right)=0,
\end{align*}
$$

and

$$
F\left(b_{1}, b_{2}, t\right)=1
$$

The problem to be simulated on the computer is (4-32) with initial and boundary conditions (4-38). The function $G(x, z)$ is that which is defined by (4-34).

In order to solve (4-32) numerically, adequate step sizes in the space variables and time must be selected. The problem is no longer of the form so that the maximum principle, (3-23), can be used to assure an adequate selection. However, (3-23) can be used to obtain a good guess for the step sizes. The step size $\Delta x$ is obtained from (3-23) by letting the coefficient of $F_{x x}$ be $a_{1}\left(x_{1}, x_{2}, t\right)$ and the coefficient of $F_{x}$ be $2 b_{1}\left(x_{1}, x_{2}, t\right)$. The other step sizes are obtained by letting

$$
\begin{gather*}
\Delta z=\Delta x,  \tag{4-39}\\
\Delta t \leq \frac{\Delta x^{2}}{4 a_{1}\left(x_{1}, x_{2}, t\right)}
\end{gather*}
$$

The initial selection for step sizes is

$$
\begin{equation*}
\Delta x=\Delta z=0.04 \tag{4-40}
\end{equation*}
$$

and

$$
\Delta t=0.0004
$$

Using the values $(4-40),(4-32)$ was solved when

$$
\begin{equation*}
\sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25 \tag{4-41}
\end{equation*}
$$

The initial conditions are such that the solution had to diffuse outward to steady state. The results were very good (tabulated in Table of 12 of Appendix A).

Since (4-32) lacks a second partial derivative with respect to $z$, the development of the maximum principle suggests that the algorithm should be stable for $\Delta t$ twice as large as that given by (4-39). Therefore, (4-32) with conditions (4-41) was solved with

$$
\begin{gather*}
\Delta x=\Delta z=0.04,  \tag{4-42}\\
\Delta t=0.0008
\end{gather*}
$$

The results were as good as those obtained using the smaller time step size, (4-40).

Solutions were run using the same space step sizes and successively larger time step sizes until the algorithm became unstable. Some very surprising results were obtained. The algorithm remained stable and accurate until

$$
\begin{equation*}
\Delta t=\Delta x=\Delta z \tag{4-43}
\end{equation*}
$$

This is rather surprising considering the ratio of the step size selections which is generally recommended by the maximum principle. However, two points should be remembered. First, the equation being considered, (4-32), is not of the exact form for which the maximum principle holds. Also, the maximum principle ensures all the desirable properties if the step sizes are selected in accordance with its rules. If the step sizes are selected by some other criterion, the maximum principle yields no information, either good or bad, about the algorithm.

A summary of the runs discussed above is given in Table 12 (in Appendix A). Note that all computer runs used the modified algorithm with $P$ equal to five ( 96 percent savings in storage) and with second order
polynomial interpolation. Simpson's rule was used to perform the numerical integrations in order to calculate $\underset{F}{\underset{F}{X}}$ and $\underset{\tilde{F}}{\underset{F}{Z}}$.

The error columns in Table 12 indicate that the calculated solutions are very good. Actually, the true errors may be slightly better or worse than is shown in Table 12. This is because the true solution was tabulated to only four decimal places and the numerical calculations were carried out to five decimal places. Notice that the errors in the calcu1ated solution did not increase as $\Delta t$ was increased from 0.0004 to 0.002 . This would indicate that the error in the numerical algorithm might have little dependence on the time step size. Several computer runs were made to investigate this possibility further. The results of these runs are tabulated in Tables 13 and 14, in Appendix A.

Notice that in both Tables 13 and 14 solutions are presented for more than one time (in Table 13 solutions are presented for $t=0.2$ and $t=1.0)$. The accuracy of the solutions at different times should not be compared. Only information about solutions at the same time should be compared.

Tables 12,13 , and 14 illustrate conclusively that the time step size, $\Delta t$, for equations of the form (4-45) can be many times larger than that suggested by the maximum principle. These tables also suggest that the errors in the numerical calculations are not a strong function of the choice of $\Delta t$ (so long as the algorithm remains stable). As a matter of fact, many of the solutions using the smaller step sizes in time are less accurate than those using larger time steps. For those cases the calculations using the smaller step sizes are accumulating larger roundoff errors
due to more calculations. However, it was observed that in runs which used values of $\Delta t$ that were close to the maximum value for stability, errors became mach larger for long computer runs (Table 14 in Appendix A). This indicates that the selection of $\Delta t$ should be somewhat smaller (by a factor of three) than the maximum possible value for stability. Some of the results listed in Tables 13 and 14 are sumarized in Table 4.

Tables 15 and 16 list the results of runs which investigated the accuracy of the numerical method as the space step sizes were varied. Examining the errors in these tables it is obvious that changing the space step sizes does drastically affect the accuracy of the numerical results. As the spatial step sizes are increased the error in the solution is also increased.

Typical solutions for the marginal probability distribution functions are shown in Figures 21 and 22. These marginal distributions are easily obtained from the joint distribution function since

$$
\begin{align*}
& F_{1}(x, t)=F\left(x, b_{2}, t\right)  \tag{4-44}\\
& F_{2}(z, t)=F\left(b_{1}, z, t\right)
\end{align*}
$$

## Sumary of Results for Linear Systems

The modified algorithm produced very good results when used to solve one- and two-dimensional Fokker-Planck equations. The best results were obtained when a second order interpolating polynomial was used. It was also decided to set $P$ equal to five. These values gave as good results for the one-dimensional and simple two-dimensional problems as did the explicit finite difference algorithm.

Table 4. A Study of Accuracy As a Function of $\Delta t$ (from Tables 13 and 14 in Appendix A)

| Space Step <br> Sizes <br> $\Delta \mathrm{x}=\mathrm{\Delta z}=$ | Time Step <br> Size <br> $\Delta t=$ | Solution <br> at $\mathrm{t}=$ | Maximum <br> Error <br> $\times 10^{-3}$ | Mean Square <br> Error <br> $\times 10^{-10}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.04 | 0.0008 | 0.2 | 1.29 | 865.65 |
| 0.04 | 0.01 | 0.2 | 0.67 | 218.4 |
| 0.04 | 0.01 | 1.0 | 2.32 | 6631.6 |
| 0.04 | 0.02 | 1.0 | 2.4 | 6127.1 |



Figure 21. Marginal Probability Distribution for the Coupled Second Order ${ }_{2}$ Linear 2 System-- $F_{1}(x, t), \Delta x=\Delta z=0.1$, $\Delta t=0.02, \sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25$
(The solid curves are the computed solutions and the circles represent the true solution at $t=4.0$.)


Figure 22. Marginal Probability Distribution for the Coupled Second Order Linear System- $\mathrm{F}_{2}(\mathrm{z}, \mathrm{t}), \Delta \mathrm{x}=\Delta \mathrm{z}=0.1, \Delta t=0.02$, $\sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25$
(The solid curves are the computed solutions and the circles represent the true solution at $t=4.0$.)

The solution to the more complicated two-dimensional Fokker-Planck equation produced some very surprising and helpful results. It was found that the time step size, $\Delta t$, could be much larger than that suggested by the maximum principle. The algorithm remained stable so long as the time step was smaller than the spatial step sizes. It was also observed that the errors in the numerical calculations were not very dependent on $\Delta t$ (so long as the algorithm remained stable). The accuracy of the algorithm was practically a function of the spatial step sizes.

## CHAPTER V

## NONLINEAR SYSTEMS

A practical and important application of the Fokker-Planck equation is in the analysis of phased-locked loops in the presence of noise. The solution of the Fokker-Planck equation for a phase-locked loop gives the time varying probability density function of the phase error of the system.

In this chapter the modified algorithm is first used to solve the Fokker-Planck equations for a first and second order phase-locked loop. The probability density and distribution functions of the phase errors are obtained and plotted as functions of time for several signal to noise ratios. The variances of the phase errors are also calculated and plotted as functions of time.

The modified algorithm is then used to solve the Fokker-Planck equations for a first and second order gated phase-locked loop. These results simulate the statistics of the phase errors for phase-locked loops operating in Time Division Multiple Access systems. The variances of the phase errors are plotted as functions of time for several signal to noise ratios.

## First Order Phase-Locked Loop

The first order phase-locked loop and its equivalent block diagram are illustrated in Figures 5 and 6 respectively. The input noise, $\Pi(t)$, is Gaussian white noise with a power spectral height of $N_{o}$. The

Fokker-Planck equation which describes the probability density function of the phase error of this system (given by (1-14) and (1-15)) is

$$
\begin{align*}
f_{t}(\phi, t)= & -\left(\left(\theta_{1_{t}}(t)-A K \sin (\phi)\right) f(\phi, t)\right)_{\phi}  \tag{5-1}\\
& +\frac{N_{0} K^{2}}{4} f_{\phi \phi}(\phi, t)
\end{align*}
$$

The variables in and related to (5-1) are defined by (1-8). It is assumed that the received signal is a constant sinusoid of known frequency. That is

$$
\begin{aligned}
\theta(t) & =\omega t+\theta_{0}, \\
\theta_{1}(t) & =\left(\omega-\omega_{o}\right) t+\theta_{o}, \\
\omega_{0} & =\omega .
\end{aligned}
$$

and

Using (5-2) and making the change of variables

$$
\begin{equation*}
\tau=\mathrm{AKt} \tag{5-3}
\end{equation*}
$$

(5-1) becomes

$$
\begin{equation*}
f_{\tau}(\phi, \tau)=(\sin (\phi) f(\phi, \tau))_{\phi}+\frac{\mathrm{KN}_{o}}{4 \mathrm{~A}} \mathrm{f}_{\phi \phi}(\phi, \tau) \tag{5-4}
\end{equation*}
$$

The term

$$
\begin{equation*}
\frac{4 \mathrm{~A}}{\mathrm{~N}_{\mathrm{o}} \mathrm{~K}}=\alpha \tag{5-5}
\end{equation*}
$$

is the signal to noise ratio in the first order loop [8]. Putting (5-5) into (5-4) gives

$$
\begin{equation*}
\mathrm{f}_{\tau}(\phi, \tau)=(\sin (\phi) \mathrm{f}(\phi, \tau))_{\phi}+\frac{1}{\alpha} \mathrm{f}_{\phi \phi}(\phi, \tau) . \tag{5-6}
\end{equation*}
$$

This is the form in which the Fokker-Planck equations for first order phase-locked loops is generally presented.

The statistics of the phase error, $\phi$, are sought on modulo $2 \pi$ [8] [41]. This means that the phase error is always interpreted as being between $-\pi$ and $+\pi$. The process that this represents is the phase error which would be indicated by a phase meter (illustrated in Figures 23 and 24). This is a very natural region on which to seek a solution since at any given instant the best that can be hoped for is to match the phase of the reference signal to the phase of the current cycle of the received signal.

Before a solution to (5-6) can be found, adequate initial and boundary conditions have to be specified. These have to be established from physical considerations of the system. A logical set of conditions which is generally used, [8] [41] [12], is

$$
f(\phi, 0)=\mathrm{g}(\phi) \quad, \quad-\pi \leq \phi \leq \pi
$$

$$
f(-\pi, T)=f(\pi, T)
$$

and

$$
\int_{-\pi}^{\pi} f(\phi, \tau) d \phi=1
$$

The function $\mathrm{g}(\phi)$ is an initial density function which has to be specified. No apriori knowledge is assumed for the initial phase error.


Figure 23. Relationship Between the Phase Error and the Modulo 24 Phase Error


(b)


Figure 24. a) One Possible Phase Trajectory
b) Modulo $2 \pi$ Phase Trajectory
c) Phase Trajectory for a System with an Absorbing Boundary

Therefore, $g(\phi)$ is uniformly distributed. That is

$$
\begin{equation*}
g(\phi)=1 / 2 \pi, \quad-\pi \leq \phi \leq \pi \quad . \tag{5-8}
\end{equation*}
$$

In order to solve for the statistics of the phase error it is more convenient to change (5-6) and (5-7) into equivalent equations in terms of probability distribution functions. This is accomplished by integrating (5-6) with respect to $\phi$ (from $-\pi$ to an arbitrary point $\phi \leq \pi$ ). The result is

$$
\begin{equation*}
F_{\tau}(\phi, \tau)=\sin (\phi) F_{\phi}(\phi, \tau)+\frac{1}{\alpha} F_{\phi \phi}(\phi, \tau)-J(-\pi, \tau), \tag{5-9}
\end{equation*}
$$

where $F(\varnothing, T)$ is the probability distribution function of the phase error.
The function $J(\phi, \tau)$ is the "probability current" [41] at the point $\phi$. The probability current is the amount of probability per unit time passing through the point $\varnothing$. For this particular problem, the probability current is given by

$$
\begin{equation*}
J(\phi, \tau)=\sin (\phi) \mathbf{f}(\phi, \tau)+\frac{1}{\alpha} \mathrm{f}_{\phi}(\phi, \tau) . \tag{5-10}
\end{equation*}
$$

Due to the symmetry of the problem being considered, it is clear that the probability current on the boundaries is zero. Lindsey [41] arrives at the same conclusion mathematically for the steady state case.

Therefore, the equation and boundary conditions, in terms of the distribution function, which are equivalent to (5-6) and (5-7) are

$$
\begin{aligned}
& \mathbf{F}_{\tau}(\phi, \tau)=\sin (\phi) F_{\phi}(\phi, \tau)+\frac{1}{\alpha} F_{\phi \phi}(\phi, \tau), \\
& F(\phi, 0)=(\phi+\pi) / 2 \pi, \quad-\pi \leq \phi \leq \pi \\
& F(-\pi, \tau)=0,
\end{aligned}
$$

and

$$
F(\pi, \tau)=1
$$

The modified algorithm ${ }^{*}$ was used to obtain a solution to (5-11).** The step sizes ( $\Delta \varnothing$ and $\Delta T$ ) used in the numerical calculations were selected so as to satisfy the maximum principle, (2-15). Due to the symmetry of this problem it is only necessary to obtain a solution for $-\pi \leq \phi \leq 0$.

The steady state solutions to Fokker-Planck equations for first order phase-locked loops are known [8] [41]. The theoretical steady state solution of (5-6) subject to (5-7) and (5-8) is [8]

$$
\begin{equation*}
f(\phi)=\frac{\exp (\alpha \cos (\phi))}{2 \pi I_{0}(\alpha)} \tag{5-12}
\end{equation*}
$$

where $I_{0}(\alpha)$ is the zeroth order modified Bessel function of the signal to noise ratio.
*The details of the numerical solutions obtained in this chapter are tabulated in Appendix B.
**
The computer programs used to obtain the results in this chapter are shown in Appendix $C$.

Figures 25,26 , and 27 show the results obtained when the modified algorithm was used to solve (5-10) for signal to noise ratios of $0.5,1.0$, and 2.0 respectively. The theoretical steady state results are also indicated on the figures. The computed and theoretical steady state solutions agree very closely. The maximum and mean square errors for the computed steady state results are listed in Table 5. Pickholtz and Dominiak [12] obtained transient solutions (numerically) to the Fokker-Planck equation for the first order phase-locked loop (they solved (5-6) subject to (5-7)). The modified algorithm was used to obtain a solution to (5-10), with $\sigma=1$, which could be differentiated and compared to one of their transient solutions. The two solutions, which agree very closely, are shown in Figure 28.

The solutions to the Fokker-Planck equations for the phase-locked loops are used to obtain measures which evaluate the performances of the systems. The most desirable results would be information about the frequency of skipping cycles for a given density function. Such results would illustrate clearly how the phase-locked loop responds as a function of time. While the procedure for the solution of this problem has been developed [8] [45], the actual numerical solution is quite a formidable task. It requires the solution of a two-point boundary value problem for each time which the frequency of skipping cycles is desired. The same problem becomes considerably more difficult for second order phaselocked loops. For this case a one-dimensional partial differential equation has to be solved for each point where the frequency of skipping cycles is desired.

While not being as desirable as the frequency of skipping cycles,


Figure 25. Solution of the Fokker-Planck Equation for the First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta T=0.0015, \alpha=0.5$. (The circles are the theoretical steady state solution.)


Figure 26. Solution of the Fokker-Planck Equation for the First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta T=0.003, \sigma=1.0$. (The circles are the theoretical steady state solution.)


Figure 27. Solution of the Fokker-Planck Equation for the First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta \tau=0.003, \alpha=2.0$. (The circles are the theoretical steady state solution.)

Table 5. Results of the Steady State Solution for a First Order Phase-Locked Loop

| Signal to <br> Noise Ratio <br> $\alpha=$ | Maximum <br> Error <br> $\times 10^{-3}$ | Mean Square <br> Error <br> $\times 10^{-5}$ |
| :--- | :--- | :--- |
| 0.5 | 1.25 | 0.065 |
| 1.0 | 3.2 | 0.392 |
| 2.0 | 8.83 | 2.234 |



Figure 28. Comparison of a Transient Solution to the FokkerPlanck Equation for the First-Order Phase-Locked Loop With a Transient Solution that Appears in the Literature $-\Delta \phi=\pi / 40, \Delta \tau=0.002, \alpha=1$. (The solid curves are Pickholtz and Dominiak's solution, and the circles are the values obtained with the modified algorithm.)
the quantity commonly used to gauge the performance of a phase-locked Loop is the variance of the phase error. Figure 29 shows the variances as functions of time for the processes that were illustrated in Figures 25,26 , and 27 . The steady state values of these variances agree very closely with the theoretical results displayed by Viterbi [8].

## Second Order Phase-Locked Loop

The Fokker-Planck equation for second order phase-locked loops is a very formidable problem, for which to date, no exact theoretical solutions or no complete numerical solutions have been presented.* In this section the modified algorithm is used to obtain complete solutions to the Fokker-Planck equation for a second order phase-locked loop. Results are obtained for several different signal to noise ratios.

The second order phase-locked loop is illustrated in Figure 30 where the linear filter is first order. The transfer function of the linear filter for the loop being considered is

$$
\begin{equation*}
L(h(t))=1+\frac{a}{s} \tag{5-13}
\end{equation*}
$$

The equivalent block diagram for this system is illustrated in Figure 30. Again the noise input is Gaussian white noise with a power spectral height of $N_{o}$.

The dynamic response of this system is described by (1-7) with the appropriate impulse response for the linear filter. It is again

[^1]

Figure 29. Variances of the Phase Errors for the First Order Phase-Locked Loop


Figure 30. Equivalent Block Diagram of the Perfect Second Order Phase-Locked Loop
assumed that the received signal is a constant sinusoid of known frequency. Therefore,

$$
\begin{equation*}
\dot{\theta}_{1}(t)=0 \tag{5-14}
\end{equation*}
$$

Using (5-14) and the impulse response of the loop filter, the equation which describes the operation of the system becomes

$$
\begin{align*}
\dot{\phi}(t)= & -K\left(A \sin (\phi(t))+\eta^{\prime}(t)\right)  \tag{5-15}\\
& -\operatorname{aAK} \int_{0}^{t}\left(\sin (\phi(u))+\eta^{\prime}(u)\right) d u
\end{align*}
$$

Equation (5-15) is put in a more tractable form by using a change of variables described by Viterbi [8]. Defining

$$
\begin{equation*}
\phi=\dot{\varepsilon}(t)+a \varepsilon(t) \tag{5-16}
\end{equation*}
$$

(5-15) becomes

$$
\begin{aligned}
\varkappa(t)+a \dot{\varepsilon}(t)= & -K\left(A \sin (\dot{\varepsilon}(t)+a \varepsilon(t))+\eta^{\prime}(t)\right) \\
& -a K \int_{0}^{t}\left(A \sin (\dot{\varepsilon}(u)+a \varepsilon(u))+\eta^{\prime}(u)\right) d u
\end{aligned}
$$

This equation can be separated into two equations which, to within an arbitrary constant, have the same solution. These are

$$
\begin{equation*}
\ddot{\varepsilon}(t)=-K\left(A \sin (\dot{\varepsilon}(t)+a \varepsilon(t))+\eta^{\prime}(t)\right) \tag{5-18}
\end{equation*}
$$

and

$$
a \dot{\varepsilon}(t)=-a K \int_{0}^{t} A \sin (\dot{\varepsilon}(u)+a \varepsilon(u))+\eta^{\prime}(u) d u
$$

Defining the variables

$$
\begin{equation*}
y_{0}=\varepsilon(t) \tag{5-19}
\end{equation*}
$$

and

$$
y_{1}=\dot{\epsilon}(t)
$$

the state equations describing the second order phase locked loop become

$$
\begin{equation*}
\dot{y}_{0}=y_{1} \tag{5-20}
\end{equation*}
$$

and

$$
\dot{y}_{1}=-A K \sin \left(y_{1}+a y_{0}\right)-k \eta^{\prime}
$$

The two-dimensional Fokker-Planck equation which describes the joint probability density function of the state variables defined in (5-20) is

$$
\begin{align*}
f_{t}\left(y_{o}, y_{1}, t\right)= & -y_{1} f_{y_{o}}\left(y_{0}, y_{1}, t\right)  \tag{5-21}\\
& +A K\left(\sin \left(y_{1}+y_{o}\right) f\left(y_{o}, y_{1}, t\right)\right)_{y_{1}} \\
& +\frac{x^{2} N_{o}}{4} f_{y_{1} y_{1}}\left(y_{o}, y_{1}, t\right)
\end{align*}
$$

This Fokker-Planck equation is put in terms of the phase error of the system, $\varnothing$, by relating the phase error to the state variables. This relationship, given by (5-16) and (5-19), is

$$
\begin{equation*}
\phi=y_{1}+a y_{0} \quad . \tag{5-22}
\end{equation*}
$$

Let

$$
\begin{equation*}
z=a y_{o} \tag{5-23}
\end{equation*}
$$

When these changes of variables are put into (5-21) it becomes

$$
\begin{aligned}
f_{t}(\phi, z, t)= & a(z-\phi)\left(f_{\phi}(\phi, z, t)+f_{z}(\phi, z, t)\right) \\
& +A K(\sin (\phi) f(\phi, z, t)){ }_{\phi} \\
& +\frac{K^{2} N_{o}}{4} f_{\phi \phi}(\phi, z, t)
\end{aligned}
$$

The magnitude of the integrator gain, "a," must be large in order for it to have a real effect on the system. More precisely, if "a" is small compared to $A K$, the integrator has little influence on the loop [8]. Under this condition the system behaves like a first order phase-locked loop. Therefore, let

$$
\begin{equation*}
a=A K \tag{5-25}
\end{equation*}
$$

Letting

$$
\begin{equation*}
T=A K t \tag{5-26}
\end{equation*}
$$

and using (5-25), (5-24) becomes

$$
\begin{aligned}
\mathrm{f}_{\tau}(\phi, z, \tau)= & (z-\phi)\left(f_{\phi}(\phi, z, \tau)+f_{z}(\phi, z, \tau)\right) \\
& +(\sin (\phi) f(\phi, z, \tau))_{\phi} \\
& +\frac{K N_{o}}{4 \mathrm{~A}} f_{\phi \phi}(\phi, z, \tau)
\end{aligned}
$$

The signal to noise ratio in the second order loop is defined
as [8]

$$
\begin{equation*}
\alpha=\frac{A^{2}}{N_{0} B_{1}}=\frac{A^{2}}{N_{0} \frac{(A K+a)}{4}}=\frac{2 A}{N_{0} K}, \tag{5-28}
\end{equation*}
$$

where $B_{1}$ is the loop noise bandwidth for the linearized system. Therefore, the Fokker-Planck equation for the second order phase-locked loop becomes

$$
\begin{align*}
\mathrm{L}(\phi, z, \tau)= & -\mathrm{f}_{\tau}(\phi, z, \tau)+(z-\phi)\left(\mathrm{f}_{\phi}(\phi, z, \tau)+\mathrm{f}_{z}(\phi, z, \tau)\right)  \tag{5-29}\\
& +(\sin (\phi) \mathrm{f}(\phi, z, \tau))_{\phi}+\frac{1}{2 \alpha} \mathrm{f}_{\phi \phi}(\phi, z, \tau)=0 .
\end{align*}
$$

This equation is the desired final form of the Fokker-Planck equation in terms of the joint probability density function.

At this point, a few remarks should be made about the system being considered. Some of the physical characteristics of phase-locked loops are defined in terms of the linearized form of the system (the loop
becomes a linear system in the region where $\sin (\phi)=\phi)$. The differential equation describing the operation of (5-15) in the linear region when there is no noise input is

$$
\begin{equation*}
\ddot{\phi}+A K \dot{\phi}+a A K \phi=0 \tag{5-30}
\end{equation*}
$$

Using the changes of variables defined by (5-25) and (5-26), (5-30) becomes

$$
\begin{equation*}
\ddot{\phi}+\dot{\phi}+\phi=0 \tag{5-31}
\end{equation*}
$$

where the derivatives are now with respect to the normalized time variable $\tau$. One important parameter to consider in the operation of a second order phase-locked loop is the damping coefficient of the system. The damping coefficient of the nonlinear system is interpreted as that of the linear model. Therefore, for the system being considered, the damping coefficient is

$$
\begin{equation*}
\delta=0.5 \tag{5-32}
\end{equation*}
$$

This is a very reasonable value for the second order system. Therefore, the selection of $a=A K$ was $a$ good choice. Different damping coefficients can be obtained by selecting different values for the integrator gain. For example, if $a=\frac{A K}{4}$ the damping coefficient becomes one.

It is desired to obtain the solution on modulo $2 \pi$. Since the phase error, $\phi$, is always interpreted as being between $+\pi$ and $-\pi$, it is clear from (5-16) and (5-23) that the other independent space variable, $z$, is also always between $+\pi$ and $-\pi$.

Again, before any solutions can be sought, it is necessary to establish adequato initial and boundary conditions. No apriori knowledge is assumed about the phase error. Therefore, the initial condition is a uniform density function. The boundary conditions involve the values of the probability current densities on the boundaries.

Due to the symmetry of this problem it is again clear that the probability current on the boundary is zero (the probability current across a boundary is the integral of the probability current density on the boundary). The initial conditions which are used are that the probability current densities on the boundaries are zero. That is

$$
\begin{align*}
& J_{\phi}(-\pi, z, \tau)=J_{\phi}(\pi, z, \tau)=0  \tag{5-33}\\
& J_{z}(\phi,-\pi, \tau)=J_{z}(\phi, \pi, \tau)=0
\end{align*}
$$

where

$$
\begin{align*}
& J_{\phi}(\phi, z, \tau)=(z-\phi+\sin (\phi)) f(\phi, z, \tau)+\frac{1}{2 \alpha} f_{\phi}(\phi, z, \tau),  \tag{5-34}\\
& J_{z}(\phi, z, \tau)=(z-\phi) f(\phi, z, \tau) \quad .
\end{align*}
$$

The quantities $J_{\phi}(\phi, z, \tau)$ and $J_{z}(\phi, z, \tau)$ are the probability current densities in the $\varnothing$ and $z$ directions respectively. Therefore, the problem to be solved in terms of the probability density function is

$$
\begin{align*}
f_{\tau}(\phi, z, \tau)= & (z-\phi)\left(f_{\phi}(\phi, z, \tau)+f_{z}(\phi, z, \tau)\right)  \tag{5-35}\\
& +(\sin (\phi) f(\phi, z, \tau))_{\phi}+\frac{1}{2 \alpha} f_{\phi \phi}(\phi, z, \tau),
\end{align*}
$$

$$
\begin{aligned}
& \mathrm{f}(\phi, z, 0)=1 / 4 \pi^{2}, \quad-\pi \leq \phi \leq \pi \quad \text { and } \quad-\pi \leq z \leq \pi \\
& \mathrm{J}_{\phi}(-\pi, z, \tau)=0, \\
& J_{\phi}(\pi, z, \tau)=0, \\
& J_{2}(\phi,-\pi, \tau)=0,
\end{aligned}
$$

and

$$
\mathrm{J}_{z}(\phi, \pi, \tau)=0 .
$$

Although it is clear that the probability currents at the boundaries are zero this does not necessarily mean that the probability current densities on the boundaries are also zero. Therefore, a few comments are in order about the possible physical interpretations of these boundary conditions. There seem to be two possible physical interpretations. The first is that this representation is the modulo $2 \pi$ problem. However, Lindsey suggests that the solution to (5-35) is the density function of the collection of trajectors which were initially uniformly distributed within the prime interval and which have remained strictly within the interval. That is, starting with an ensemble uniformly distributed on $-\pi \leq \phi \leq \pi$ and $-\pi \leq z \leq \pi$, (5-35) describes the density function of the sample paths which have remained strictly within the boundaries. According to this interpretation any trajectories which reach the boundary are removed from the ensemble (Figure 24). There are physical arguments supporting either
interpretation. These two interpretations appear to be very similar and the results of each should be very close. Therefore, whichever is the true interpretation, the results are a good indication of the phase error of the second order loop.

In order to obtain numerical results it is desirable to transform (5-35) into an equivalent equation in terms of the probability distribution function. In order to obtain this formulation (5-35) is integrated with respect to its two independent space variables. That is, referring to (5-29),

$$
\begin{equation*}
\int_{\pi}^{2} \int_{-\pi}^{\phi} L(\epsilon, \xi, \tau) d \epsilon d \xi=0 \tag{5-36}
\end{equation*}
$$

The resulting equation is

$$
\begin{align*}
\mathrm{F}_{\tau}(\phi, z, \tau)= & (z-\phi+\sin (\phi)) \quad \mathrm{F}_{\phi}(\phi, z, \tau)  \tag{5-37}\\
& +(z-\phi) \mathrm{F}_{z}(\phi, z, \tau)+\frac{1}{2 \alpha} \mathrm{~F}_{\phi \phi}(\phi, z, \tau) \\
& +\int_{-\pi}^{\phi} \mathrm{F}_{z}(\epsilon, z, \tau) \mathrm{d} \epsilon-\int_{-\pi}^{z} F_{\phi}(\phi, \epsilon, \tau) \mathrm{d} \epsilon \\
& -\int_{-\pi}^{\phi} J_{z}(\varepsilon,-\pi, \tau) \mathrm{d} \varepsilon-\int_{-\pi}^{z} J_{\phi}(-\pi, \varepsilon, \tau) \mathrm{d} \epsilon
\end{align*}
$$

Using (5-33), (5-37) becomes

$$
\begin{align*}
\mathrm{F}_{\tau}(\phi, z, \tau)= & (z-\phi+\sin (\phi)) \mathrm{F}_{\phi}(\phi, z, \tau)  \tag{5-38}\\
& +(z-\phi) \mathrm{F}_{z}(\phi, z, \tau)+\frac{1}{2 \alpha} \mathrm{~F}_{\phi \phi}(\phi, z, \tau) \quad \text { (continued) }
\end{align*}
$$

$$
+\int_{-\pi}^{\phi} F_{z}(\varepsilon, z, T) d \epsilon-\int_{-\pi}^{z} F_{\phi}(\phi, \varepsilon, \tau) d \varepsilon
$$

The initial condition and half of the boundary conditions clearly become

$$
\begin{align*}
& F(\phi, z, 0)=\frac{(\phi+\pi)(z+\pi)}{4 \pi^{2}},-\pi \leq \phi \leq \pi \text { and }-\pi \leq z \leq \pi  \tag{5-39}\\
& F(-\pi, z, \tau)=0,
\end{align*}
$$

and

$$
F(\phi,-\pi, \tau)=0
$$

The boundary conditions at $\phi=\pi$ and $z=\pi$ have to be obtained from (5-33). In particular, since $J_{\phi}(\pi, z, \tau)=J_{z}(\phi, \pi, \tau)=0$

$$
\begin{align*}
\int_{-\pi}^{z} J_{\phi}(\pi, \epsilon, \tau) d \epsilon= & {\left[(z-\phi+\sin \phi) F_{\phi}(\phi, z, \tau)\right.}  \tag{5-40}\\
& \left.+\frac{1}{2 \alpha} F_{\phi \phi}(\phi, z, \tau)-\int_{-\pi}^{\phi} F_{\phi}(\phi, \epsilon, \tau) d \epsilon\right]_{\phi=\pi}=0
\end{aligned} \quad \begin{aligned}
\int_{-\pi}^{\phi} J_{z}(\varepsilon, \pi, \tau) d \epsilon= & {\left[(z-\phi) F_{z}(\phi, z, \tau)+\int_{-\pi}^{\phi} F_{z}(\varepsilon, z, \tau) d \epsilon\right]_{z=\pi}=0 }
\end{align*}
$$

In summary, the equation to be simulated is

$$
\begin{align*}
& \mathrm{F}_{\mathrm{T}}=(2-\phi+\sin \phi) \mathrm{F}_{\phi}+(z-\phi) \mathrm{F}_{z}  \tag{5-41}\\
& \\
& \quad+\frac{1}{2 \alpha} \mathrm{~F}_{\phi \phi}+\int_{-\pi}^{\phi} \mathrm{F}_{z} \mathrm{~d} \phi-\int_{-\pi}^{2} \mathrm{~F}_{\phi} \mathrm{dz}, \\
& F(\phi, z, 0)=\frac{(\phi+\pi)(z+\pi)}{4 \pi^{2}},-\pi \leq \phi \leq \pi \text { and }-\pi \leq z \leq \pi
\end{align*}
$$

(continued)

$$
\begin{gathered}
F(-\pi, z, \tau)=0, \\
F(\phi,-\pi, \tau)=0, \\
{\left[(z-\phi+\sin \phi) F_{\phi}+\frac{1}{2 \alpha} F_{\phi \phi}-\int_{-\pi}^{z} F_{\phi} d z\right]_{\phi=\pi}=0,}
\end{gathered}
$$

and

$$
\left[(z-\phi) F_{z}+\int_{-\pi}^{\phi} F_{z} d \phi\right]_{z=\pi}=0
$$

As was the case for the Fokker-Planck equation for the second order linear system the step sizes used in the numerical solutions of (5-41) can be larger than those suggested by the maximum principle. For the most part the step sizes used were $\Delta \emptyset=\Delta z=\pi / 50$ and $\Delta T=0.001$ (for complete details see Appendix B).

The modified algorithm was used to solve (5-41) for signal to noise ratios of $0.41(-3.87 \mathrm{db}), 1.1(0.41 \mathrm{db}), 1.382(1.41 \mathrm{db})$, and $2.76(4.41 \mathrm{db})$. The results which were obtained are more striking when presented in terms of the probability density function. Therefore, the solutions are differentiated in order that they can be plotted both in terms of density and distribution functions. These results are shown in Figures 31 through 38 (the details of these simulations are tabulated in Appendix B).

These results are somewhat surprising in that the density functions display a multimodel structure. Lindsey and Charles [26] obtained some experimental steady state density and distribution functions for the phase error of a second order phase-locked loop. Their results display this same multimodel structure for low signal to noise ratios. They also


Figure 31. Density Function of the Phase Error for the Second Order Phase-Locked Loop-- $\alpha=0.41$


Figure 32 . Distribution Function of the Phase Error for the Second Order Phase-Locked Loop-$\alpha=0.41$


Figure 33. Density Function of the Phase Error for the Second Order Phase-Locked Loop-- $\alpha=1.1$


Figure 34. Distribution Function of the Phase Error for the Second Order Phase-Locked Loop-$\alpha=1.1$. (The circles are Lindsey and Charles' experimental steady state results for a second order system with a damping ratio that is slightly different than that which was used for the numerical calculations. See the text.)


Figure 35. Density Function of the Phase Error for the Second Order Phase-Locked Loop-- $\alpha=1.382$


Figure 36. Distributed Function of the Phase Error
for the Second Order Phase-Locked Loop--
$\alpha=1.382$. (The circles are Lindsey and
Charles' experimental steady state results
for a second order system with a damping
ratio that is slightly different than that
which was used for the numerical calculations.
See the text.)


Figure 37. Density Function of the Phase Error for the Second Order Phase-Locked Loop-- $\alpha=2.76$


Figure 38. Distribution Function of the Phase Error for the Second Order Phase-Locked Loop-$\alpha=2.76$. (The circles are Lindsey and Charles' experimental steady state results for a second order system with a damping ratio that is slightly different than that which was used for the numerical calculations. See the text.)
state that the mathematical analysis of the problem gives an indication of such a structure.

Although several of the solutions obtained with the modified algorithm were for systems with the same signal to noise ratios as used by Lindsey and Charles [26] to obtain their experimental solutions, the steady state results of the two methods are not directly comparable. The damping ratios of the systems for which the experimental and numerical results were obtained are 0.707 and 0.5 respectively, However, the two solutions should be, and are, close. The steady state distribution functions for the two systems with the same signal to noise ratios are very close, differing only slightly in the regions of low probability.

The variances as a function of time for two of the previous runs are plotted in Figure 39. These graphs are for signal to noise ratios of $1.1(0.41 \mathrm{db})$ and $1.382(1.41 \mathrm{db})$. The reason that only two of the variances are plotted is that initially the variances were not obtained, and it was necessary to completely rerun the problems in order to get: them. This involved so much computer time that only the variances for the two middle signal to noise ratios were obtained.

Lindsey [41] presents a graph of approximate theoretical steady state variances as functions of signal to noise ratios and system damping ratios for a second order loop. The steady state values for the two variances shown in Figure 39 are consistent with the curves and data Lindsey shows.

## Gated Phase-Locked Loop

In this section the modified algorithm is used to solve the


Figure 39. Variances of the Phase-Errors for the Second Order Phase-Locked Loop- $-\alpha=1.1, \alpha=1.382$.

Fokker-Planck equations for a first and second order grated phase-1ocked loop [46] [47]. This problem arises in a Time Division Multiple Access (TDMA) system which uses Phase Shift Keyed (PSK) modulation and which requires that phase coherence be maintained from burst to burst. The data modulation on the carrier is assumed to be removed by the demod. ulator and only the problem of carrier tracking is considered. The variance of the phase error of the carrier is obtained and plotted for several different signal to noise ratios

The problem is setup the same as in the previous sections except that now the input is

$$
\begin{equation*}
\sqrt{2} A m(t) \cos (\omega t)+\eta(t), \tag{5-42}
\end{equation*}
$$

where $m(t)$ is a periodic gate function (Figure 40). The Fokker-Planck equation, in terms of the distribution function, for the first order phase-1ocked loop when the gate is on $(m(t)=1)$ is given by (5-9). During that portion of the time frame when the gate is off $(m(t)=0)$ the Fokker-Planck equation becomes

$$
\begin{equation*}
F_{\tau}(\phi, \tau)=\frac{1}{\alpha} F_{\phi \phi}(\phi, \tau) \tag{5-43}
\end{equation*}
$$

Paul and Larimore [47] state that the assumption of burst to burst coherence means that the time constant of the phase-1ocked loop is larger than the time frame of the gated system (period of the gate function). The time constant of the loop is interpreted as that of the linearized system. In terms of the normalized time variable, $\tau$, the time constant of the first order loop is unity. The time frame selected

## $m(t)$ <br>  <br>  <br> TDMA Time Frame

Figure 40. Gate Function for a TDMA System
for this problem (in terms of the normalized time) is 0.5.

The problem was initially solved (see Appendix B for details) with the time frame having a duty factor of $0.1(m(t)=1$ one-tenth of the time). It was observed that the steady state variances of the phase errors of the gated loop were the same as those for the continuous loop with signal to noise ratios of ten times those of the gated loop. In other words, it was observed that steady state variances of the phase errors for the two loops were the same if the systems received the same amount of input signal energy per time frame. Figure 41 shows the computed steady state variances for the gated system with a duty factor of 0.1 and for signal to noise ratios of $2,5,10,20,30$, and 40 . The computed steady state variances for the continuous system with signal to noise ratios of $0.1,1,2,3$, and 4 are also shown.

These results indicate that the solution for the continuous system can be used to obtain the steady state variance for a gated first order phase-locked loop. This is an interesting and helpful result since the solution to the continuous system requires far less computer time than the solution for the gated loop.

One further run was made to check this apparent relationship between the steady state variances of the phase errors of the two systems. Figure 42 shows the steady state variances computed for the phase errors of the first order gated phase-locked loop with a duty factor of 0.05 and for signal to noise ratios of 10,20 , and 40 . The steady state variances for the continuous loop are also plotted for signal to noise ratios of $0.5,1$, and 2. Again the steady state variances for the continuous and gated cases are the same if the input signal energy per


Figure 41. Comparison of the Steady State Variances of the Phase Errors for the First Order Gated and Continuous Phase-Locked Loops--Duty Factor $=0.1$ (The solid curves are for the gated loop and the dashed curves are for the continuous loop.)


Figure 42. Comparison of the Steady State Variances of the Phase Errors for the First Order Gated and Continuous Phase-Locked Loops--Duty Factor $=0.05$ (The solid curves are for the gated loop and the dashed curves are for the continuous loop.)
time frame are the same for the two systems.
The computer times required for the solutions of the FokkerPlanck equations for the gated and continuous loops to reach steady state were examined to see if there was a direct relationship between them. Although it did take much more time for the gated loop to reach steady state, the two times do not appear to adhere to a formula. In general, for a duty factor of $\frac{1}{N}$, the time required for the gated loop (with signal to noise ratio $\mathrm{N} \alpha$ to reach steady state was somewhat less than N times the time required for the continuous system(with signal to notse ratio $\alpha$ ) to reach steady state.

The second order gated phase-locked loop is setup as in the previous section except that the input to the system is given by (5-42). The Fokker-Planck equation, in terms of the distribution function, for the system while the gate function is on $(m(t)=1)$ is given by $(5-41)$. During that portion of the time frame when the gate function is off $(m(t)=0)$ the Fokker-Planck equation becomes

$$
\begin{align*}
F_{\tau}(\phi, z, \tau)= & (z-\phi) F_{\phi}(\phi, z, \tau)  \tag{5-44}\\
& +(z-\phi) F_{z}(\phi, z, \tau)+\frac{1}{2_{\alpha}} F_{\phi \phi}(\phi, z, \tau) \\
& +\int_{-\pi}^{\phi} F_{z}(\epsilon, z, \tau) d \epsilon-\int_{-\pi}^{z} F_{\phi}(\phi, \varepsilon, \tau) d \epsilon
\end{align*}
$$

Unless initial conditions can be obtained which are close to the steady state solutions it is anticipated that the solutions to the FokkerPlanck equation for the second order gated phase-locked loop will require
very large amounts of computer time. Therefore, the second order gated and continuous loops are investigated to see if a relationship similar to the one observed for the first order loops exists. However, it is found (from several simulations) that the desired relationship does not hold for the second order systems.

The problem is solved starting from an initial distribution which is uniformly distributed. The time frame is again 0.5. For these simulations the variances of the phase errors at the beginning of each time frame vs. the number of time frames is plotted. Figure 43 shows the results obtained for the second order gated loop with a duty factor of 0.5 and signal to noise ratios of 2.2 and 4 . Figure 44 shows the results obtained for a duty factor of 0.25 and for signal to noise ratios of 6 and 9 .

These solution, which use large duty factors and fairly small sig* nal to noise ratios, require large amounts of computer time (the longest run took about 37 minutes of computer time). Even with the large savings in computer time realized with the modified algorithm it is clear that the computer time required to obtain a complete solution to the FokkerPlanck equation for a second order gated loop with a practical duty factor is completely prohibitive.

However, the variance of the phase error for the second order gated system demonstrates a pattern which can be used to get a good estimate of the steady state value without obtaining the complete solution to the problem. The plots of the variances for both the continuous and gated second order loops are very similar in shape. The variances initially start at $\pi^{2} / 3$, rise to a peak value, decrease, and then


Figure 43. Variances of the Phase Errors for the Second Order Gated Phase-Locked Loop--Duty Factor $=0.5$


Figure 44. Variances of the Phase Errors for the Second Order Gated Phase-Locked Loop--Duty Factor $=0.25$
begin a decaying oscillation to steady state. Notice that the steady state value for the variance is very close to the value of the first distinct minimum in the plot.

Recognizing this pattern it is possible to estimate the steady state variance of the phase error without using tremendous amounts of computer time. For example, from Figure 44, the steady state variance for the second order gated loop with a duty factor of 0.25 and a signal to noise ratio of 9 can be estimated to be about 2.4 .

## CHAPTER VI

## THREE-DIMENSIONAL FOKKER-PLANCK EQUATION

The amounts of computer time and storage required for standard numerical solutions of higher-dimensional parabolic partial differential equations are so enormous that such solutions have not been feasible. The modified algorithm can be used to reduce the amounts of computer time and storage required for such problems to the point where some higherdimensional equations can be solved quite easily. In this chapter the modified algorithm is used to solve a three-dimensional Fokker-Planck equation.

The partial differential equation considered is the Fokker-Planck equation for the third order system illustrated in Figure 45 . The three inputs to the system are identical, but independent, Gaussian white noises with power spectral heights of four. The state equations for the system are
and $\quad \dot{z}=-z+\eta_{3}(t)$.

The Fokker-Planck equation which describes the joint probability density function of the states of the system is


Figure 45. Third Ordex Linear System

$$
\begin{gather*}
\mathrm{L}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=-\mathrm{f}_{\mathrm{t}}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})+(\mathrm{xf}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}))_{\mathrm{x}}+\mathrm{f}_{\mathrm{xx}}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})  \tag{6-2}\\
+(\mathrm{yf}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}))_{y}+\mathrm{f}_{y y}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})+(\mathrm{zf}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t}))_{\mathrm{z}}+\mathrm{f}_{z z}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})=0
\end{gather*}
$$

Again it is desirable to change (6-2) to an equivalent equation in terms of the probability distribution function. This is accomplished by integrating (6-2) with respect to its three independent space variables. That is

$$
\begin{equation*}
\int_{-\infty}^{z} \int_{-\infty}^{y} \int_{-\infty}^{x} L(\delta, \epsilon, \xi, t) d \delta d \varepsilon d \xi \tag{6-3}
\end{equation*}
$$

The resulting equation in terms of the joint probability distribution function of the states of the system is

$$
\begin{gather*}
F_{t}(x, y, z, t)=x F_{x}(x, y, z, t)+F_{x x}(x, y, z, t)+y F_{y}(x, y, z, t)  \tag{6-4}\\
+F_{y y}(x, y, z, t)+z F_{z}(x, y, z, t)+F_{z z}(x, y, z, t)
\end{gather*}
$$

Defining notation similar to that used previously, let

$$
\begin{equation*}
F\left(x_{i}, y_{j}, z_{K}, t_{n}\right)=F\left(x_{0}+i \Delta x, y_{0}+j \Delta y, z_{0}+K \Delta z, n \Delta t\right)=F_{i j K}^{n} \tag{6-5}
\end{equation*}
$$

Using (6-5), the explicit finite difference equation which approximates (6-4) is

$$
\begin{equation*}
F_{i j K}^{n+1}=F_{i+1, j K}^{n}\left(x_{i} \frac{\Delta t}{2 \Delta x}+\frac{\Delta t}{\Delta x^{2}}\right)+F_{i-1, j K}^{n}\left(-x_{i} \frac{\Delta t}{2 \Delta x}+\frac{\Delta t}{\Delta x^{2}}\right) \tag{6-6}
\end{equation*}
$$

$$
\begin{aligned}
& +F_{i, j+1, K}^{n}\left(y_{j} \frac{\Delta t}{2 \Delta y}+\frac{\Delta t}{\Delta y^{2}}\right)+F_{i, j-1, K}^{n}\left(-y_{j} \frac{\Delta t}{2 \Delta y}+\frac{\Delta t}{\Delta y^{2}}\right) \\
& +F_{i j, K+1}^{n}\left(z_{K} \frac{\Delta t}{2 \Delta z}+\frac{\Delta t}{2 \Delta z^{2}}\right)+F_{i j, K-1}^{n}\left(-z_{K} \frac{\Delta t}{2 \Delta z}+\frac{\Delta t}{\Delta z^{2}}\right) \\
& \\
& +F_{i j K}^{n}\left(1-2 \frac{\Delta t}{\Delta x^{2}}-2 \frac{\Delta t}{\Delta y^{2}}-2 \frac{\Delta t}{\Delta z^{2}}\right)
\end{aligned}
$$

An easy extension of the maximum principle to three dimensions yields an adequate criterion for the selection of step sizes in order to solve (6-6). For this particular problem the maximum principle becomes

$$
\begin{align*}
& \Delta x \leq \frac{|x|_{\text {max }}}{2},  \tag{6-7}\\
& \Delta y \leq \frac{|y|_{\text {max }}}{2}, \\
& \Delta z \leq \frac{|z|_{\text {max }}}{2}, \\
& \Delta t \leq \frac{1}{\frac{2}{\Delta x^{2}}+\frac{1}{\Delta y^{2}}+\frac{2}{\Delta z^{2}}}
\end{align*}
$$

and

All of the spatial step sizes will be chosen to be the same value. Therefore, the last equation of (6-7) becomes

$$
\begin{equation*}
\Delta t \leq \frac{\Delta x^{2}}{6} \tag{6-8}
\end{equation*}
$$

Let the initial condition for (6-4) be

$$
\begin{gather*}
F(x, y, z, 0)=F(x, 0) F(y, 0) F(z, 0)=\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{x}{\sigma_{x_{0}}}\right)\right) \times  \tag{6-9}\\
\left(\frac{z}{2}+\operatorname{Erf}\left(\frac{y}{\sigma_{y_{0}}}\right)\right)\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{z}{\sigma_{z_{0}}}\right)\right) .
\end{gather*}
$$

In order to select step sizes for (6-6), finite boundaries must be established for the problem. This is done easily since the theoretical solution to (6-4) with initial condition (6-9) is obtained readily [38]. This solution is

$$
\begin{gather*}
F(x, y, z, t)=F(x, t) F(y, t) F(z, t)=\left(\frac{1}{2}+\operatorname{Erf} \frac{x}{\sigma_{x}(t)}\right) \times  \tag{6-10}\\
\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{y}{\sigma_{y}(t)}\right)\right)\left(\frac{1}{2}+\operatorname{Erf}\left(\frac{z}{\sigma_{z}(t)}\right)\right),
\end{gather*}
$$

where

$$
\begin{align*}
& \sigma_{x}^{2}(t)=1+\left(\sigma_{x_{0}}^{2}-1\right) e^{-2 t}  \tag{6-11}\\
& \sigma_{y}^{2}(t)=1+\left(\sigma_{y_{0}}^{2}-1\right) e^{-2 t}
\end{align*}
$$

and

$$
\sigma_{z}^{2}(t)=1+\left(\sigma_{z_{0}}^{2}-1\right) e^{-2 t}
$$

For the problem being considered let

$$
\begin{equation*}
\sigma_{x_{0}}=\sigma_{y_{0}}=\sigma_{z_{0}}=0.5 \tag{6-12}
\end{equation*}
$$

Since the solution of $(6-4)$ is the product of three distribution functions which correspond to zero mean Gaussian densities with variances
that never exceed unity, boundaries for the problem are easily selected such that all of the probability mass lies within them. Let the boundaries be set such that the solution of (6-4) is sought on

$$
\begin{align*}
& -5 \leq x \leq 5  \tag{6-13}\\
& -5 \leq y \leq 5
\end{align*}
$$

$$
\text { and } \quad-5 \leq z \leq 5
$$

In accordance with the maximum principle, (6-7), the step sizes selected for the numerical solution are

$$
\begin{gather*}
\Delta x=\Delta y=\Delta z=0.1  \tag{6-14}\\
\Delta t=0.0005
\end{gather*}
$$

As was the case in previous examples, the modified algorithm is to be operated with $P$ equal to five and using second order polynomial interpolation.

A comparison of the computer time and storage required by the explicit finite difference scheme and the modified algorithm illustrates quite dramatically the substantial reduction in these quantities. The net effect of the reductions in time and storage is to make feasible, numerical solutions which would otherwise be virtually impossible to obtain.

With the selected step sizes, which are fairly large, the explicit finite difference scheme requires

$$
(100+1)^{3}=1,030,301
$$

spaces of computer storage for $\mathrm{F}(\mathrm{x}, \mathrm{y}, \mathrm{z}, \mathrm{t})$. The corresponding amount of storage required by the modified algorithm, with $\mathrm{P}=5$, is only

$$
\left(\frac{100}{5}+1\right)^{3}=9261
$$

spaces. This large reduction allows a problem which would have required storage far beyond core storage capability of any computer to fit easily on any large scale general purpose computer. The machine on which this program was executed (Univac 1108) has 192 K core storage, of which a single program is allowed a maximum of 65 K . A portion of this allotted storage must be used to store the computer program in machine language.

Due to the symmetry of this particular problem, it is only necessary to solve (6-4) on
and

- $5 \leq x \leq 0$,
- $5 \leq y \leq 0$,
- $5 \leq z \leq 0$.

The solution of (6-4) with initial condition (6-9) was obtained on the range of ( $x, y, z$ ) given in ( $6-15$ ). The solution was obtained over two seconds of real time (which is essentially to steady state) in 12 minutes of computer time. A comparable solution using a standard explicit finite difference scheme is estimated to require in excess of 60 minutes of computer time. Because of the large amount of computer time involved, this figure was not checked empirically.

The results of this simulation, which are summarized in Table 6, are very good. The tabulated results are for

Table 6. Errors Obtained in the Solution of a ThreeDimensional Fokker-Planck Equation

| Solution at <br> $\mathbf{t}=$ | Maximum <br> Error <br> $\times 10^{-3}$ | Mean Square <br> Error <br> $\times 10^{-6}$ |
| :---: | :---: | :---: |
| 0.5 | 5.56 | 6.17 |
| 1.0 | 3.16 | 2.17 |
| 2.0 | 2.36 | 1.36 |

$$
\begin{equation*}
F(x, 0,0, t)=0.25 F(x, t),-5 \leq x \leq 0 . \tag{6-16}
\end{equation*}
$$

If the modified algorithm is used to solve even higher-dimensional problems, the percentage of savings in computer time and storage over the explicit finite difference scheme becomes even larger.

## CHAPTER VII

## CONCLUSIONS AND RECOMMENDATIONS

In this research a modified algorithm was developed which efficiently solves parabolic partial differential equations. The modified algorithm is a consistent, convergent, and stable method which greatly reduces the amounts of computer time and storage required to obtain solutions while maintaining the same order of accuracy as the original explicit scheme. The method was tested and its parameters selected by using it to solve the Fokker-Planck equations for several linear systems. The modifiedalgorithm was then used to solve the Fokker-Planck equations for a gated and continuous, first and second order, phase locked loop.

The parameters of the modified algorithm were chosen by solving the Fokker-Planck equations for several linear systems as function of the desired parameters. The most accurate results were obtained from the simulations that used second order polynomial interpolation (see Tables 7, 8, and 9). It was also determined empirically that $P=5$ (which means that one-fifth of the data in each dimension is stored) should be used.

The selection of $P$ was made by observing the trade-offs between accuracy and the amounts of computer time and storage required for different values of $P$. The larger the value of $P$, the larger the savings in computer time and storage. The accuracy of the modified algorithm was observed to remain comparable to that of the original explicit method for values of $P$ less than or equal to five. For larger values of $P$ the accuracy of the method deteriorated quickly (see Tables 7, 8, 9, 10, and 11). It should be noted, however, that not every value of $P$ in the neighborhood of five was investigated and it is possible that a P slightly larger than

「ive (say six or seven) might be a better selection.
The amount of savings in computer time and storage that was reallzed with the modified algorithm agreed closely with what had been predicted from operation coumts. With the parameters selected for the modified algorithm, the solutions obtained for the one-dimensional Fokker-Planck equation for the first order linear system were as accurate as the solutions obtained using the original explicit scheme. The amount of savings realized in computer storage and time for the one-dimensional problem were $80 \%$ and about $70 \%$ respectively (see Tables 7,8 , and 9 ). The percent savings in computer storage and time becomes much larger for higher-dimensional problems. For two-dimensional equations the savings in computer storage and time are $96 \%$ and about $80 \%$ respectively (the savings in computer time was obtained empirically--Table 10).

Even though the Fokker-Planck equation for the coupled second order linear system is not of the exact form for which the maximum principle holds, it was initially used to obtain step sizes for the modified algorithm. Surprisingly, it was observed that the time step size could be much larger than the value suggested by the maximum principle. The algorithm remained stable so long as the time step size was not larger than half the value of the spacial step sizes. It was also observed that accuracy of the algorithm did not strongly depend on the time step size, so long as the method remained stable. The accuracy was primarily a function of the spacial step sizes (see Tables $13,14,15$, and 16 ). This is a very helpful result since increasing the size of the time step decreases the amount of computer time required in order to obtain a solution.

The simulation of the three-dimensional Fokker-Planck equation for the third order linear system illustrated clearly that the modified
algorithm ean solve problems that would otherwlse be impractical to solve with the explicit scheme. The solution to this problem was easily obtained with the modified algorithm (see Table 6). A solution to the equation obtained using the original explicit scheme would require a large amount of computer time and an amount of computer storage many times larger than the core capabilities of any large scale general purpose computer.

The modified algorithm was used to obtain complete solutions to the Fokker-Planck equations for a first and second order phase-locked loop. The solutions were started from initial conditions which were uniformly distributed and were run to steady state. Results were obtained for several signal to noise ratios. The numerical and theoretical steady state results for the first order loop agree very closely (see Table 17 and Figures 25,26 , and 27). The steady state solutions for the second order loop agree closely with experimental solutions to a very similar problem presented by Lindsey and Charles [26].

The modified algorithm was also used to solve the Fokker-Planck equations for a first and second order gated phase-locked loop. The objective of these simulations was to find the steady state variances of the phase errors of the systems. Solutions for the first order gated system were obtained for duty factors of 0.1 and 0.05 and for several signal to noise ratios. It was observed that the steady state variances of the phase error for the first order continuous loop and the first order gated loop were the same if both systems received the same amount of signal energy per TDMA time frame (see Figures 41 and 42 ). Therefore, the steady state variance for the first order gated system can be obtained from a much shorter calculation for the continuous loop or from a simple numerical integration of the theoretical steady state density function for the
continuous loop. This could be a useful result for the gated systems with practical duty factors since numerical solutions for such problems would require large amounts of computer time.

The solutions to the Fokker-Planck equations for the second order gated phase-locked loop presented formidable tasks. The relationship which exists between the gated and continuous first order loops was found not hold for the second order systems. Starting from initial conditions which were uniformly distributed, two complete solutions were obtained for the gated second order loop with a duty factor of 0.5 , and two partial solutions were obtained for the system with a duty factor of 0.25 . These solutions required large amounts of computer time (see Tables 21 and 22) and made it obvious that a complete solution for a second order gated system with a realistic duty factor would be completely impractical to obtain. Such a solution would require an astronomical amount of computer time.

However, the solutions for the second order gated loop also indicate that good estimates of the steady state variances of the phase errors can be made without obtaining complete solutions to the problem. Figures 43 and 44 show that the variances of the phase errors exhibit a decaying oscillatory pattern which make it possible to predict the steady state variances at early stages of the solutions.

There are many interesting topics related to those which were studied in this thesis which deserve further consideration. It is believed that the polynomial technique which was used to modify the explicit finite difference scheme can also be applied beneficially to other basic methods. It is clear that this is the case for implicit finite difference schemes.

The Fokker-Planck equation is a general method of analyzing systems with random disturbances. This equation has many interesting and important applications, and solutions to it are sought in many areas. It is hoped that the work in this thesis might be helpful in some other fields. There is much additional important information which can be obtained for phase-locked loops. One such quantity is the solution to the FokkerPlanck for systems when it is assumed that the frequency of the transmitted signal is not known exactly $\left(\omega_{o} \neq \omega\right.$ in (5-2) and (5-14)). Another interesting problem is to consider the statistics of the phase errors of loops for different types of received signals (an f.m. signal for instance). An important and very difficult problem is the solution of Fokker-Planck equations for higher order phase-locked loops (third order in particular).

Many of the important calculations for phase-locked loops require large amounts of computer time. Therefore, it would be useful to perform some parametric studies in order to try and establish some rules for approximating desired information. One area where this could be very helpful is in the study of the frequency of skipping of cycles for a system. Another helpful area would be determining how long it takes the variance of the phase error of a system, for a given initial density function, to fall, and remain, below a certain level.

APPENDICES

## APPENDIX A

This appendix contains the details of the numerical solutions of the Fokker-Planck equations for the linear systems. The data contained herein is from the solutions of equations (4-14), (4-25), and (4-30).

Table 7. Resuits for One-Dimensional Linear System- $\Delta \mathrm{x}=0.1, \Delta t=0.005$, $\sigma_{0}^{2}=1.0, t=0.025$

| Degree of Approx. <br> Polynomial | Storage | Computer <br> Time <br> (ms) | Estimated Savings <br> in Computer Time <br> (Low Estimate) <br> $(\%)$ | Savings in <br> Computer <br> Time <br> $(\%)$ | Maximum <br> Error | Mean Square <br> Error |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Classical Method | N | 450 | $\ldots 0^{-3}$ | $\times 10^{-10}$ |  |  |
| 3 | $\mathrm{~N} / 5$ | 155 | 57 | $\ldots$ | 0.57 | 167 |
| 2 | $\mathrm{~N} / 5$ | 158 | 68 | 66 | 1.69 | 5350 |
| 3 | $\mathrm{~N} / 4$ | 175 | 46 | 65 | 0.32 | 405 |
| 2 | $\mathrm{~N} / 4$ | 159 | 59 | 65 | 1.0 | 1704 |
| 3 | $\mathrm{~N} / 3$ | 219 | 28 | 51 | 0.21 | 160 |
| 2 | $\mathrm{~N} / 3$ | 165 | 46 | 0.11 | 345 |  |

Table 8. Results for the One-Dimensional Linear System- $\Delta x=0.01, \Delta t=0.005$, $\sigma_{0}^{2}=0.25, t=0.5$

| Degree of Approx. Polynomial | Storage | Computer <br> Time <br> (ms) | Estimated Savings in Computer Time (Low Estimate) (\%) | Savings in Computer Time <br> (\%) | Maximum Error $\times 10^{-2}$ | Mean Square Error $\times 10^{-4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Classical Method | N | 419 | ---- | ---- | 1.08 | 0.3079 |
| 3 | N/5 | 151 | 57 | 64 | 3.59 | 4.25 |
| 2 | N/5 | 186 | 68 | 56 | 0.28 | 0.0170 |
| 3 | N/4 | 188 | 46 | 55 | 2.52 | 1.99 |
| 2 | N/4 | 175 | 59 | 58 | 0.51 | 0.0750 |
| 3 | N/3 | 204 | 28 | 51 | 1.67 | 0.7982 |
| 2 | N/3 | 218 | 46 | 48 | 0.84 | 0.1698 |

Table 9. Results for the One-Dimensional Linear System-- $\Delta x=0.01, \Delta t \approx 0.005$, $\sigma_{0}^{2}=4.0, t=0.5$

| Degree of Approx. Polynomial | Storage | Computer Time <br> (ms) | Estimated Savings in Computer Time (Low Estimate) (\%) | Savings in Computer <br> (\%) | Maximum Error $\times 10^{-2}$ | Mean Square Error $\times 10^{-4}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Classical Method | N | 996 | ---- | ---- | 1.53 | 0.472298 |
| 3 | N/5 | 342 | 57 | 66 | 1.83 | 0.94503 |
| 2 | N/5 | 279 | 68 | 72 | 1.37 | 0.52648 |
| 3 | N/4 | 391 | 46 | 61 | 1.66 | 0.754153 |
| 2 | N/4 | 331 | 59 | 67 | 1.41 | 0.497814 |
| 3 | N/3 | 640 | 28 | 36 | 1.57 | 0.685472 |
| 2 | N/3 | 426 | 46 | 57 | 1.49 | 0.522899 |

Table 10. Results for the Simple Second Order Linear System--

$$
\begin{aligned}
& \Delta x_{1}=\Delta x_{2}=0.05, \Delta t=0.0005, \sigma_{1}^{2}=\sigma_{2}^{2}=1.0 \\
& t=0.0025
\end{aligned}
$$

| Storage | Solution <br> Obtained on <br> $\leq\left(x_{1}\right.$ and $\left.x_{2}\right) \leq$ | Computer Time Required (ms) | $\begin{aligned} & \text { Maximum } \\ & \text { Error } \\ & \times 10^{-5} \end{aligned}$ | Mean Square $\begin{aligned} & \text { Error } \\ & \times 10^{-10} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\stackrel{N}{\text { (explicit method) }}$ | [-5,0] | 6972 | 6.0 | 2.02 |
| N/9 | [-5.1,0] | 2445 | 1.0 | 0.0 |
| N/16 | $[-6,0]$ | 2159 | 0.0 | 0.0 |
| N/25 | [-5, 0] | 1467 | 1.0 | 0.12 |
| N/100 | [-5, 0] | 793 | 1.0 | 0.21 |
| N/225 | [-5.25,0] | 552 | 4.0 | 1.45 |
| N/400 | [-5,0] | 490 | 5.0 | 4.4 |
| N/625 | [-5,0] | 298 | 6.0 | 5.63 |

Table 11. Results for the Simple Second Order Lipear System-

$$
\Delta x_{1}=\Delta x_{2}=0.05, \Delta t=0.0005, \sigma_{1}^{2}=\sigma_{2}^{2}=0.25,
$$

| Amount of | Solution | Computer Time Maximum Mean Square |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Storage | Obtained on | Required | Error | Error |
|  | $\leq\left(x_{1}\right.$ and $\left.x_{2}\right) \leq$ | $(\mathrm{ms})$ | $\times 10^{-3}$ | $\times 10^{-5}$ |

N
(explicit method)

| $\mathrm{N} / 25$ | $[-5,0]$ | 24780 | 0.76 | 0.006 |
| :--- | ---: | ---: | ---: | :--- |
| $\mathrm{~N} / 100$ | $[-5,0]$ | 7245 | 3.60 | 0.074 |
| $\mathrm{~N} / 400$ | $[-7,0]$ | 3716 | 15.69 | 2.23 |

Table 12. Results Obtained for the Coupled Second Order System- $\Delta x=\Delta z=0.04,-5 \leq x \leq 5$, $-5 \leq \mathrm{z} \leq 5, \sigma \mathrm{x}_{0}^{2}=\sigma \frac{2}{z_{0}}=0.25, \mathrm{t}=0.8$
\(\left.$$
\begin{array}{lccc}\hline \text { Time Step } & \begin{array}{l}\text { Computer Time } \\
\text { Required } \\
(\mathrm{ms})\end{array} & \begin{array}{l}\text { Maximum } \\
\Delta t=\end{array} & \begin{array}{l}\text { Error } \\
\times 10^{-4}\end{array}\end{array}
$$ \begin{array}{l}Mean Square <br>
Error <br>

\times 10^{-10}\end{array}\right]\)| 0.0004 | 59307 | 0.6 |
| :--- | :--- | :--- |
| 0.0008 | 49597 | 0.6 |


| Time Steps $\Delta t=$ | Solution at $\mathrm{t}=$ | Computer Time Required (ms) | $\begin{aligned} & \text { Maximum } \\ & \text { Error } \\ & \times 10^{-3} \end{aligned}$ | $\begin{aligned} & \text { Mean Square } \\ & \text { Error } \\ & \times 10^{-10} \end{aligned}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0008 | 0.2 | 152293 | 1.29 |  |  | 866 |
| 0.01 | 0.2 | 12301 | 0.67 |  |  | 218 |
| 0.01 | 1.0 | 61526 | 2.32 |  |  | 6631 |
| 0.02 | 1.0 | 28130 | 2.4 |  |  | 6127 |
| 0.04 | 1.0 | --- | U N S | T A | A B | B L |

Table 14. Accuracy Study as a Function of $\Delta t$ for the Coupled Second Order Systegm- $\Delta x_{2}=\Delta z=0.1$, $-6 \leq x \leq 6,-6 \leq z \leq 6, \sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25$

| Time Step | Solution at | Computer Time <br> Required <br> $(\mathrm{ms})$ | Maximum <br> Error <br> $\times 10^{-3}$ | Mean Square <br> Error <br> $\times 10^{-5}$ |
| :--- | :---: | :---: | :---: | :---: |
| 0.002 | 1.0 | 66170 | 7.52 | 0.85 |
| 0.02 | 1.0 | 1.0 | 7270 | 7.68 |
| 0.05 | 2.5 | 18165 | 8.07 | 0.84 |
| 0.02 | 2.5 | 7555 | 11.67 | 0.82 |
| 0.05 | 4.0 | 29081 | 10.40 | 1.74 |
| 0.02 | 4.0 | 12101 | 12.63 | 1.64 |
| 0.05 |  |  | 17.25 | 365.00 |

Table 15. Accuracy Study as a Function of $\Delta x, \Delta z$, and $\Delta t$ for the Coupled Second Order System- $-\sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25$

| Space Steps $\Delta x=\Delta z=$ | Time Step $\Delta t=$ | Solution at $t=$ | $\begin{gathered} \text { Solved on } \\ {\left[x_{\ell}, x_{u}\right] \times\left[z_{\ell}, z_{u}\right]^{*}} \end{gathered}$ | Computer Time Required (ms) | Maximum <br> Error $\times 10^{-3}$ | Mean Square Error $\times 10^{-10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.04 | 0.01 | 0.2 | $[-5,5] \times[-5,5]$ | 12301 | 0.67 | 218 |
| 0.1 | 0.002 | 0.2 | $[-6,6] \times[-6,6]$ | 13224 | 6.30 | 411 |
| 0.04 | 0.01 | 0.6 | $[-5,5] \times[-5,5]$ | 36916 | 1.41 | 2099 |
| 0.1 | 0.002 | 0.6 | $[-6,6] \times[-6,6]$ | 39702 | 8.29 | 63800 |
| 0.04 | 0.01 | 1.0 | $[-5,5] \times[-5,5]$ | 61526 | 2.32 | 6632 |
| 0.1 | 0.002 | 1.0 | $[-6,6] \times[-6,6]$ | 66170 | 7.52 | 85300 |

Table 16. Accuracy Study as a Function of $\Delta x$ and $\Delta z$ for the Coupled Second Order System- $\Delta t=0.02, \sigma_{x_{0}}^{2}=\sigma_{z_{0}}^{2}=0.25$

| Space Steps $\Delta x=\Delta z=$ | Solution at $t=$ | $\begin{gathered} \text { Solved on } \\ {\left[x_{\ell}, x_{u}\right] \times\left[z_{\ell}, z_{u}\right]^{*}} \end{gathered}$ | Computer Time Required (ms) | Maximum Error $\times 10^{-3}$ | Mean Square Error $\times 10^{-5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.04 | 1.0 | $[-5,5] \times[-5,5]$ | 28130 | 2.40 | 0.06 |
| 0.1 | 1.0 | $[-6,6] \times[-6,6]$ | 7270 | 7.68 | 0.84 |
| 0.04 | 2.5 | $[-5,5] \times[-5,5]$ | 70325 | 1. 19 | 0.02 |
| 0.1 | 2.5 | $[-6,6] \times[-6,6]$ | 18165 | 11.67 | 0.17 |
| 0.04 | 4.0 | $[-5,5] \times[-5,5]$ | 112520 | 2.46 | 0.09 |
| 0.1 | 4.0 | $[-6,6] \times[-6,6]$ | 29081 | 12.63 | 2.58 |

## APPENDIX B

This appendix contains the details of the numerical solutions of the Fokker-Planck equations for the phase-locked loops. The data contained herein is from the solutions of equations (5-11), (5-41), (5-43), and (5-44).

Table 17. Results of the Fokker-Planck Equation for the Continuous First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta T=0.003$

| $\begin{gathered} \text { SNR } \\ \alpha= \end{gathered}$ | Solution to $\tau=$ | Obtained sec. | Computer Time Required (ms) | Steady State Reached at App. $\tau=$ sec. | ```Maximum Steady State Error \times10``` | ```Mean Square Steady State Error \times10-5``` |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 15 |  | -- | 0.9 | 1.25 | 0.065 |
| 1 | 30 |  | 10034 | 2.0 | 3.2 | 0.392 |
| 2 | 15 |  | 5223 | 4.0 | 8.83 | 2.234 |

Table 18. Results of the Fokker-Planck Equation for the Gated First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta T=0.001$, Time Frame $=0.5$, Duty Factor $=0.1$

| SNR <br> $\alpha=$ | Number of Cycles <br> Obtained | Computer Time <br> Required (sec.) | Number of Cycles Required to Reach <br> Steady State (Approximate) |
| :--- | :--- | :--- | :--- |
| 2 | 35 | 9.8 | 30 |
| 10 | 100 | 27.8 | 60 |
| 20 | 150 | 45.5 | 100 |
| 40 | 150 | 48.6 | 150 |

Table 19. Results of the Fokker-Planck Equation for the Gated First Order Phase-Locked Loop $-\Delta \phi=\pi / 40, \Delta \uparrow=0.001$, Time Frame $=0.5$, Duty Factor $=0.05$

| SNR <br> $\alpha=$ | Number of Cycles <br> Obtained | Computer Time <br> Required (sec.) | Number of Cycles Required to Reach <br> Steady State <br> (Approximate) |
| :--- | :---: | :---: | :---: |
| 10 | 150 | 46.7 | 130 |
| 20 | 250 | 66.5 | 230 |
| 40 | 300 | 86.7 | 300 |

Table 20. Results of the Fokker-Planck Equation for the Continuous Second Order Phase-Locked Loop-- $\Delta \emptyset=\pi / 50$.

| $\begin{aligned} & \text { SNR } \\ & \boldsymbol{\alpha}= \end{aligned}$ | $\Delta T$ | Solution Obtained to $\pi=\mathrm{sec}$. | Computer Time <br> Required (min.) | Approx. Time To Reach Steady State $T=\sec$. | Steady State Value of Variance |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} 0.41 \\ (-3.87 \mathrm{db}) \end{gathered}$ | 0.005 | 8.0 | 3.24 | 2.5 | --- |
| $\begin{gathered} 1.1 \\ (0.41 \mathrm{db}) \end{gathered}$ | 0.001 | 12.0 | 22.18 | 3.8 | 2.09 |
| $\begin{gathered} 1.382 \\ (1.41 \mathrm{db}) \end{gathered}$ | 0.001 | 15.0 | 27.82 | 4.2 | 1.73 |
| $\begin{gathered} 2.76 \\ (4.41 \mathrm{db}) \end{gathered}$ | 0.001 | 8.0 | 16.46 | 8.0 | --- |

## Table 21. Results of the Fokker-Planck Equation for the Gated Second Order Phase-Locked Loop-- $\Delta \emptyset=\pi / 50, \Delta \tau=0.001$, Time Frame $=0.5$, Duty Factor $=0.5$

| SNR <br> $\alpha=$ | Number of Cycles <br> Obtained | Computer Time <br> Required (min.) | Number of Cycles Required to Reach <br> Steady State (Approximate) |
| :--- | :---: | :---: | :---: |
| 2.2 | 30 | 25.47 | 27 |
| 4.0 | 35 | 30.33 |  |

Table 22. Results of the Fokker-Planck Equation for the Gated Second Order Phase-Locked Loop $-\Delta \phi=\pi / 50$, $\Delta \tau=0.001$, Time Frame $=0.5$, Duty Factor $=0.25$

| SNR <br> $\alpha=$ | Number of Cycles <br> Obtained | Computer Time <br> Required (min.) |
| :---: | :---: | :---: |
| 6.0 | 45 | 35.56 |
| 9.0 | 20 | 16.77 |

## APPENDIX C

This appendix contains a representative selection of the computer programs used to obtain the numerical results for the phase-locked loops. While not showing every program that was used, the four which are given do generate all the information presented in Chapter V. Each of these programs uses the modified algorithm to obtain its results.

The first program generates the density function, distribution function, and the variance of the phase error for the continuous (not gated) first order phase-locked loop.

The second program generates the variance of the phase error for the gated first order phase-locked loop.

The third program generates the density function, distribution function, and variance of the phase error for the continuous (not gated) second order phase-locked loop.

The fourth program generates the variance of the phase error for the gated second order phase-1ocked loop.

```
    C********************************************************************
C
C FIRST ORDER PHASE-LOCKED LOUP
C
c
C*****************************************************************
        UIMENSION ANSW(15,15),ANS(10),NANS(10),POLY(5),D(15,15)
        X,VAR(15)
            REAL. NANS
        FORM:T(1H0,1X, SHANG, 7X, 3H,15,7X,3H0,3,7X,3H,45,7X,3HO.6.
        X 7X,3H,75,7X,3H0.9,7X,4H1,05,6X,4H1,20,6X,4H1,35,6X,4H1,50)
        FORM:T(IH.1X.IL.5X,11(F10.5))
        FORMOT(I
        FORM&T(1H,7X,11(F10,5))
        FORYT(1H -50H******************************************************)
        FORM:T(1HO,1H)
        FORMAT.(1H :29HFIRST ORDEK PHASE-LOCKED LOOP)
        FORMIT(1H ,5HSNR=2)
        FORM&T(1H, 37HSECOND OROER POLYNUMIAL APPROXIMATION)
        FORMET(IH,17HONE FIFTH STORAGE)
        FORMAT( }1\textrm{H}+06\textrm{H}-\textrm{PI}/8
        FORMGT(1HO,21HDISTRIBUTION FUNCTION)
        FORMFT(1HO-16HDENSITY FUNCIION)
        FORMLT(1HO,18HVARIANCE E(x**2)=)
        OELX=0.07853982
```

JELT=0.003
PS=5.0
-
-
Ails $(1)=0.3926991 * 0.1591549 *(I-1)$ ANS(c) $=0.5$
च


```
    IF(POLY(1)-ANS(I))60,61,61
    60 POLY(1)=ANS(I)
    61 CONTINUE
        POLY(2)=FO+1.2*DFO+0.12*U2FO
        X=-3.1415927+I*PSTP
    13 NANS(I+1)=POLY(2)*(A*SIN(X)+B)+ANS(I+1)*C+POLY(1)*(B-A*SIN(X))
        DO 51 I=1.KK
        ANS(I)=NANS(I)
        CONTINUE
        VA=0.0
        00 100 IT=1,K,2
    100 VA=VA+ANS(IT)*(3,1415927-(IT-1)*HSTP)+4.0*ANS(IT+1)*(
        X3.1415927-IT*PSTP)+ANS(IT+2)*(3.1415927-(IT+1)*PSTP)
        VAR(KKK)=VA*PSTP*4.0/3.0
        DO 72 I=1,KK
    ANSW(KKK,I)=ANS(I)
    POLY(2)=0.12*ANS(2)
    O(KKK,1)=POLY(2)
    0075 I=1•K
    FO=ANS(I)
    UFO=ANS(I+1)-ANS(I)
    U2FO=ANS (I+2)-ANS(I +1)-DFO
    POLY(1)=F()+0.8*JFO-0.08*U2FO
    IF(POLY(1)-ANS(I)) 80,81,B1
80 POLY(1)=ANS(I)
81 CONTINUE
    POLY(2)=FO+1.2*OFOO+O.,12*U2FO
    U(KKK,I+1)=(POLY(2)-POLY(1))*E
    FO=ANS(KK-1)
    OFO=ANS(KK)-ANS(KK-1)
    POLY(1)=FO+0.8*DFO
    POLY(2)=F0+1.2*JFO
    O(KKK,KK)=(POLYY(2)-POLY(1))*E
    CONTINUE
```



CHS: OPE: PHASE-LOCKEU LOUP

 Fornint $1+4+\cdots+3+V A$ UE Lースニ？•07453942

PS＝S． 1
$1=!400$

A1，S（9）$=0$ ．
FOR＊A＋$(1+4 * *+3+V A R 1 A+G F-E(X * * 2)=)$

1
0
0
0
0


```
        LFU=A:S(I+1)-ivi;(I)
```



```
    POLY(1)=F(!+1).f*UFO-v.0a*D2to
```



```
    UU POLY(1)=A.S(1)
```




```
            X=-3v+415*27+ะ*+5TP
    < NAMS(Y+1)=POLY(X)*(A*SIN(X)+H)+ANS(I+1)*C+POLY(1)*(R-A*SIM(X))
    - DN !x-t=1.okk
    ち1 AlS(I)=\NA.S(I)
-NE-COWFIMUE
    VA=0.n
```



```
    luT VA=VA+AIVS(IT)*(3.14159p7-(IT-1)*NSTP)+4.0*ANS(IT+1)*(
```



```
    VAf(N,U)=,A*PGTi*4.0/3.0
...-G土-COHFI+.UE
    DO 34 J=3.cl
```



```
    DO s6 I=1.K
    Fe=戗(I)
    DFO=A S(I+1)-LNS(I)
```



```
                            POLY(1)=F(,+0.f*OFO-C.1:N*D2FO
```



```
    00 POLY(1)=ANS(I)
    OT....-CONTINGE
    POLY(>)=F(+1.2*OFO+U.1)*D2FO
- -- *=-3+1415427++**STp
    Só NANS(r+1)=POLY(?)*B+AR:T(1+1)*C+POLY(1)*B
    52 ANS(I)=NAES(I)
    35 -- -comvTINUE
    VA=0.r:
```



 CIMENSION ANS(21,2I),NANS(21.21). ATX(21,21), AI2(21.21), POLX(2),

FRMA (111 12,5Xe11(F10 5))
FURMAT(14, 12.5X,11(F10.5)
FORMATT)
FURMAT (1:4, 5HTIMEZ)
FOREMT (ITt;5X,F6.4)


FCRMAT $\{1: \neq 17$ HVARIANCE $F(\lambda * * 2)=1$
FORMNT(140.8X.7(2K.F8.5y)
FURMAT(1'」, $75 \mathrm{H} * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *$


FURTATTIN TBATITEGRATET
$24 \cdots$ - FORTATT(IU-TBATITEGRATEN UAIN二AK)


エいごシ
 6



$P \cup Z x(1)=n 2 x+0.8 * 0 \cup<x-0 . n A * 02 \cap Z x$.
P－ $2 x(2)=52 x+1.2 * 0 \cup<x+0.12 * 2 n 2 x$

X－rDZVIT＊
40 CUNTTNUE
Јこう」
$Z=-3.1415927+(1-1) * \operatorname{PS} Z$
（） 65 Iた
$\mathrm{X}=-3.1415927+(\mathrm{I}-1) * \mathrm{PS} \mathrm{X}$
－．．．FUX＝Tサडा－1．J
CFOX＝ANS $(1,3)-10!S(1-1, j)$ D $2 F$ 万Y＝
CAZ＝AIZ（T－1．J）
－OUXZAIZ
$0<D \times ?=A I ?(I+1, J)-A I Z(I, J)-D O X Z$

PuLX（2）$=F O X+1,2 * D F U X+0.12 * D 2 F O X$

PuxZ（2）＝nxZ＋1．2＊［L

$X+s)+A N S(T, v) * D-P D K Z(2) * A+H O X Z(1) * A$
MaNSTIT गJ $=1.0$
D0 48 J＝2．0J
－- DO 4 I
$48 \quad \operatorname{ANS}(T, J)=$ TVANS $(T, J)$
DC 6T J＝1．jJ
$A \perp \times(1, \mathrm{~J})=\mathrm{U} .0$

61 $\quad A 1 X(3, J)=(A N S(3, J)+4.0 * A N D(2, J)) * P S X * 0.3333333$
00 $49 \mathrm{I}=4, \mathrm{IT}$
DU $40 \mathrm{j}=1, \mathrm{j}$



cuint Tiv




$\stackrel{L}{2}$


-





|  |  |
| :---: | :---: |
|  |  |
|  | TiNTEftidTFR GAIIv＝Ax |
|  | SECOH ORUFR POLYNOMIAL ¿PPKOXIMATION |
|  | ！ELX＝UE゙Lフニ，I／5U UELT＝0．001 |
|  | divk FIFTH SFORAGF |

C＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
 $\times \operatorname{POL} 2(>) \cdot \operatorname{Pr} X<(\rho), P O Z X(2) \cdot \operatorname{VAK}(5,7,35)$ REAL TAANS
FORMAT（1H $111 X \cdot 5 H X=-P I .4 X \cdot 7 H X=-.8 P I \cdot 3 X, 7 H X=-.6 P I \cdot 3 X \cdot 7 H X=-.4 P I \cdot 3 Y$ ．
 $x 6+: x=, i+I, 4 x+4 i(x=P I)$

Foritat（）
FORMAT（IH
ORRMAT（1H＋ 5 S．Fo． 4 ）
FORMAT（ $1 \mathrm{H}, 4 \mathrm{X} \cdot 1+\mathrm{HX} \cdot 6 \mathrm{X}, 24 \mathrm{H}=-6(8 \mathrm{X}, 2 \mathrm{HT}=)$ ）
FOR：VAT $(1 H+.3 X, 7(5 X, F 5.2))$
FORMAT（1H $+12.6 x+7(F 10.5)$ ）
FORIMAT（ $1 \mathrm{H}+3 \mathrm{BX}, 5 \mathrm{PI} / 10$ ）
FORMAT（ $1 \mathrm{HA}, 17$ V VARIAINEE E $(x * * 2)=$ ）

FORFAAF（1H $\cdot 2 X, 4$ HTIME：S（7X，5HCYCLE））
$\rightarrow$ vnののonかのがき

```
10
1 7
<0
2
<<
<う
<4
<5
20
<7
cb
<4
SO
31
32
34
33
34
35
36
37
3B
39
42
```



```
FCR&AAI(1H+4X.5(10X,I?))
FOR&AT(1H 1 75H****************************************************
```



```
    FCRVMA!(1Hic1H)
    FOFMAT(1H SHHG&TED SFCOND GNOEK FHASE LOCK L_OP)
    FOR:MAT(1H, HHCN:=G.U )
    FORNAT(IH - IBHI-TEGRATFR GAIN=LKK)
    FCRMAT(IH , 37HSECONU OODER POI Y:IONIAL APPROXIMATIIIN)
    FOKiAAT(IH**-7+0.EEIFFH.STUFAGE)
    FOR:AAT(1H , 21HDISTRIBUTION FUUCTION)
    FORINAT(1H 16mD+NSITY FUNCT1ON)
    FOR:MAT (1H+,2X,4;PI/5)
    FCRL4AT(1Hi*1H4)
    FOR汭(1H , 32HDELX=UEL,7=FI/30 DELT=0.001 %
    FORMAT(1H,10x+1HX,10x.4HF(x).15x.1H2,10x,4HF(2))
    FrekiA, (1H , \deltax,13,10x,F10.5.7x,13,10x,F10.5)
    FORivAT (1H+,9X,5i+PI/10, 25X,SHP1/10)
    FORMAAT(IH , II!)
    FORMAT (1H :2GHAWS WAS WOT COPTEO CORRECTLY)
    FORMAT(1H - 28HAIX WAS ROT COPTED CORRECTLY)
    FORMAT(1H e.2&-IAIZ WAS AOT COPTED CORRECTLY)
    FORMAT(IH , 23HNUMBER OF WOKIS STOFEO=1
    FORIAAT(1H+s25x+[10)
    DELX=n.062831A53
```

DELZ=i!.062831:453



93
10.
16.3
99
TRA
TKA
$E .4$
$\begin{array}{r}3 \\ \hline\end{array}$
CALL TRA: $(2 B, 2,441$,ATZ.L)
○以!
GO
WRI
GOI
GO
CAL
CAL
IF
GO
WRI
WRI

$$
99
$$

ALL : TTKALH $29,2,11 \mathrm{VARL})$.
TKA: (29.22)
. $\mathrm{E}=1$ i) 60 to $96 \ldots$
( 6.30 .3
$(6.36) i$
Ut
, 1$)=V / A 1$
N=NRTNE
$1,1)=\operatorname{VAR}(1-1.21)$
AR (M, LL=26

| $n$ |
| :---: |
| $N$ |
| $\vdots$ |
| 11 |



|  | 3 | $\pm$ |
| :---: | :---: | :---: |

```
    OC +1 I=2,[1]
    x=-3.1415(:27+(I-1)*rs}
    FOX=A.S(I-1,J)
```



```
    D2FOX=ANS(I+1,J)-NiNS(I,J)-DFO:
    FOC=AbS(I,Nm1.t--
    OFOZ=ANO(TPJ)-ANS(I!J-1)
    DPFOZ=AIUS(I,J+1)-ANSS(I,J)-UFOT
    OXL=AYZ(I-1,J)
    ONXL=:IZ(T,j)-A!Z(I-1,.)
    0?LXZ=A1Z(I+1,J)-AIZ(I,J)-U!X,
    DZX=A!X(I,U01)
    DDZX=:IX(T,J) ~AIX(I!J-1)
    D2OLX=A1X(I,J+1)-AIX(I,J)-in:Zx
    PCLX(1)=F(X+0.8*DFOX-0.08*L?FF:X
    POLx(%)=Fr:x+1.2*OFux+0.12*u2Fnx
    PGLZ(1)=FOZ+0.8*DFOL-O.08*-\2F\
    POLZ(o)=F(:Z+1.2*(t)F0<+0.12*D2F0Z
    Prxz(1)=0%<+0.8*DU4<<-0.08*D20:2
```



```
    PGZx(1)=n)}x+0.8*DDZx-0.08*L2D>X
    POZx(ح)=07x+1.2*002X+0.12*0207x
    NANS(!,J)=POLX(?)*(Z*A-X*A+SI`(x)*A+B)+POLX(1)*(-7*A+x*A-SIN(x)*A
```



```
x-P0ZX(1)*r-PDYZ(2)*A+P)XZ(1)*:-
    CONTIMUE
    I=II
x=-3.1415-27+(I-1)* *5x
FOZ=A:S(I.J-1)
```



```
    U2FOZ=ANS([,J+1)-ANS(T,J)-UFO,
    D7x=A!x(I,J-1)
    DLこx=:1x(1,J)-AIX(I:J-1)
```



```
    POLZ(1)=F: Z+n.8*OFO<-n.08*uこF:Z
    POLZ(>)=F+Z垃.2*DEO<+A.12*LCFAZ
    P52x(1)=07x+0.8*0DZX-0.08*U20?x
    P!:Zx(,) =0)>x+1.2*002x́+0.12*,宗)>x
    NANS(1,J)=A:HS(1,J)+POL.7(2)*(Z*C-X*C)+P*LZ(1)*,-2*C+X*r)+PLZ<(刀)*C
    x-pu<x(1)*;
    CONTI,UE
    J=J」
    z=-3.1415*27+(J-1)*F'S7
    DO 65 1=2.1II
    x=-3.1415027+(I-1)*PSx
    FOX=A S(I-1,J)
    OFOX=;NS(T,j)-A:S(I-1.,年
```



```
    0yZ=ATZ(I-1,J)
    DNXZ=a1L(T,U)-AIZ2(1-1,1)
    D2LXZ=A1Z(I+1,J)-AI< (I,J)-GEx>
    POLX(1)=FnX+0.8*DFOX-0.08*U2FOX
    POLX(y)=F\capx+1.2*DFOX+0.12*U2F\capx
    P0XZ(1)=0\timesZ+0.8*00x,<-0.08**2D)
    Pnxz()}=0\times2+1.2*D0\times<<+0.12*020\times
<u NANS(T,J)=POL*(2)*(\angle*A-X*A+SI:&(x)*A+B)+POLX(1)*(-2*A+Y*A-SIN(X)*A
x+F)+A:.S(I,J)*r:-ODXZ(2)*A+PUXZ(1)*A
```

$\operatorname{Mans}(1 / \cdot J .1)=1.0$
$0043 \mathrm{~J}=2 . \mathrm{JJ}$
DC 4 4 I=

AIX(1, J) =A. 0
AIX(2.J) $=\operatorname{ins}(2, J) * P S x * 1: 5$



$\times 333332$
DC 62 $1=1.11$
$\operatorname{AIZ}(1, J)=\mathrm{NIZ}(1 \cdot J-2)+(\operatorname{ArSS}(1 \cdot J)+4.0 * \operatorname{ANS}(I \cdot J-1)+\operatorname{ANS}(I \cdot J-2)) * P S Z * 0.333$

$\times 333337$
CONTI.JUE
VA=0.it
VA=VA+ANS (I.J.J)*(3.1415927-(I-1)*PSX)+4.0)*ANS (I+1. UJ)*

$\operatorname{VAR}(N . L L)=3.1415927 * * 2+2.0 * V A * P S X / 3 \cdot 0$ CONTI: UE


 $x-H \cup Z X(1) * r-H O \times Z(2) * A+P_{i} \times Z(1) * A$
FOZ=A! S(I,J-1)

$F O Z=\operatorname{aivS}(I: J)-A \cdot{ }_{3} S(I: J-1$
$7 X=A 1 \times(1, J=1)$


DZX=A $1 \times(1 . J=1)$


$\operatorname{PUZX}(1)=07 x+0.8 * D U Z x-0.08 * u<0)>x$
pf $\angle x(\nu)=07 x+1.2 * 102 x+0.12 * \cup 20 \rightarrow x$


Cont ive
$=-3 \cdot 1415 \times 27+(J-1) * P S ?$

DFOX=ANS $(T, j)-A \cdot i S(I-1, f)$
$D 2 F O X=A M S(I+1, J t-A P S(T ; J)=D F O x$
$D X Z Z A I Z(I-1, J)$
$O D X Z=, I \angle(T, H)=A I Z(I-1, f)$
$\stackrel{\rightharpoonup}{ \pm}$
$\stackrel{0}{\jmath}$
 POLX(,) $=F: x+1.2 *$ DFOX+0.12*

 NAMS (T:J) $=P$ OL* $(i) *(Z * A-X * A+C)+P O L X(1) *(-Z * A+X, A$ $X+E)+A(I, J) *-D \times Z(2) * A+P \cup x<(1) * A$
NANS(TLIAH=1.
On 34:2 J=: リJ J
$\operatorname{Aris}(I, J)=\operatorname{AivS}(I, J)$
100 36: J=1, JJ
AIx(1.J)


15
0
0
$\stackrel{\infty}{9}$
$\overrightarrow{0}$

| 9 |
| :--- |
|  |


| $N$ |
| :--- |
|  |

$A I \angle(I, J+1)=A I 7(I \cdot J-i)+(\operatorname{ANS}(I \cdot 1+1)+4 \cdot 0 * A N S(I \cdot J)+A N C(I \cdot 1=1)) * P G>* N .2$
$m$
$m$
$m$
$m$
$m$
$m$
ONTI:IUE

$V$ NR(H.LL) $=3.1415,927 * * 2+2.0 * V A+P$. $X / 3 \cdot 0$
$A=V A_{-}(x+1 L)$
年
$\cdot 11=$




- 小
$\xrightarrow{ \pm} \stackrel{+}{\square}$


1.N2.N3.N4.N5
WRITE(o.
WPIIE (ó
OO $1 \lambda$
$T=(J-i)$
WRITE (o




CALL TKAR: $(28.1,441, A T 2, L)$
TKAr. (28. 22 )
$(0,3 \mathrm{~F})$

118
77
7


$\stackrel{0}{-1} \underset{\sim}{-1}$
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[^0]:    * In Chapter II it was pointed out that the order of interpolating polynomials for equally spaced data should be low.
    ${ }^{* *}$ A11 computer programs were written in Fortran IV and were executed on a Univac 1108 computer.

[^1]:    Lindsey and Charles [26] have presented some experimental density and distribution functions for the steady state phase error of a second order phase-locked loop.

