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SUMMARY

The objective of this dissertation is to design new architectures for multiple an-

tenna wireless communication systems operating in a mobile-to-mobile environment

and to develop a theoretical framework according to which these systems can be an-

alyzed. Recent information theory has demonstrated that the wireless channel can

support enormous capacity if the multipath is properly exploited by using multiple

antennas. Future communication systems will likely evolve into a variety of combi-

nations encompassing mobile-to-mobile and mobile-to-fixed-station communications.

Therefore, we explore the use of multiple antennas for mobile-to-mobile communica-

tions.

Based on the characteristics of mobile-to-mobile radio channels, we propose new

architectures that deploy directional antennas for multiple antenna systems operating

in a mobile-to-mobile environment. The first architecture consists of multiple input

and multiple output (MIMO) systems with directional antennas, which have good spa-

tial correlation properties, and provides higher capacities than conventional systems

without requiring a rich scattering environment. The second one consists of single

input and multiple output (SIMO) systems with directional antennas, which improve

signal-to-interference-plus-noise ratio (SINR) over conventional systems. We also pro-

pose a new combining scheme to select the outputs of optimal combing (SOOC) in

this architecture.

Optimal combining (OC) is the key technique for multiple antenna systems to

suppress interference and mitigate the fading effects. Based on the complex random

matrix theory, we develop an analytical framework for the performance analysis of

xv



OC. We derive several important closed-form solutions such as the moment generating

function (MGF) and the joint eigenvalue distributions of SINR with arbitrary-power

interferers and thermal noise. We also analyze the effects of spatial correlations on

MIMO OC systems with arbitrary-power interferers in an interference environment.

Multi-user diversity (MUD), inherent in wireless communications, is a source of

increasing sum capacity of systems. We study the capacity of broadcast channels

for a single transmitter with multiple antennas and multiple receivers with a single

antenna, which is a typical scenario for cellular systems. We investigate the relation

between MUD and antenna diversity (AD), and propose an efficient algorithm for

selecting users, which is as good as optimal with significantly reduced complexity.

Our novel multiple antenna architectures and the theoretical framework according

to which they can be analyzed would provide other researchers with useful tools to

analyze and develop future MIMO systems.
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CHAPTER I

INTRODUCTION

1.1 Multiple Antenna Systems in a Mobile-to-

Mobile Environment

Wireless communications are among the most significant technologies that have changed

our daily life. Advances in semiconductor, digital communication, and signal process-

ing technologies have led to a wide range of wireless services and enabled people to

communicate anywhere at anytime. Due to the huge success of cellular systems, con-

sumers are demanding better quality of service (QOS) and higher speed broadband

access with increased mobility support. New wireless communication architectures

are envisioned to improve current services and meet future needs. These architectures

include multiple input and multiple output (MIMO) systems with deploying multiple

antennas.

The use of multiple antennas is a promising technique for increasing the capacity

of wireless communication systems. Information theory has shown that wireless chan-

nels can support enormous theoretical capacities if the multipath is properly exploited

using MIMO [3, 4]. Capacity increases linearly with the number of antennas without

requiring extra bandwidth and power. Considering the demand for high-speed wire-

less broadband services, multiple antenna systems are leading candidates for future

communication systems.

The principle concept of MIMO systems is space-time processing, in which time

is complemented by the spatial dimension inherent in the use of multiple spatially-

distributed antennas. A key feature of MIMO systems is the ability to turn multipath

fading, traditionally a drawback of wireless communications, into a benefit for the user

1



with higher capacities [1]. MIMO effectively takes advantage of the multipath fading

and delay spread [28].

Future communication systems will likely evolve into a variety of combinations en-

compassing mobile-to-mobile and mobile-to-fixed communications [21, 22]. Mobile-to-

mobile channels are characteristically different from cellular channels. One important

distinction is that both ends of mobile-to-mobile channels can experience multipath

with large angular spread as a result of local scatterers in the vicinity of antennas

since the antennas are typically a few feet above ground level. This can impact the

antenna correlation in multi-antenna architectures and contribute to Doppler spread.

Although few research topics in wireless communications have captured as much

attention as multiple antenna systems in recent years, investigating multiple antenna

systems in a mobile-to-mobile environment is relatively new and poses numerous

research problems. Therefore, our research focuses on the study of multiple antenna

systems in a mobile-to-mobile environment.

Enormous capacities are promised only when channels between different transmit

and receive antenna pairs are statistically independent [3, 4]. If there is a correlation,

the capacity is reduced [23] since the correlation between different transmitting and

receiving antenna pairs has a direct connection to the capacity of MIMO systems.

Previous research has mainly considered the correlation of antennas at the base station

[24, 25, 26], where cost and size are much less an issue than at the mobile station.

It is well known that the first null crossing in the correlation between antenna

elements at the mobile station occurs when spatial separation is 0.382 times the

wavelength for an isotropic scattering environment [2], and an antenna separation

of one-half wavelength gives relatively low correlation in traditional mobile-to-fixed-

station communications [26]. However, depending on the carrier frequency, mobile

stations might have difficulty accommodating multiple antennas, particulary more

than two, because of the size of the mobile station. Therefore, the spatial correlation

2



might be an issue for multiple antenna systems in a mobile-to-mobile environment.

Another important factor that determines the capacity of MIMO systems is multi-

path richness. The capacity of MIMO systems is significantly degraded if the number

of scatterers is not sufficient [27]. In a scarce multipath environment, elements in the

channel matrix are not sufficiently de-correlated, leading capacity degradation.

Previous research has not focused on using directional antennas in MIMO systems

because it is believed that a rich scattering environment is required to maximize

the capacity, and directional antennas might degrade the capacity as a result of a

reduction of the richness of the scattering environment [33]. Hence, it has been

assumed that MIMO systems with omni-directional antennas fare better than MIMO

systems with directional antennas. Our study shows that this is only partially true

in a mobile-to-mobile environment. Results reveal that rich scattering is required

to maximize the capacity for omni-directional antennas, but not for MIMO systems

with directional antennas. A MIMO system with directional antennas provides a

better alternative when mobile stations have insufficient separation between antenna

elements, and/or when the number of scatterers is insufficient.

To explore the mobile-to-mobile environment, we utilize a “two ring” propagation

model [32] which is a simple extension of the previous “one ring” model [23, 25, 26].

While scatterers encircle only one mobile station in the “one ring” model, both mobile

stations are encircled by scatterers in the “two ring” model. We use this model to

derive the spatial correlation of MIMO systems in a mobile-to-mobile environment.

We also use the finite scatterers model, which accounts each distinct multipath signal

[28] to identify the capacity trade-off, depending on multipath richness.

We develop new architectures of multiple antenna systems in a mobile-to-mobile

environment to enhance the capacity and the performance over conventional systems.

We design novel MIMO and single input and multiple output (SIMO) systems, which

take advantage of mobile-to-mobile channels, and investigate the performance of these

3



systems in terms of various performance measures such as capacity, outage probability,

and output signal-to-interference-plus-noise ratio (SINR).

1.2 Performance Analysis on Optimal Combin-

ing

One of the most challenging problems for wireless communication systems is to achieve

the maximum spectral efficiency and to accommodate an increasing number of users

while maintaining minimum QOS. Unfortunately, it is difficult to accommodate an

increasing number of users in a limited spectrum. Spectrum sharing among the users

results in co-channel interference, which limits the radio link performance [2].

Adaptive antenna arrays significantly improve the performance of wireless commu-

nication systems by suppressing interference and mitigating fading effects. With op-

timum combining (OC), the received signals are weighted and combined to maximize

the output SINR. In the presence of interference, OC yields substantial performance

improvement over maximal ratio combining (MRC) [2] and maximum ratio transmis-

sion (MRT) [66], both of which maximize only the signal-to-noise ratio (SNR) [44]. A

large volume of research has been actively conducted on evaluating the performance

of OC [40] - [55].

Earlier work applied OC to SIMO systems that have a single antenna at the

transmitter and multiple antennas at the receiver. Initial publications considered the

performance of the OC of SIMO (SIMO-OC) either with simplified assumptions such

as an interference-limited environment [43, 44] or with simplified analysis based on

various approximations [45] -[47]. Later on, the exact distribution of the maximum

output SINR and the error performance of OC were provided in [52, 55]. A closed-form

expression for the bit error rate (BER) of OC with coherent binary-phase-shift-keying

(BPSK) for a single-channel interferer is provided in [40]. In the presence of multiple

interferers, upper bounds have been proposed [41], and the BER expression for BPSK
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systems has been derived in the presence of equal-power interferers and no thermal

noise [43]. Recently, Chiani et al. [55] derived the moment-generating function (MGF)

and analyzed the average symbol error rate (SER) of OC for coherent M-ary phase-

shift-keying (MPSK) with unequal-power interferers and thermal noise. However,

the analysis in [55] cannot be used for equal-power interferers. More importantly,

the analysis is limited to the cases in which the number of interferers is less than the

number of receive antennas.

MIMO systems are natural extensions of antenna array systems. MRT has been

proposed to exploit the full transmit-receive diversity of MIMO systems [66], [67,

68]. In the presence of multiple co-channel interferers, MIMO optimum combining

(MIMO-OC), which maximizes the output SINR, outperforms MRT. The joint opti-

mal antenna weights at the transmitter and receiver have been derived for MIMO-

OC, and the average SER performance has been evaluated by Monte-Carlo simula-

tion [69, 70]. Recently, the outage probability of MIMO-OC has been studied in an

interference-limited environment, i.e., where thermal noise is ignored [71], and in the

presence of interference and noise with all distinct interfering powers [72].

We develop a new analytical framework that provides a simple and accurate way

to assess the effects of arbitrary-power interferers and thermal noise. Using some new

results of joint eigenvalue distributions of complex random matrices, we derive several

closed-form formulas to analyze the performance of OC in MIMO and SIMO systems.

Although the spatial correlation among receive antennas was considered in an

interference limited environment in [71] 1, to the best of our knowledge, there has

been no analytical results on the outage probability of MIMO-OC systems with the

spatial fading correlation at the transmitter or receiver over a Rayleigh fading channel.

1Since the effects of spatial correlation vanish in the interference-limited environment when the
desired user and interferer are subject to a fading channel with the same correlation matrix, the
theoretical approach in [71] is applicable to MIMO-OC systems over the independent and identically
distributed fading channels.
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We analyze the effects of spatial correlation of MIMO-OC systems in an interference

limited environment, and derive closed-form solutions for the pdf and the outage

probability of output SINR for MIMO-OC systems.

1.3 Multi-user MIMO Systems

Traditionally, fading is considered as a serious hindrance in wireless communications

as a source of unreliability that must be mitigated. As a result, numerous researchers

have developed many useful diversity techniques in time, frequency, and space [2].

However, it can be exploited to increase the capacity as we consider multi-user and

multi-antenna communications. High capacity gain is achieved simply by scheduling

transmissions to the best user when each user among multiple users experiences in-

dependent fading [100]. It should be also noted that the huge capacity gain promised

by MIMO is realizable only if independent fading between each transmit and receive

antenna pair occurs providing unique signatures of spatial modes. Therefore, fad-

ing can be considered as a beneficial source of randomization that increases capacity

instead of a source of hindrance. [97].

In this dissertation, we study the broadcast channel with multi-user and multi-

antennas, focusing on the case in which only the transmitter has multiple antennas,

and each receiver has a single antenna, a typical downlink scenario in the current

commercial cellular environment. Another important aspect of this study is that

this model forms a MIMO arrangement without requiring multiple antennas at the

receiver, and it can achieve the MIMO capacity. In addition, this model can be

extended easily to cases for receivers with multiple antennas.

Antenna diversity (AD) is one of the techniques for mitigating fading for reliable

communications in the cases of multiple antennas at the transmitter and/or receiver

[2]. Multi-user diversity (MUD), inherent in wireless communication, is the source

to increase the capacity [97]. Though both diversity techniques can increase system
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capacity, the combined advantages or trade-offs are not clear. We study their rela-

tionship by investigating the capacity of single-mode-beamforming (SB) broadcast

channels.

We show that there is a conflict between MUD and AD as reported as channel

hardening [98]. Since AD mitigates fading, the diversity gain by MUD decreases as

the gain of AD increases. We also show that single-mode-beamforming with non-

diversity antennas (SNDB) provides higher capacity than single-mode-beamforming

with diversity antennas (SDB) at all SNRs.

Although correlation is always considered a serious hindrance that reduces the

capacity of systems [26, 23, 30], we observe that capacity can be enhanced by an in-

troduction of intentional correlation in SB. According to [97], correlation is beneficial

by assigning random phase in each antenna, but the proposed scheme achieves only

a single user beamforming bound without requiring channel state information (CSI).

In [99], multi-user diversity gain in MIMO has been observed for correlated channels,

but did not reach our conclusion. We believe that no previous work has addressed

the relationship between AD and MUD as explicitly as we have.

With a single transmit antenna at each user and a single receive antenna at the

base-station (uplink in a single cell), Knopp and Humblet showed that the optimal

strategy to maximize capacity is to schedule only one user with the best instantaneous

channel among all the users [100]. Such a scheduling algorithm with fairness [101]

is implemented in the downlink of the IS-856 commercial system [102]. Multi-user

diversity is achieved by scheduling the user whose channel is at near peak. With a

large number of users, it is likely that the channel of one user is near peak.

Borst and Whiting studied multi-user diversity for various systems with multiple

diversity antennas at the transmit side and/or the receive side in [103]. An interesting

observation in [103] is that multi-user diversity does not buy a considerable gain

compared with a single-user case particulary at high SNR. However, we showed that
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multi-user diversity is more efficient in a system with multiple antennas than in a

system with a single antenna by properly exploiting multi-user diversity with multiple-

mode-beamforming (MB).

The main problem with exploiting the multi-user diversity is the complexity for

choosing users that achieve the best sum capacity [104]. Thus, we propose an efficient

algorithm for selecting users to exploit multi-user diversity. The proposed algorithm

is nearly optimal, with significantly reduced complexity.

1.4 Thesis Outline

The remainder of the thesis is organized as follows. Chapter II presents background

information, including a brief review of the capacity of MIMO systems, characteristics

of mobile-to-mobile channels, and adaptive antenna techniques. It will also briefly

introduce the theory of the eigenvalue distribution of the functions of complex Gaus-

sian matrices, which play an important role in the analysis of OC in later chapters.

Chapter III presents a design and an analysis of new MIMO architectures in a mobile-

to-mobile environment and effects of the spatial correlation and mutipath richness on

MIMO capacity. Chapter IV proposes new SIMO architectures in a mobile-to-mobile

environment and a new combining scheme as a consequence of the architecture, and

then investigates the performance on the proposed combining scheme. Chapter V

presents an analytical framework for the analysis of OC in MIMO and SIMO systems

in a Rayleigh fading environment with arbitrary-power co-channel interferers and

thermal noise, and several important closed-form solutions dervied using the frame-

work. In Chapter VI investigates the effects of the spatial correlation on MIMO-OC

systems in an interference-limited environment with unequal-power co-channel inter-

ferers. Closed-form formulas for pdf and the outage probability of output SINR are

derived. In Chapter VI, we analyze the capacity of multi-user muti-antenna broadcast

channels and the relation between AD and MUD, and propose an efficient suboptimal
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algorithm for selecting users to exploit MUD. Chapter VIII summarizes the research

contributions and proposes ideas for future research.
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CHAPTER II

BACKGROUND

Although the promised capacity using multiple antennas is theoretically huge, the full

realization of this capacity has not been achieved yet [1]. There is significant ongoing

research to realize the full potential of multiple antenna systems. Our goal is to

contribute to this effort by designing new architectures and developing an analytical

framework for wireless systems with multiple antennas.

The wireless channel encountered in mobile communications is harsh. Radio sig-

nals suffer severe path loss, and undergo reflection, diffraction, and scattering as a

result of obstacles between the transmitter and the receiver. These effects result in

severe distortion of the signal, which is called fading [2]. The desired receiver must

also combat the co-channel interference inherited from the frequency reuse to im-

prove the spectral efficiency. The signals transmitted from the different transmitter

antennas also interfere with one another. To realize the promised capacity, we must

understand the fundamental issues related to these different kinds of impairments to

develop wireless systems with multiple antennas in a mobile-to-mobile environment.

The following is a brief background summary on these topics.

2.1 MIMO Capacity

While the available radio spectrum is limited, demands for capacity in wireless com-

munications have been increasing rapidly. Significant advances in spectral efficiency

are available by increasing the number of antennas in MIMO systems [3, 4]. In this

subsection, we briefly discuss MIMO capacity.

Consider a communication link whose transmitter has L antennas, and the receiver
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has M antennas. We designate the configuration as an (M ,L) MIMO system. The

bandwidth of the signal is narrow enough for the channel to be frequency flat. We

also assume that the channel is “quasi-static.” The channel may change from burst

to burst, but remains constant during a burst. It is also assumed that the channel

is not known at the transmitter, while perfect channel knowledge is available at the

receiver.

The transmitted signal s is an L× 1 vector, and the received signal r is an M × 1

vector. Then, the channel is represented by an M × L channel matrix H. Hij,

the element of the ith row and jth column of the channel matrix H, represents the

complex channel gain between the jth transmitting antenna and the ith receiving

antenna. The noise n is an M × 1 zero mean complex AWGN vector whose real and

imaginary parts are independently and identically distributed (i.i.d.) N(0, σ2/2), so

its covariance matrix is equal to an M ×M identity matrix multiplied by σ2.

To investigate the spatial correlation, it is appropriate to normalize the channel

matrix H, so that the variance of each component of H is unity. We assume that

the total transmit power is unity, regardless of the number of antennas used in the

transmitter. If the average power at each receiving antenna is P , then the average

signal-to-noise ratio (SNR) ρ in each receiving antenna is P/σ2. The received signal

associated with an (M ,L) MIMO system can be expressed as

r = (P/L)1/2Hs + n (1)

The MIMO channel capacity is [3, 4]

C = log2det[IM + (ρ/L)HH†] bps/Hz (2)

where H† is the conjugate transpose of H.

More insight can be obtained by the singular value decomposition (SVD) [5] of

H. It is easy to see that after SVD operation on H, (29) is converted to
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C =
m∑

i=1

log2(1 + (ρ/L) σi), bps/Hz (3)

where m = min(M,L), and σi’s are the eigenvalues of HH†. Thus, MIMO capacity

keeps increasing without limit as we increase the number of antennas. This promis-

ing capacity gain has attracted the attention of many researchers. Further capacity

improvement can be made by properly allocating power at the transmitter according

to the “water-filling” [4].

2.2 Mobile-to-Mobile Channels

While there is extensive research in cellular channels [2], a much smaller body of work

exists in the mobile-to-mobile channel. This subsection briefly discuss the character-

istics of mobile-to-mobile channels.

Consider transmission from a mobile transmitter to a mobile receiver. Each com-

munication end is surrounded by scatterers, such as buildings and trees, resulting in

non-line-of-sight (NLOS) propagation conditions. The transmitted signal undergoes

reflection, diffuse scattering, and diffraction on the obstacles. As a result, the received

signal is a sum of several different scattered or reflected paths [6]. One interesting

characteristic of the mobile-to-mobile channel is the Doppler shift resulting from the

motion of both the transmitter and the receiver. The Doppler shift of mobile-to-

mobile channel is

fn = ft cos(αn) + fr cos(βn), (4)

where fn is the Doppler shift of the nth path, ft, fr are the maximum Doppler shift

resulting from the motion of the transmitter and the receiver, respectively, and αn and

βn are the angle of departure and the angle of arrival of the nth path, respectively.

This increased Doppler shift makes the signal fluctuate more rapidly. In certain
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environments, the double mobility introduced in mobile-to-mobile channels improves

the performance of systems [7].

Assuming omni-directional transmit and receive antennas and an isotropic scat-

tering environment, αn and βn are uniformly distributed over [−π, π). The time

auto-correlation of the complex channel envelope is given by [6]

φαα(τ) = Jo(2πftτ)Jo(2πfrτ) (5)

The auto-correlation for mobile-to-mobile channels is a product of two Bessel

functions rather than a single Bessel function that characterizes cellular channels [2].

Taking the Fourier transform of the auto-correlation, we obtain the Doppler spectrum.

Figure 6 in [8] shows the Doppler spectrum encountered in mobile-to-mobile channels,

which clearly differs from the traditional U-shaped spectrum of cellular channels [9].

The higher-order statistics such as the level crossing rates and average fade durations

are also different [8].

2.3 Adaptive Antenna Techniques

Antenna arrays can combat multipath fading of the desired signal and suppress the co-

channel interference, thereby increasing the capacity of wireless systems. A generally

accepted definition of an adaptive antenna system is the combination of antennas with

signal processing algorithms to yield an antenna system with dynamic adjustment

of the radiation beam pattern. The major aim of adaptive antenna techniques is

to improve the signal quality for mobile communications in terms of reducing the

probability of making an error at the receiver or maximizing SINR at the antenna

output. Since this pattern adjustment is the optimum way for reception and/or

transmission, an adaptive antenna is also called a smart antenna [10, 11].

The most important benefit of using the adaptive antenna techniques is to separate

signals collocated in frequency, but separated in space domain. In this concept, there
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are well-known adaptive antenna techniques, namely, sectorization, switched-beam

adaptive antennas, and adaptive antennas.

Sectorization is a technique that makes use of several directional antennas collo-

cated in the same cell, each radiating within a specified sector, to provide coverage of

an entire cell and to reduce the effects of co-channel interference. The improvement of

the relative signal-to-interference ratio (SIR) resulting from the high directivity of the

antennas leads to an increase in the system capacity by allowing the reuse of the same

set of frequency bands more frequently. However, there are several penalties for the

improved capacity, such as an increase in the system hardware to make the required

radio channel units at each sector, the reduction in trunking efficiency resulting from

channel sectoring at the base station, and additional handoff from sector to sector

[12].

A switched-beam adaptive antenna system, which is an alternative adaptive an-

tenna strategy besides the basic sectorization system, forms a number of narrow

beams pointing to many different pre-determined directions and controls the antenna

switch to select the beam maximizing the output SINR. In addition to the antenna

directivity that greatly improves the SINR, switched-beam adaptive antenna systems

achieve a higher trunking efficiency compared to sectorized systems, which is obtained

by allowing all the channels available to a cell to be assigned to every subscriber in

the cell [11].

In contrast to the above techniques for adaptive antenna systems, which are con-

sidered as a fixed beam pattern or selection of a finite number of pre-defined beams,

fully adaptive antenna systems form a radiation pattern that focuses on the direc-

tion of the target mobile user and adjust the radiation pattern dynamically. To form

the desired radiation pattern, the antenna-weighting vectors should be determined

by minimizing a cost function to maximize the signal quality at the output of the

beamformer. In the sense of minimum mean square error (MMSE), it is well-known
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that the fully adaptive antenna system, which is called optimum combining [40], op-

timizes the system performance by maximizing the SINR at the antenna output with

optimal weighting vectors. The weight vectors can be tracked by using weight con-

trol techniques, such as the least mean square (LMS) technique [13], the recursive

least-squares (RLS) technique [14], and the sample matrix inverse (SMI) technique

[15, 16], etc.

2.4 Complex Hypergeometric Functions

The probability distributions of random matrices are often derived in terms of the

hypergeometric functions of matrix arguments. To understand hypergeometric func-

tions with matrix arguments, we need to know the zonal polynomials of a matrix. The

zonal polynomials of a matrix are defined in terms of partitions of positive integers.

Let κ = (k1, k2, · · · , km) be a partition of the integer k with k1 ≥ k2 ≥ · · · ≥ km and

k = k1 + k2 + · · · + km. Then, the complex zonal polynomial of a complex matrix

X ∈ Cm×m is defined by [17, 18]

C̃κ (X) = χ[κ] (1)χ[κ] (X) (6)

where χ[κ] (1) is the dimension of the representation [κ] of the symmetric group given

by

χ[κ] (1) = k!

m∏
i<j

(ki − kj − i+ j)

m∏
i=1

(ki +m− i)!
(7)

and χ[κ] (X) is the character of the representation [κ] of the linear group given as a

symmetric function of the eigenvalues λ1, λ2, · · · , λm of X by
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χ[κ] (X) =
det
[(
λ
kj+m−j
i

)]

det
[(
λm−j
i

)] . (8)

Now, we consider hypergeometric functions of matrix arguments. First, we define

the complex multivariate hypergeometric coefficient [a]κ as

[a]κ =
m∏

i=1

(a− i+ 1)ki
=

Γ̃m(a, κ)

Γ̃m(a)
(9)

where (a)k = a(a+ 1) · · · (a+ k − 1) is the Pochhammer symbol and

Γ̃m(a, κ) = πm(m−1)/2

m∏

i=1

Γ (a+ ki − i+ 1), Re(a) > (m− 1). (10)

The complex hypergeometric functions with matrix arguments are defined as

pF̃q (a1, a2, · · · , ap; b1, b2, · · · , bq; X) =
∞∑

k=0

∑

κ

[a1]κ · · · [ap]κ
[b1]κ · · · [bq]κ

C̃κ(X)

k!
(11)

and

pF̃
(m)
q (a1, a2, · · · , ap; b1, b2, · · · , bq; X,Y) =

∞∑

k=0

∑

κ

[a1]κ · · · [ap]κ
[b1]κ · · · [bq]κ

C̃κ(X)C̃κ(Y)

k!C̃κ(Im)
(12)

where X, Y ∈ Cm×m and Σκ denotes summation over all partitions κ of k.

Special cases for complex hypergeometric function with one matrix argument are

0F̃0(X) = etr(X) and 1F̃0(a; X) = det(I − X)−a. For the complex hypergeometric

function with two matrix arguments, however, an infinite sum of zonal polynomials

involving an inner summation over partitions is completely impractical for numerical

work.
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Gross and Richards derived an alternative formulation, in which the complex hy-

pergeometric function with two matrix arguments is related to the classical hyperge-

ometric function [19]. If the eigenvalues of X and Y are denoted by x1, x2, · · · , xm

and y1, y2, · · · , ym with x1 > x2 > · · · > xm and y1 > y2 > · · · > ym, respectively,

then

pF̃
(m)
q (a1, a2, · · · , ap; b1, b2, · · · , bq; X,Y)

= cp,q
det [(pFq (a1 −m+ 1, · · · , ap −m+ 1; b1 −m+ 1, · · · , bq −m+ 1;xiyj))]

det [V(X)] det [V(Y)]

(13)

where V(X) denotes the Vandermonde matrix of the ordered eigenvalues of X, i.e.,

V(X) =




1 1 · · · 1

x1 x2 · · · xm
...

...
. . .

...

xm−1
1 xm−1

2 · · · xm−1
m




, (14)

and the coefficient cp,q is

cp,q =
m∏

i=1

(i− 1)!

q∏
j=1

(bj −m+ 1)m−i

p∏
j=1

(aj −m+ 1)m−i

. (15)

2.5 Probability Distributions of Complex Random

Matrices

Let an r × s complex random matrix Y ∼ Ñr,s(M,Σ,Ψ) be normally distributed,

where M, Σ, and Ψ are r × s, r × r, and s × s positive definite matrices, respec-

tively. This means that the vector y = vec
[
YH
]
∈ Crs×1 has the distribution

y ∼ Ñrs×1(m,ΣT ⊗ Ψ), where ⊗ denotes the Kronecker product m = vec(MH) and
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ΣT ⊗Ψ is the covariance matrix of y. Consider the r× s matrix Y ∼ Ñr,s(M,Σ,Ψ),

where Σ and Ψ are r× r and s× s Hermitian positive definite matrices, respectively.

Then, the density of Y is given by [58]

fY (Y) = π−rs (det Σ)−s (det Ψ)−r etr
[
−Σ−1(Y −M)Ψ−1(Y −M)H

]
. (16)

From the complex Gaussian distribution, some distributions of functions of the pos-

itive definite matrix in quadratic forms are derived. These distributions are useful

in deriving the joint distributions of ordered eigenvalues of complex random matri-

ces. Consider the m × n matrix Y ∼ Ñm,n(0,Σ,Ψ), where Σ and Ψ are m ×m and

n × n Hermitian positive definite matrices, respectively. Then, the density function

of Z = YBYH , where m ≤ n and B is n × n Hermitian positive definite matrix, is

given by [58]

fZ (Z) =
(det Σ)−n (det (BΨ))−m

Γ̃m(n)
(det Z)n−m 0F̃

(n)
0

(
-B−1/2ΨB−1/2,Σ−1Z

)
. (17)

If BΨ = In in the above theorem, then the density function of Z is given by

fZ (Z) =
(det Σ)−n

Γ̃m(n)
(det Z)n−m etr

(
−Σ−1Z

)
. (18)

Note that the distribution in (18) is the complex central Wishart distribution with n

degrees of freedom and covariance matrix Σ, denoted as Z ∼ W̃m(n,0,Σ). In general,

the complex non-central Wishart distribution is given by [17].

From the distribution functions of quadratic forms in a complex Gaussian matrix,

the joint distribution of ordered eigenvalues of the complex random matrix can be

derived. The distribution of eigenvalues facilitates theoretical performance evaluation

for adaptive antenna systems in the presence of multiple co-channel interferers.

18



Consider the m× n matrix Y ∼ Ñm,n(0,Σ, In), where Σ is the m×m Hermitian

positive definite matrix with distinct eigenvalues σ1 > σ2 > · · · > σm. Then, the joint

density function of the ordered eigenvalues λ1, λ2, · · · , λm of Z = YYH , i.e.,Z ∼

W̃m(n,0,Σ), is given by [55]

fΛ (λ1, λ2, · · · , λm) = K0 (m,n,Σ) (det Λ)n−m det (V (Λ)) det (F0 (Σ,Λ)) (19)

where

K0 (m,n,Σ) =
πm(m−1)

∏m
i=1 Γ(i)

Γ̃m(n)Γ̃m(m)

(det Σ)−n

det (V (−Σ−1))

and

{F0 (Σ,Λ)}i,j = exp(−λj/σi).

2.6 Generalized Binet-Cauchy Formula

The Generalized Binet-Cauchy Formula is used to give a simple analytic expression

converting multiple integral equation to a single integral equation. The following

theorem for the generalized integral version of Binet-Cauchy formula is an extended

result of the classical Binet-Cauchy formula in [20].

Theorem 1. Let F(x) be an m ×m matrix function of x = (x1, x2, · · · , xm)T with

{F(x)}i,j = fi(xj) , G(x) be an n× n (n ≥ m) matrix function of x with

{G(x)}i,j =





gi(xj), j = 1, 2, · · · ,m

ĝi,j, j = m+ 1,m+ 2, · · · , n,
(20)

and S(x) =
∏m

i=1 s(xi),where S(x) be the arbitrary symmetric function of x. Then,
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∫

D

S(x) det (F(x)) det (G(x)) (dx) = det H (21)

where D = {a ≤ xm ≤ xm−1 ≤ · · · ≤ x1 ≤ b} and H is an n×n matrix whose entries

are given by

{H}i,j =





∫ b
a
s(x)fj(x)gi(x)dx, j = 1, 2, · · · ,m

ĝi,j , j = m+ 1,m+ 2, · · · , n.
(22)

Proof. . Since the integrand on the left side of (48) is a symmetric function of

x1, x2, · · · , xm, which can be attributed for the scaling of a factor m!, we get

∫

D

S(x) det (F(x)) det (G(x)) (dx) =
1

m!

∫

D′

S(x) det (F(x)) det (G(x)) (dx)

=
1

m!

∫

D′

m∏

k=1

s(xk)

{
∑

σ

sgn(σ)
m∏

i=1

fσi
(xi)

}{
∑

µ

sgn(µ)
m∏

j=1

gµj
(xj)

n∏

j=m+1

ĝµj ,j

}
(dx)

=
1

m!

∫

D′

∑

σ

sgn(σ)
∑

µ

sgn(µ)
m∏

k=1

s(xk)fσk
(xk)gµk

(xk)
n∏

j=m+1

ĝµj ,j (dx)

=
1

m!

∑

σ

sgn(σ)
∑

µ

sgn(µ)

{∫ b

a

m∏

k=1

s(xk)fσk
(xk)gµk

(xk) dxk

}
n∏

j=m+1

ĝµj ,j (24)

where D′ = {a ≤ xk ≤ b, k = 1, 2, · · · ,m}, σ = (σ1, σ2, · · · , σm) is the permuta-

tion of {1, 2, · · · ,m}, µ = (µ1, µ2, · · · , µn) is the permutation of {1, 2, · · · , n}, the

sum runs over all possible permutations, and sgn( · ) denotes the sign of permutation.

Letting σk = k, k = 1, 2, · · · ,m, and changing the order of µk corresponding σk, we

get

∫

D

S(x) det (F(x)) det (G(x)) (dx)
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=
1

m!

∑

σ

(sgn(σ))2
∑

µ

sgn(µ)

{
m∏

k=1

∫ b

a

s(x)fk(x)gµk
(x) dx

}
n∏

j=m+1

ĝµj ,j (26)

=
∑

µ

sgn(µ)

{
m∏

k=1

∫ b

a

s(x)fk(x)gµk
(x) dx

}
n∏

j=m+1

ĝµj ,j = det H. (27)
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CHAPTER III

MIMO SYSTEMS IN MOBILE-TO-MOBILE

ENVIRONMENT

3.1 Overview

The use of MIMO antennas is a promising technique for increasing the capacity of

wireless communication systems. Huge capacities are guaranteed only when channels

between different transmitting and receiving antenna pairs are statistically indepen-

dent. In this chapter, we investigate capacities of MIMO systems in a mobile-to-

mobile environment by employing a “two ring” model which is simple extension of

previous “one ring” model. With this model, we investigate the spatial correlation and

information theoretic channel capacity of MIMO systems with omni-directional anten-

nas as well as MIMO systems with directional antennas. We show that MIMO systems

with directional antennas yield good spatial de-correlation between antenna pairs even

in a scarce scattering environment, while MIMO systems with omni-directional an-

tennas suffer capacity degradation either when antennas are located closely, or when

there is not enough multipath richness. Directional antennas guarantee the indepen-

dence between different antenna pairs by not sharing scatterers, and the capacity is

maximized by exploiting the independence between antenna pairs.

The remainder of this chapter is organized as follows. In Section 3.2, we define the

MIMO system model. The theoretical model and analysis of the spatial correlation in

a mobile-to-mobile environment is presented in Section 3.3. We present the “two ring”

model and derive the spatial correlation for both omni-directional and directional

antennas in MIMO systems. Section 3.4 presents simulation results and compares
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MIMO capacity using omni-directional antennas as well as directional antennas. In

the section, capacities depending on spatial correlation and multipath richness are

studied. We use uniform array antennas for a MIMO system with omni-directional

antenna up to this section. Finally, summary and conclusions are presented in Section

3.5.

3.2 System Model

Our focus is on a single point-to-point communications. One end of communication

link is a transmitter with L antennas, and the other end is the receiver with M

antennas. We designate the configuration as an (M ,L) MIMO system. The bandwidth

of signal is narrow enough for the channel to be frequency flat. We also assume that

the channel is “quasi-static”. The channel may change from burst to burst, but

remains constant during a burst. It is also assumed that channel is not known at the

transmitter, while perfect channel knowledge is available at the receiver.

The transmitted signal s is an L× 1 vector, and the received signal r is an M × 1

vector. Then channel is represented by an M×L channel matrix H. Hij, the element

of ith row and jth column of channel matrix H, represents the complex channel gain

between the jth transmitting antenna and the ith receiving antenna. The noise n is

M × 1 zero mean complex AWGN vector whose real and imaginary parts are i.i.d.

N(0, σ2/2), so its covariance matrix is equal to an M ×M identity matrix multiplied

by σ2.

It is appropriate for an investigation of correlation, to normalize the channel ma-

trix H, so that the variance of each component of H is 1. We assume that the total

transmit power is unity regardless of number of antennas used in the transmitter. If

the average power at each receiving antenna is P , then the average SNR ρ in each

receiving antenna is P/σ2. The received signal associated with an (M ,L) MIMO
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system can be expressed as

r = (P/L)1/2 ·Hs + n (28)

The MIMO channel capacity is [3, 4]

C = log2det[IM + (ρ/L) ·HH†] bps/Hz (29)

3.3 Theoretical Model and Spatial Correlation Anal-

ysis

In this section, “two ring” model is introduced, and the spatial correlation of a MIMO

system is investigated based on the model. The channel characteristics of the same

model is investigated in [31, 32].

Figure 1 shows the abstract view of the “two ring” model. Each mobile station is

surrounded by scatterers as classical “one ring” model [23, 25, 26]. The transmitter is

travelling with speed of v2 km/h, and the receiver is moving with speed of v1 km/h.

We assume that transmitter and receiver are moving in uniform scattering areas, and

the statistical properties of scatterers remain unchanged while both mobile stations

are moving. Of particular interest in this chapter is the correlation between each

transmitting and receiving antenna pair, which is the correlation of every element

in channel matrix H. Correlations between antenna pairs degrade the capacity of

MIMO systems [23].

We consider a MIMO system with omni-directional antennas as shown in Fig. 1.

A similar figure for a mobile-to-fixed scenario can be found in [25]. We focus on a

(4,4) MIMO system for the purpose of illustration. Extension to other dimensions is

straightforward. First, consider the channel between one transmitter-receiver antenna

pair, i.e., H11 from antenna 1 in the transmitter to antenna 1 in the receiver. If the

distance between mobile stations is large enough not to significantly change the angle
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Figure 1: A schematic diagram of “two ring” model

between each pair of scatterers during a burst, αik, then [34],

H11 = 1/N
N∑

i=1

N∑

k=1

Aik exp(jφik), (30)

where

φik = wc(t− τik)− βv2(t− τik)cos(θti − γ)− βv1(t− τik)cos(θrk)

Aik : Amplitude of the ikth wave path with unit variance

wc : Angular carrier frequency

β : Wave number equal to 2π/λ

τik : Time delay of ikth path
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γ : Angle between horizontal line and direction of transmitter

v1 : Velocity of the transmitter

v2 : Velocity of the receiver

θti : Angle of departure of wave to ith scatter at the transmitter antenna

θrk : Angle to incidence of wave from kth scatter at the receiver antenna

N : Number of scatterers in each ring

 Scatter


Antenna

1


 X
  X

Antenna


2

d


d


Figure 2: Signal received at two antennas from the scatterer

The φik’s are assumed independent with uniformly distributed random phase.

It is assumed that antennas are deployed in a uniform linear array with d being the

antenna element spacing between two closest antenna elements for both transmitter

and receiver (Fig. 2). Then, H21 from antenna 1 in the transmitter to antenna 2 in

the receiver is

H21 = 1/N
N∑

i=1

N∑

k=1

Aik exp[jφik + βd(2− 1)cos(θrk)] (31)

It is assumed that the separation between antenna elements is relatively small in

comparison to the distance between antennas and scatterers, and hence, the angles

from the scatterer to two antenna elements are equal.
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Then, other elements in the channel matrix H can be similarly calculated. For

example, H22 from Antenna 2 in the transmitter to Antenna 2 in the receiver with

separation d is,

H22 = 1/N
N∑

i=1

N∑

k=1

Aik exp[jφik + βd(2− 1)cos(θrk) + βd(2− 1)cos(θtk)] (32)

The correlation between H11 and H21 is

C11,21 = E[H∗
11H21], (33)

where ∗ is complex conjugate. By substituting (30) and (31) into (33),

C11,21 = E[1/N 2

N∑

i=1

N∑

k=1

N∑

l=1

N∑

m=1

A∗
ik exp(−jφik)Alm exp(jφlm+ βdcos(θrm))]

= 1/N 2

N∑

i=1

N∑

k=1

N∑

l=1

N∑

m=1

E[A∗
ik exp(−jφik)Alm exp(jφlm + βdcos(θrm))]

Since the Aij’s, φij’s, and θrj’s are assumed mutually independent,

C11,21 = 1/N 2

N∑

i=1

N∑

k=1

N∑

l=1

N∑

m=1

E[A∗
ikAlm]E[exp(j(φlm − φik))]E[exp(jβdcos(θrm))]

(34)

= 1/N 2

N∑

i=1

N∑

k=1

E[A2
ik]E[exp(jβdcos(θrk))] (35)

= 1/N
N∑

k=1

E[ exp(jβdcos(θrk))] (36)

=

∫ π

−π

p(θrk)E[ exp(jβdcos(θrk))] dθrk, (37)

where p(θrk) is probability density function of θrk.

In the last equality, we assume that N is large. If the probability density is

uniform,

p(θrk) =
1

2π
, −π ≤ θrk ≤ π (38)

then,

C11,21 = J0(βd), (39)
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where J0(·) is zero order Bessel function. This is the same result obtained in [26, 6].

Similarly, the correlation between H11 in (30) and H22 in (32) can be easily calculated

as

C11,22 = J2
0 (βd). (40)

Now, we consider a MIIMO system with directional antennas (Fig. 3). The MIMO

system with directional antennas also has 4 elements at each end of the link, and is

assumed to be ideal in the sense that the beams provide full angle coverage, but

are non-overlapping. Extending to other dimensions is straightforward like a MIMO

system with omni-directional antennas.
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Figure 3: Example of using directional antennas in a MIMO system when number
of antennas is 4

We define the following scatter sets from the scatterers enumerated based upon

the transmit or receive side as in Fig. 3. Here, the number of scatterers is chosen to

be divided by number of antennas, i.e., 8.
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TS1: T1, T2; TS2: T3, T4; TS3: T5, T6; TS4 : T7, T8,

RS1: R1, R2; RS2: R3, R4; RS3: R5, R6; RS4: R7, R8,

where T stands for the transmitter, and R for the receiver. For a MIMO system with

omni-directional antennas, all antenna pairs share scatterers, but for the MIMO with

directional antennas, the antenna pairs do not share scatterers (Table 1). In other

words, the antenna pairs have disjoint scatterers sets, so the channel response in the

channel matrix is random. Thus, the channel responses between different antenna

pairs are independent. Therefore,

C11,12 = 0 (41)

C11,22 = 0 (42)

for a MIMO system with directional antennas.

Table 1: Example of involved scatter sets for both MIMO with omni-directional
and directional, where A: antenna pairs(T,R), B: directional antennas, and C: omni-
directional antennas.

A B C
(1,1) TS1, RS1 TS1, TS2, TS3, TS4, RS1, RS2, RS3, RS4
(1,2) TS1, RS2 TS1, TS2, TS3, TS4, RS1, RS2, RS3, RS4
(2,2) TS2, RS2 TS1, TS2, TS3, TS4, RS1, RS2, RS3, RS4

It is not surprising to have (39) and (40) for the correlations with omni-directional

antennas in a mobile-to-mobile environment, which implies that λ/2 antenna spacing

will sufficiently decorrelate elements in the channel matrix H.

However, it is quite surprising, but obvious to have (41) and (42) as the results of

the correlation of the MIMO with directional antennas in a mobile-to-mobile environ-

ment, which implies that arbitrarily small spacing between antenna elements can be

used while still achieving channel de-correlation between the different antenna pairs.

One question might arise as how MIMO systems with directional antennas over-

come the reduced richness of multi-path environment due to spatial filtering. The
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effects of both correlation and richness in the scattering environment are evaluated

in the following section.

3.4 Capacity Comparison

In this section, capacities between a MIMO system with omni-directional antennas

and a MIMO system with directional antennas is studied over the spatial correlation

and the multipath richness.

Based on the model developed in the previous sections, the channel matrix H

is randomly generated. Based on the realization, information theoretic capacity is

calculated by (29). The number of realizations of H in the simulations is 10000. In

the simulation, 4 antennas at each end are used. The validation of the model can also

be found in [30].

3.4.1 Capacity comparison by spatial correlation

In this subsection, capacity comparison between a MIMO system with omni-directional

antennas and a MIMO system with directional antennas is performed over the spatial

correlation.

We can easily see that average capacity is bounded using Jensen’s inequality [35].

CE = E{log2det[IM + (ρ/L) ·HH†]} (43)

≤ log2det[IM + (ρ/L) · E{HH†}] (44)

Interesting observation in (44) is that the bounded average capacity is effected by the

correlation of one side, not of both [35]. When we let R be E{HH†},

Rij =
n∑

k=1

E{HikHjk
†} (45)

= nJ0(β(i− j)d) (46)

In (45), it is noticed that only the correlation in the receiver side is considered. If

there is large correlation in the transmitter side, the bound (44) is going to be very
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loose because it does not capture the correlation of transmitter side. Then, instead

of (44),

CE ≤ log2det[IL + (ρ/L) · E{H†H}] (47)

should be used using det[I + AB] = det[I + AB].

Figure 4 shows simulation results for capacities of MIMO systems by changing

antenna separation with SNR = 10 dB. As expected, the capacity of MIMO systems

with omni-directional antennas is a function of antenna element separation. As an-

tenna element spacing is reduced, there is a corresponding capacity loss. In contrast,

the capacity of MIMO systems with directional antennas is independent on the an-

tenna element separation. The bounded average capacity analysis (44) follows the

characteristics of the real simulation well, but give slightly higher values.

3.4.2 Capacity comparison by multipath richness

In this subsection, capacity comparison between MIMO systems with omni-directional

antennas and MIMO systems with directional antennas is performed over the multi-

path richness.

Figure 5 shows the simulation results of MIMO capacities by changing the number

of scatterers in each ring. It should be noted that total effective number of scatterers

is squared because of squared number of multipaths due to scatterers of each ring.

We first consider the capacity of MIMO systems with omni-directional antennas.

One interesting observation is the number of scatterers required to achieve the con-

siderable level of the theoretical capacity. The capacity begin to deviate from the

theoretical capacity as the number of scatterers is reduced. We see that the capacity

is pretty low when the number of scatterers is less than 16, supporting the notion

that rich scattering is required to maximize the capacity of MIMO systems.

As we see in [27], the capacity of MIMO systems is significantly reduced when

there is not enough number of scatterers. By random matrix theory [29], asymptotic
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Figure 4: Capacities w.r.t. antenna separation of (4,4) MIMO system with omni-
directional antennas and SNR =10 dB, where O:omnidirectional antennas, and
D:directional antennas.

average capacity with limited number of scatterers becomes [27]

CE =
ns
ln2

exp(
ns
ρ

) Γ(0,
ns
ρ

), (48)

where ns is the number of scatterers, and Γ(0, x) is the incomplete Gamma func-

tion, denoted as

Γ(0, x) =

∫ ∞

x

exp(−t)
t

dt. (49)

For ns = 16, SNR 10 dB gives 9.6878 bps/Hz. It should be also noted that with

fixed number of antennas, this limit is not applicable because the rank of channel

matrix is also bounded by minimum of M,L, or ns.
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We now consider the capacity of MIMO systems with directional antennas. Sur-

prisingly, the capacity of MIMO systems with directional antennas does not depend

on the number of scatterers. Even with very small number of scatterers like 1, the

capacity of MIMO systems with directional antennas is not affected due to inherent

independence of each element of channel matrix. While omni-directional antennas are

sharing all scatterers in every pair of transmitter and receiver antennas, directional

antennas have disjoint sets of scatterers. The result is that each element of channel

matrix, H, is independent, and the capacity is maximized. In this sense, directional

antennas are found to enhance capacity of MIMO systems.

Simulation results for more realistic experiments which accounts the various level

of side-lobes are shown in Fig. 6. It shows that MIMO systems with directional
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antennas with up to 20 dB side-lobe work perfectly. There is almost no degradation

observed in the figure when side-lobe level is less than 20 dB. However, we see bigger

degradation as side-lobe level gets higher. As side-lobe level gets higher, the capacity

of MIMO systems wit directional antennas gets closer to one of a MIMO system with

omni-directional antennas. It confirms our previous results shown in Fig. 5. We

think that a MIMO system with directional antennas with 20 dB side-lobe is pretty

standard, so its capacity advantage may be achievable.
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Figure 6: Capacities for various level of sidelobes w.r.t. number of scatterers of
(4,4) MIMO systems with SNR =10 dB, where O: omni-directional antennas, and
(D, xdB): directional antennas with sidelobe level of x dB.

MIMO systems with directional antennas can be viewed as MIMO systems with
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omni-directional antennas with pre-fixed beam-forming in the sense of adaptive ar-

rays. Simply fixing the beam pattern as in Fig. 3 instead of doing complicated adap-

tive beam formation, we can achieve high capacity in a mobile-to-mobile environment.

The risk is that we might suffer rank deficiency of the channel matrix H, when the

number of scatterers is very small, and scatterers are not distributed uniformly.

3.5 Conclusion

In this chapter, we derived the spatial correlations for the elements of channel matrix

H utilizing a “two ring” model to investigate MIMO systems in a mobile-to-mobile

communications. Correlations are generally indicative of the MIMO capacity. Anal-

ysis indicates that MIMO systems with directional antennas is superior than MIMO

systems with omni-directional antennas. Simulation results confirm that higher ca-

pacities are achieved for MIMO systems with directional antennas relative to MIMO

systems with omni-directional antennas when antenna spacing is less than λ/2, or

when number of scatterers is small. Simulation results also verify that richness

of multi-path is required to maximize the capacity of MIMO systems with omni-

directional antennas, but not for MIMO systems with directional antennas. With

these results, we might conclude that multi-path richness is required to guarantee

the independence of different antenna pairs, which is an inherent nature of MIMO

systems with directional antennas. MIMO systems with directional antennas seem to

be very attractive in a mobile-to-mobile environment.
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CHAPTER IV

SIMO SYSTEMS IN A MOBILE-TO-MOBIE

ENVIRONMENT

4.1 Overview

Multi-antenna implementations for wireless communications remain an active re-

search area receiving wide interest. In cellular applications, multi-antenna archi-

tectures typically have been considered for use at the base station on up-links from

a mobile stations [37]. The need for multiple antennas at the user terminal has been

suggested in [38], and further studied in [39].

Mobile-to-mobile communication systems, where both the transmitter and the

receiver are in motion, have different scattering environments compared to the con-

ventional cellular systems. Both ends of the communication link are surrounded by

scatterers as a result of their relative low antenna elevation. A new architecture

to deploy directional antennas to the adaptive antenna array systems in mobile-to-

mobile environment is introduced showing superior performance than systems with

omni-directional antennas. In the architecture, a new combining scheme to select the

outputs of optimal combining (SOOC) is also developed and shows huge performance

gain over the conventional optimal combining (OC) scheme.

OC has attracted great interest as a space-time processing of adaptive antenna

arrays to suppress the interference and mitigate the fading effect with reception diver-

sity in wireless communication environment. Antennas are weighted and combined to

maximize the output signal-to-interference-plus-noise ratio (SINR). A large volume

of research has been actively conducted on evaluating the performance of OC [40] -

36



[55].

This chapter analyze the performance of SOOC with multiple equal-power inter-

ferers in an interference limited environment. We derive several important closed-form

solutions for SOOC such as the pdf, the outage probability, and the average output

SIR. We also derive a closed-form solution for the SER of BPSK systems.

The remainder of this chapter is organized as follows. Section 4.2 introduces a new

multiple-antenna architecture and a new combining scheme of a SIMO system. In

Section 4.3, we define the system model and a brief overview of OC is given. Section

4.4 provides the derivation for the pdf of OC and SOOC. Based on the distribution

of OC and SOOC, analysis on the performance of SOOC are presented in Section 4.5.

The average SIR, the outage probability, and the SER for MPSK systems of SOOC

are derived. Finally, summary and conclusions are provided in Section 4.6.

4.2 A New SIMO system in Mobile-to-Mobile com-

munications with co-channel interference

We develop a new architecture that employs directional antennas in a multiple-

antenna SIMO configuration in a mobile-to-mobile environment. Figure 7 shows an

example of the proposed SIMO system with a single antenna at one end and multiple

antennas at the other end.

We investigate the performance of the developed SIMO system in a non-line-

of-sight (NLOS) mobile-to-mobile channel. Channel impairments include Doppler

spread and angular spread originating from scatterers in the vicinity of both the

transmitter and the receiver. We employ the “two ring” scattering model and com-

pare the performance of the proposed system to the performance of adaptive arrays

implemented with omni-directional antennas. Interested reader may see the details

of performance analysis depending on such impairments in [56]. Several practical

suboptimal algorithms for the selection are proposed and analyzed in [57].
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Figure 7: Example of a SIMO system with directional antennas. Four directional
antennas are deployed in a multiple antenna system, and each antenna covers each
quadrant of the area.

In the developed architecture, a new combining scheme, SOOC, is also developed.

A schematic view of the SOOC is shown in Fig. 8. In the figure, the central controller

selects the best output from outputs of two independent adaptive antenna array

systems. This may arise in different situations. It is possible to communicate the

outputs of receivers when they are physically separated and deployed with adaptive

arrays. A good example is a cellular system in which each base station is deployed

with adaptive array antennas and communicates with the base station controller,

which is the typical scenario for the soft handoff. The other situation may arise

when there are only a limited number of radio frequency (RF) chains, which can not

support more antennas. RF chains are switched to adaptive array antennas with a

better SINR. RF chains are generally considered expensive resources.
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Figure 8: A schematic view of SOOC.

4.3 System Model

Consider M independent adaptive array systems with N antennas. There are L

interferers with a single antenna in the system. We assume that the channel is

frequency flat faded and perfect channel knowledge is available at the receiver. Then,

the array response of each antenna system is given by,

ri =
√
PScib0 +

√
PI

L∑

k=1

ck,ibk, i = 1, 2, . . . ,M, (50)

where ci and ck,i are N × 1 complex channel response vectors of desired user and the

kth interferer for the ith system, respectively. We consider the interference limited

case (L > N) in which we can ignore the background noise. Ps and PI are the

average powers of desired user and interfering signals, and b0 and bk represent MPSK

modulated transmit symbol of desired and the kth interferer with unit variance,

respectively. We omit the time index for brevity. We also model each element of

39



ci, ck,i as independent and identical (i.i.d.) random variables with unit variance.

Let CI,i be the aggregated N×L channel gain matrix for the cochannel interferers

of system i, which is given by

CI,i = (c1,i, c2,i, · · · , cL,i) , i = 1, 2, . . . ,M. (51)

Then, the received vector can be rewritten as

ri =
√
PScib0 +

√
PI CI,ibI , i = 1, 2, . . . ,M, (52)

where bI = (b1, b2, · · · , bL)T , and (X)T is the transpose of X.

The weight vector to maximize the output signal-to-interference ratio (SIR) is

wi = R−1
i ci, i = 1, 2, . . . ,M, (53)

Ri = PICI,iC
†
I,i, i = 1, 2, . . . ,M, (54)

where (·)† is the conjugate transpose of the matrix. Then, the maximum SIR at each

of the OC combiner output is

γi = c†iR
−1
i ci, i = 1, 2, . . . ,M. (55)

4.4 pdf of SOOC

It is well known that Ri has the Wishart distribution and γi is a quadratic form

of multi-variate Gaussian random matrices, which is extensively studied at 1960’s

[58, 17]. The pdf, fγi
(γ), and the cumulative distribution function (cdf), Fγi

(γ), are

[58, 43]

fγi
(γ) =

Γ(L+ 1)

Γ(N)Γ(L+ 1−N)
(Λ)L+1−N γN−1

(γ + Λ)L+1
, (56)

Fγi
(γ) =

Γ(L+ 1)

Γ(N + 1)Γ(L+ 1−N)

( γ
Λ

)N
2F1

(
L+ 1, N ;N + 1;− γ

Λ

)
, (57)
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where Λ = Ps/PI , Γ(·) is the gamma function and pFq (a1, . . . , ap; b1, . . . , bq;x) is the

generalized hypergeometric function defined as [59]

pFq (a1, . . . , ap; b1, . . . , bq;x) =
∞∑

n=0

(a1)n . . . (ap)n
(b1)n . . . (bq)n

xn

n!
, (58)

where (a)n is the Pochhammer symbol equal to Γ(a + n)/Γ(a). It is worth noting

that the outage probability has direct relation with cdf given by

(59)

PO = Probability{γ ≥ γO}. (60)

= Fγ(γO). (61)

Selecting the best branch implies selecting the branch with the best SIR amongst the

M outputs of the OC combiner. Hence, the pdf of the output SIR of SOOC is [2]

fγ̂(γ̂) = Mfγ(γ̂)FM−1
γ (γ̂). (62)

We focus on the case where M = 2 throughout the paper. However, results can be

extended for higher values of M . Figure 9 shows the pdf’s of SIR of OC and SOOC

with different number of antennas when M = 2 and L = 6. They show the pdf of

SOOC is shifted to the right compared to the pdf of OC, which indicates that the

mean SIR of SOOC is greater than the mean of SIR of OC.

4.5 Performance Analysis of SOOC

In this section, we analyze the performance of SOOC systems. The closed-form

expression of the average SIR and the outage probability are derived. SER of MPSK

systems is also derived as the sum of single integral formulas and the closed-form

expression for BPSK systems as a special case.
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Figure 9: Pdf of OC and SOCC with varing number of antennas when L = 6.

4.5.1 Average SIR

The average SIR of SOOC is derived using (56), (95), and (62).

˜̂γ =

∫ ∞

0

γ̂fγ̂(γ̂)dγ̂. (63)

= K1Λ
L+1−2N

∫ ∞

0

γ̂2N

(γ̂ + Λ)L+1 2F1

(
L+ 1, N ;N + 1;− γ̂

Λ

)
dγ̂, (64)

where

K1 =
2Γ2(L+ 1)

Γ2(L+ 1−N)Γ(N)Γ(N + 1)
. (65)
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Using the identity in [60], the hypergeometric function in (64) can be expressed as

2F1

(
L+ 1, N ;N + 1;− γ̂

Λ

)
=

Γ(N + 1)

Γ(L+ 1)Γ(N)
G12

22



γ̂

Λ

−L 1−N

0 −N


 , (66)

where Gmn
pq is the Meijer G function defined as

Gmn
pq


x

a1, . . . , ap

b1 . . . , bq


 =

1

2πi

∫
m∏

j=1

Γ(bj − s)
n∏

j=1

Γ(1− aj + s)

q∏

j=m+1

Γ(1− bj + s)

p∏

j=n+1

Γ(aj − s)
xsds. (67)

See [60] for more details. Using the integral transform [61, p418], we have the closed-

form solution for average SIR of γ̂

˜̂γ =
2Γ(L+ 1)

Γ2(L+ 1−N)Γ2(N)
ΛG23

33



γ̂

Λ

−2N, −L, 1−N

L− 2N 0, −N


 . (68)

Unfortunately, we found that this expression is simple, but not numerically stable

when we evaluate with the current software package. We derive alternative expres-

sion by transforming the hypergeometic function in (64) to the sum of finite analytic

functions using the identity in [62],

2F1

(
L+ 1, N ;N + 1;− γ̂

Λ

)
=

1
(

1 +
γ̂

Λ

)L 2F1

(
N − L, 1;N + 1;− γ̂

Λ

)
. (69)

=
1

(
1 +

γ̂

Λ

)L
L−N∑

i=0

ci
(−1)i

Λi
γ̂i, (70)

ci =
(N − L)i(1)i
(N + 1)i i!

. (71)

This identity is useful to evaluate the performance of SOOC. Now, the average SIR

of γ̂ is expressed as [60]
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˜̂γ = K1

L−N∑

i=0

(−1)iΛ−2N−ici

∫ ∞

0

γ̂2N+i

(
1 +

γ̂

Λ

)2L+1
dγ̂. (72)

= K1Λ
L−N∑

i=0

(−1)i ci B(2N + i+ 1, 2L− 2N − i), (73)

where B(a, b) is the beta function defined as

B(a, b) =
Γ(a)Γ(b)

Γ(a+ b)
. (74)

The average SIR of OC is known as [43]

γ̂ =
N

L−N Λ. (75)

Figure 10 plots the average SIR of OC and SOOC with varying number of antennas

when L = 10 and Λ = 10 dB, and shows a good match between analysis and the

simulation results. We observe that there is considerable gain of SOOC over OC

in terms of average SIR, and the gain becomes larger as the number of antennas

increases.

4.5.2 Outage Probability

The outage probability can be derived using the identity (70) as follows

Po(γo) =

∫ γo

0

fγ̂(γ̂)dγ̂. (76)

= K1

L−N∑

i=0

(−1)iΛ−2N−i ci

∫ γo

0

γ̂2N+i−1

(
1 +

γ̂

Λ

)2L+1
dγ̂. (77)

= K1

L−N∑

i=0

(−1)iΛ−2N−i ci
γ2N+i
o

2N + i
2F1

(
2L+ 1, 2N + i; 2N + i+ 1;−γo

Λ

)
,(78)
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Figure 10: Average SIR of OC and SOOC of various of number of antennas with L
= 10 and Λ = 10 dB.

where K1 and ci are defined in (65) and (71), respectively. The outage probability of

OC and SOOC is plotted in Fig. 11 with L=7 and N=3 with various values of Λ. The

effective input SIR’s are -8.5 dB, 1.5 dB and 11.5 dB when Λ equals to 0 dB, 10 dB,

and 20 dB, respectively since there are seven interfers. It shows that Both OC and

SOOC suppress the interference efficiently, but SOOC has the superior performance

than OC.

4.5.3 Average SER

Based on the distribution of SIR derived in the previous section, we can have a single

integral expression for the SER of MPSK system. The SER of MPSK system is given

by [63]

45



−20 −15 −10 −5 0 5 10 15 20 25
10−10

10−8

10−6

10−4

10−2

100

Output SIR normalized by γ
O

 (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y

OC
SOOC

Λ = 20dB 

Λ = 10dB 

Λ = 0dB 

Figure 11: Outage probabity of OC and SOOC with various values of Λ, L=7 and
N=3.

P̄s =
1

π

∫ π−π/M

0

∫ ∞

0

exp
(
− gPSK

sin2 θ
γ
)
fγ(γ)dγ dθ, (79)

where gPSK = sin2(π/M). Using the integration by parts and the change of variable,

the SER of above equation can be expressed as

P̄s =

√
gpsk

π

∫ ∞

0

e−gPSKγ

2
√
γ

(
1 + erf

(√
(1-gPSK)γ

))
Pout(γ) dγ, (80)

Finally, the SER of MPSK systems is expressed as
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P̄s = K1

L−N∑

i=0

(−1)iΛ−2N−i ci
2(2N + i)

√
gpsk

π

2L−2N∑

j=0

(−1)jΛ−jdj

·
∫ ∞

0

γ2N+i−je−gPSKγ

√
γ

(
1 +

γ

Λ

)−2L (
1 + erf

(√
(1-gPSK)γ

))
dγ, (81)

where

dj =
(2N + i− 2L)j(1)j

(2N + i+ 1)j j!
. (82)

We derive the closed-form expression for the SER of BPSK systems as a special case.

We only include the final result for the brevity.

Pe = K2

L−N∑

i=0

Pe,i. (83)

K2 =
Γ2(L+ 1)√

π Γ2(L+ 1)Γ(2L+ 1−N)Γ(N + 1)Γ(N)
. (84)

Pe,i = (−1)ici

[
Γ(2N + i− 2L− 1

2
)Γ(2N + i− 2L− 1)Γ(2L+ 1)

Γ(2N − 2L+ i)
Λ2L+1−2N−i (85)

·2F2

(
2L+ 1, 2L+ 1− 2N − i; 2L+

3

2
− 2N − i, 2L+ 2− 2N − i; Λ

)

−0.5Γ(2L+
1

2
− 2N − i)Γ(2N + i+

1

2
)Λ

1

2

·2F2

(
2N + i+

1

2
,
1

2
; 2N + i+

1

2
− 2L,

3

2
; Λ

)
+
√
πΓ(2L+ 1− 2N − i)Γ(2N + i)

]
.

The average SER’s of MPSK systems with four modulation symbols are plotted in

Fig. 12. It shows a good match between analysis and simulation results. As we see

in the outage probability in Fig. 11, the performance difference of OC and SOOC

is increased as we approach to the high SIR region. It is due to the characteristic

of outage probability of OC and SOOC. The outage probability of SOOC is superior

at the low outage probability region. When SER= 0.01 and N=2, more than 4 dB

performance difference is observed between OC and SOOC.
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Figure 12: Average SER of MPSK of OC and SOOC with four modulation sysmbols,
L=7 and various number of N .

4.6 Conclusion

An interesting configuration of multiple antenna systems using directional anten-

nas arise in the mobile-to-mobile environment. As a result, the selection combining

of outputs of optimal combing (SOOC) were introduced. This chapter studies the

performance of SOOC with multiple co-channel interferences. We derive the pdf of

SOOC and the average SIR of SOOC. We also derive the expressions for the outage

probability and the SER for MPSK systems of SOOC. We evaluate the performance

of SOOC by comparing with the performance of OC. SOOC is especially beneficial

over OC when the required SER is low.
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CHAPTER V

PERFORMANCE ANALYSIS ON OPTIMAL

COMBINING IN THE PRESENCE OF

INTERFERERS AND THERMAL NOISE

5.1 Overview

The performance of MIMO systems with optimum combining (OC) is studied in a

Rayleigh fading environment with arbitrary-power co-channel interference and ther-

mal noise. Based on the joint eigenvalue distributions of quadratic forms in complex

Gaussian matrices, a closed-form expression for the exact distribution of the output

SINR is derived. A closed-form expression for exact MGF of the output SINR of

SIMO systems is also derived. From the exact MGF, the moments of the output

SINR and the symbol error rate of various M -ary modulation schemes are obtained.

We verify the accuracy of our analytical results by the numerical examples. The

new analytical framework provides a simple and accurate way to assess the effects of

equal and unequal-power co-channel interferers and thermal noise on the performance

of optimum combining.

The remainder of this chapter is organized as follows. Section 5.2 provides some

new results on the joint eigenvalue distributions of quadratic forms in complex Gaus-

sian matrices, which play a major role in the derivation of the performance of OC. In

Section 5.3, we define the system model and briefly review OC systems. Section 5.4

presents the outage probability, pdf of output SINR, and SER of MPSK for MIMO-

OC system with cochannel interference and thermal noise. Section 5.5 presents the

derivation of the MGF, the moments of output SINR of SIMO-OC, and average SERs
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for MPSK, MQAM, and MDPSK in the presence of interference and thermal noise

on a Rayleigh fading channel. In Section 5.6, we show some numerical examples to

confirm our analysis by comparing with simulation results. Finally, the main results

of this paper are summarized in Section 5.7.

5.2 Joint Eigenvalue Distributions of Quadratic

Forms in Complex Gaussian Matrices

Based on the distribution functions of the ordered eigenvalues of certain quadratic

forms in complex Gaussian matrices reviewed in Chapter II, we develop two important

theorems, which is useful to analyze the performance of optimal combing in the

presence of arbitrary-powered interferers and thermal noise.

Theorem 2. Consider the m×n matrix Y ∼ Ñm,n(0, Im,Ψ) with m ≤ n, where Ψ is

the n× n Hermitian positive definite matrix with n eigenvalues ψ1 ≥ ψ2 ≥ · · · ≥ ψn,

and ρ distinct ordered eigenvalues ψ<1> > ψ<2> > · · · > ψ<ρ> , and Im is the

m × m identity matrix. Then, the joint density function of the ordered eigenvalues

λ1, λ2, · · · , λm of Z = YYH is given by

fΛ (λ1, λ2, · · · , λm) = K1 (m,n,Ψ) det (V (Λ))

det







Y1 Y2 · · · Yρ

Z(n−m),1Z(n−m),2 · · ·Z(n−m),ρ







det

([
Z(n),1 Z(n),2 · · · Z(n)ρ

]) ,

(86)

where V(X) denotes the Vandermonde matrix of the ordered eigenvalues of X, ρ is

the number of distinct eigenvalues of Ψ, lk is the number of same value eigenvalues for

k = 1, · · · , ρ :
∑ρ

k=1 lk = n, Yk and Z(l),k are m× lk and l× lk matrices respectively,

and

K1 (m,n,Ψ) = (−1)m(n−m) π
m(m−1)

∏n
i=n−m+1 Γ(i) (det (Ψ))−m

Γ̃m(n)Γ̃m(m)
, (87)
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{Yk}i,j = (−λi)(j−1) exp(−λi/ψ<k>), (88)

{
Z(l),k

}
i,j

= (−1)(j−1)(i− j + 1)(j−1)(−ψ<k>)(j−i) , (89)

Γ̃m(n) = πm(m−1)/2
∏m

k=1
Γ(n− k + 1) (90)

Proof. By putting B = In and Σ = Im in the distribution of the quadratic forms in

complex matrices in Chapter II, the density function of ordered eigenvalues of Z is

given by [79]

fΛ (λ1, λ2, · · · , λm) =
πm(m−1) (det Ψ)−m

Γ̃m(n)Γ̃m(m)

m∏

i=1

λn−mi

m∏

i<j

(λi − λj)2
0F̃

(n)
0

(
−Ψ−1,Λ

)
.

(91)

The complex hypergeometric function 0F̃
(n)
0 (−Ψ−1,Λ) can be represented in terms of

determinants with classical hypergeometric functions using the formulation of Gross

and Richards. Unfortunately, the formulation requires the number of eigenvalues for

each matrix argument to be equal and all the eigenvalues of the matrix arguments to

be unequal. Thus, we add the n−m eigenvalues ε0
1 > ε0

2 > · · · > ε0
n−m > 0 in Λ and

take the limit {ε0
i } → 0 for i = 1, 2, · · · , n − m. Adding zero eigenvalues does not

change the original zonal polynomials [80]. We also introduce ε1
1 > ε1

2 > · · · > ε1
l1
> 0,

ε2
1 > ε2

2 > · · · > ε2
l2
> 0, · · · , and ερ1 > ερ2 > · · · > ερlρ > 0 to take the limit {εjk} → 0

for j = 1, 2, · · · , ρ, and k = 1, 2, · · · , lj.

0F̃
(n)
0 (−Ψ−1,Λ) can be expressed as

0F̃
(n)
0

(
−Ψ−1,Λ

)
= lim
{εj

k}→0

lim
{ε0i}→0

0F̃
(n)
0

(
−Ψ̃

−1
, Λ̃
)

(92)
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where Λ̃ is an n × n diagonal matrix Λ̃ = diag{λ1, · · · , λm, ε0
1, · · · , ε0

n−m}, and Ψ̃

is an n × n diagonal matrix Ψ̃
−1

= diag{ψ̃−1
1 , · · · , ψ̃−1

n } = diag{ψ−1
<1> + ε1

1, ψ
−1
<1> +

ε1
2, · · · , ψ−1

<1>+ε1
l1
, ψ−1

<2>+ε2
1, ψ

−1
<2>+ε2

2, · · · , ψ−1
<2>+ε2

l2
, · · · , ψ−1

<ρ>+ερ1, ψ
−1
<ρ>+ερ2, · · · , ψ−1

<ρ>+

ερlρ}. The determinant representation of the complex hypergeometric function 0F̃
(n)
0 (−Ψ̃

−1
, Λ̃)

is given by

0F̃
(n)
0

(
−Ψ̃

−1
, Λ̃
)

=
n∏

k=1

Γ(k)
det
(
F0

(
Ψ̃, Λ̃

))

det
(
V
(
−Ψ̃

−1
))

det
(
V
(
Λ̃
))

= K̃
det ([h (λ1) · · ·h (λm) h (ε1) · · ·h (εn−m−1) h (εn−m)])

det ([g (λ1) · · ·g (λm) g (ε1) · · ·g (εn−m−1) g (εn−m)])

(93)

where K̃ = (
∏n

k=1 Γ(k))/ det(V(−Ψ̃
−1

)), h(x) = [e−x/ψ̃1 e−x/ψ̃2 · · · e−x/ψ̃n ]T , and

g(x) = [1 x x2 · · · xn−1]T . The ratio of det(F0(Ψ̃, Λ̃)) to det(V(Λ̃)) in (93) is trouble-

some since both vanish as {ε0
i } → 0. By applying the Cauchy’s mean value theorem

or l’Hôpital rule, 0F̃
(n)
0 (−Ψ̃

−1
, Λ̃) becomes [81, 82]

0F̃
(n)
0

(
−Ψ̃

−1
, Λ̃
)

= K̃
det
([

h (λ1) · · ·h (λm) h(0) (ε1) · · ·h(n−m−2) (εn−m−1) h(n−m−1) (εn−m)
])

det ([g (λ1) · · ·g (λm) g(0) (ε1) · · ·g(n−m−2) (εn−m−1) g(n−m−1) (εn−m)])

(94)

where h(k)(x) and g(k)(x) denote the k-th derivatives of h(x) and g(x), respectively.

Since the effect of interchanging operation between two rows upon the determinant

is to multiply it by −1, 0F̃
(n)
0 (−Ψ̃

−1
,Λ) can be rewritten as

0F̃
(n)
0

(
−Ψ̃

−1
,Λ
)

= (−1)m(n−m)

∏m
i=1 Γ(n− i+ 1)

det
(
V
(
−Ψ̃

−1
))

det
(
F1

(
Ψ̃,Λ

))

(det Λ)n−m det (V (Λ))
. (95)

and
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{
F1

(
Ψ̃,Λ

)}
i,j

=





exp
(
−λj/ψ̃i

)
, j = 1, · · · ,m

(
−ψ̃i

)m+1−j

, j = m+ 1, · · · , n.

Similarly, we take the limit for {εjk} → 0 for j = 1, 2, · · · , ρ, and k = 1, 2, · · · , lj,

then 0F̃
(n)
0 (−Ψ−1,Λ) is

0F̃
(n)
0

(
−Ψ−1,Λ

)
= lim
{εj

k}→0
0F̃

(n)
0

(
−Ψ̃

−1
,Λ
)
. (96)

= (−1)m(n−m)

∏m
i=1 Γ(n− i+ 1)

(det Λ)n−m det (V (Λ))

·

det







Y 1 Y 2 · · · Y ρ

Z (n−m),1Z (n−m),2 · · ·Z (n−m),ρ







det

([
Z (n),1Z (n),2 · · ·Z (n)ρ

]) . (97)

Finally, substituting (97) into (91) yields the distribution of ordered eigenvalues of Z.

Theorem 3. Consider the m× n matrix Y ∼ Ñm,n(0,Σ, In), where Σ is the m×m

Hermitian positive definite matrix with m eigenvalues σ1 ≥ σ2 ≥ · · · ≥ σm and ρ

distinct ordered eigenvalues σ<1> > σ<2> > · · · > σ<ρ> . Then, the joint density

function of the ordered eigenvalues λ1, λ2, · · · , λm of Z = YYH is given by

fΛ (λ1, λ2, · · · , λm) = K2 (m,n,Σ) (det Λ)n−m det (V (Λ))

·
det

([
Y1 Y2 · · · Yρ

])

det

([
Z(m),1 Z(m),2 · · · Z(m)ρ

]) , (98)
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where ρ is the number of distinct eigenvalues of Σ, lk is the number of the same

eigenvalues for k=1, · · · , ρ :
∑ρ

k=1 lk = m, Yk and Z(l),k are m × lk and l × lk

matrices respectively, and

K2 (m,n,Σ) =
πm(m−1)

∏m
i=1 Γ(i) (det (Σ))−n

Γ̃m(n)Γ̃m(m)
, (99)

{Yk}i,j = (−λi)(j−1) exp(−λi/σ<k>), (100)

{
Z(l),k

}
i,j

= (−1)(j−1)(i− j + 1)(j−1)(−σ<k>)(j−i) (101)

Proof. As seen [55, Section III.B], the joint density function of ordered eigenvalues

λ1, λ2, · · · , λm is

fΛ (λ1, λ2, · · · , λm) =
πm(m−1)

∏m
i=1 Γ(i)

Γ̃m(n)Γ̃m(m)
(det Σ)−n (det Λ)n−m det (V (Λ))

det (F0 (Σ,Λ))

det
(
V
(
−Σ−1

)) ,

(102)

where

{F0 (Σ,Λ)}i,j = exp(−λj/σi).

With the same eigenvalues of Σ, we also have the same problem to evaluate the

density since the numerator and denominator vanishes at the same time. Applying

the technique used in the the previous proof, we can reach to the final result.

54



5.3 MIMO-OC System Model

Consider a MIMO system employing T antennas at the transmitter and R antennas

at the receiver with L interferers denoted as an (T,R, L) MIMO system. SIMO is

the special case of MIMO with T =1. We assume that the channel is flat faded and

perfect channel knowledge is available at both the transmitter and receiver. Then,

the R× 1 vector at the receiver is

r =
√
PDHDwT sD +

L∑

k=1

√
Pkhksk+n (103)

where sD and sk are the unit-variance modulation symbols of the desired and the k-th

interfering user, and PD and Pk are the average powers of the desired user and the

k-th interfering user, respectively; wT is the T ×1 weighting vector at the transmitter

with ‖wT‖2 = 1; n is the additive complex Gaussian noise vector with zero mean and

covariance matrix σ2IR, where IR is the R × R identity matrix; HD is the R × T

channel gain matrix for the desired user and hk is the R × 1 channel gain vector

for the k-th interfering user. Each entry of HD and hk is an independent complex

Gaussian random variable with unit-variance.

Let HI = (h1,h2, · · · ,hL) be the aggregated R × L channel gain matrix for the

cochannel interferers. Then, the received vector in (103) can be rewritten as

r =
√
PDHDwT sD + HIP

1/2
I sI + n, (104)

where PI = diag{P1, P2, · · · , PL} and sI = (s1, s2, · · · , sL)T . The optimum weighting

vector at the receiver for a given wT that maximizes the output SINR is [70], [71]

wR = αR−1HDwT , (105)

where α is arbitrary constant which does not affect the output SNR, and R =

HIPIH
H
I +σ2IR is the interference-plus-noise covariance matrix. Using the optimum

weighting vector wR in (105) and applying the Raleigh-Ritz theorem in [5, p.176], the
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optimum weighting vector wT at the transmitter is the eigenvector corresponding to

the largest eigenvalue of Z = HH
DR−1HD. Finally, the maximum output SINR per

symbol becomes

γ = PDwH
T HH

DR−1HDwT ,

= PDλmax. (106)

where λmax is the largest eigenvalue of Z.

5.4 Performance Analysis of MIMO-OC System

With Interference and Thermal Noise

Now, we consider a MIMO adaptive antenna system in the presence of arbitrary-

power interference and thermal noise. For the brevity, we assume that the number

of co-channel interferers is larger than or equal to the number of receive antennas

(overload case). The same method can be applied where the number of cochannel

interferers exceeds the number of antennas (underload case).

Based on the joint eigenvalue distributions in Theorem 1 and 2, we derive closed-

form expressions for the exact pdf and the outage probability of the maximum SINR.

Then, we present the error probability of MPSK in MIMO-OC systems as a single

integral formula.

5.4.1 Outage Probability

To derive the outage probability of MIMO-OC systems, we need to find the distri-

bution function of the largest eigenvalue of Z = HH
DR−1HD. Since the covariance

matrix R is a positive definite Hermitian matrix, it can be unitarily diagonalized as

R = EHΣE, where E is a unitary matrix and Σ = diag{σ1, σ2, · · · , σR} is a diago-

nal matrix of the ordered eigenvalues of R with σ1 ≥ σ2 ≥ · · · ≥ σR. Then, using

the invariant statistical properties of unitary transformation, the random matrix Z is

equivalent to a quadratic-form of complex Gaussian matrix with one-sided covariance
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matrix Σ and can be expressed as

Z = H̃H

DH̃D, (107)

where H̃D ∼ ÑR,T (0,Σ−1, IT). Since the largest eigenvalue of Z has different dis-

tribution functions depending on the numbers of transmit and receive antennas, let

us derive the outage probability of MIMO-OC system in two cases, i.e., R ≥ T and

R ≤ T .

5.4.1.1 MIMO-OC systems with R ≥ T and R ≥ L

When the number of receiver antennas is greater than the number of transmit anten-

nas, Z = Y1Y1
H , where Y1 ∼ ÑT,R(0, IT ,Σ

−1). With distinct eigenvalues of Σ, the

joint density function of eigenvalues of Z conditioned on covariance matrix Σ−1 can

be simplified using (91) and (95) as

fΛ|Σ (λ1, λ2, · · · , λT ) = (−1)T (R−T ) π
T (T−1)

∏R
i=R−T+1 Γ(i)

Γ̃T (R)Γ̃T (T )

(det (Σ))T

det (V (−Σ))

· det (V (Λ)) det
(
F1

(
Σ−1,Λ

))
, (108)

where Λ = diag{λ1, · · · , λT} is a diagonal matrix of the ordered eigenvalues of Z with

λ1 ≥ · · · ≥ λT ,

{
F1

(
Σ−1,Λ

)}
i,j

=





exp (−λjσi) , j = 1, · · · , T

(−σi)T+1−j , j = T + 1, · · · , R.

Then, the cdf of the largest eigenvalue λmax can be obtained as

Fλ
max|Σ

(x) = Pr [λmax ≤ x | Σ]

= Pr [0 ≤ λT ≤ λT−1 ≤ · · · ≤ λ1 ≤ x | Σ]

=

∫ x

0

∫ x

λT

· · ·
∫ x

λ2

fΛ|Σ (λ1, λ2, · · · , λT ) dλ1dλ2 · · · dλT . (109)
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Since the integrand of (109) is a symmetric function of λ1, λ2, · · · , λT , we can sim-

plify the multi-dimensional integration in (109) into a single integral formula from

the generalized Binet-Cauchy formula in Chapter II. The conditional cdf of λ
max|Σ

becomes

Fλ
max|Σ

(x) = (−1)T (R−T ) π
T (T−1)

∏R
i=R−T+1 Γ(i)

Γ̃T (R)Γ̃T (T )

(det (Σ))T

det (V (−Σ))
det (∆1 (x)) , (110)

where ∆1 (x) is an R×R matrix function of x whose entries are

{∆1 (x)}i,j =





σ−j
i γ (j, σix) , j = 1, · · · , T

(−σi)T+1−j , j = T + 1, · · · , R.
(111)

In (111), γ (·, ·) is the incomplete Gamma function [60, eq. 8.350.1].

The joint eigenvalue distribution of R is largely governed by the distribution of

R̃ = HIPIH
H

I
, and the joint eigenvalue distribution of R̃ is one of the quadratic forms

of Y ∼ ÑR,L(0, IR,PI) for ρ distinct power interferers p<1> > p<2> > · · · > p<ρ>with

L in total.

The exact cdf of the largest eigenvalue of Z can be derived by averaging the

conditional cdf in (110) over the joint eigenvalue distribution of R. The exact cdf of

the maximum output SINR of MIMO-OC system is obtained using the generalized

Binet-Cauchy formula in Chapter II. Let ΓD = PD/σ
2,Γi = Pi/σ

2, γ<k> = p<k>/σ
2

and ΓI = diag(Γ1,Γ2, · · · ,ΓL). Then, a closed-form expression of outage probability

of maximum output SINR of MIMO-OC system is

Pout (γ0) = Pr {γ ≤ γ0} = Fλmax
(γ0/PD) = K̃1 (T,R,ΓI) det

(
∆̃1 (γ0)

)
(112)

where ∆̃1 (x) is an L× L matrix function

∆̃1 (x) =




Ỹ 1(x) Ỹ 2(x) · · · Ỹ ρ(x)

Z̃ (L−R),1 Z̃ (L−R),2 · · · Z̃ (L−R),ρ


 , (113)
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and

K̃1 (R,L,ΓI) =
(−1)T (R−T )+R(R−1)/2 πT (T−1)

∏R
i=R−T+1 Γ(i)

Γ̃T (R)Γ̃T (T ) det

([
Z̃ (L),1 Z̃ (L),2 · · · Z̃ (L)ρ

])K1 (R,L,ΓI) ,

(114)

{
Ỹ k(x)

}
i,j

=





Γ(i)I (T − i, j − 1, 1, γ<k>)− Γ(i) exp(− x
ΓD

)

·∑i−1
k=0

xk

k!
I
(
T − i+ k, j − 1, 1, ΓDγ<k>

ΓD+γ<k>x

)
i = 1, · · · , T,

(−1)R−j I (T +R− i, j − 1, 1, γ<k>) , i = T + 1, · · · , R,
(115)

{
Z̃ (l),k

}
i,j

= (−1)(j−1)(i− j + 1)(j−1)(−γ<k>)(j−i). (116)

In (115), [60, eq. 8.352.1] is used for the alternate expression for the incomplete

gamma function, and I(a, b, c, d) =
∫∞

0
(y + c)a yb exp(−y/d)dy. Using the binomial

expansion and [60, eq. 3.381.4], we get the closed-form solution for I(a, b, c, d),

I (a, b, c, d) =
a∑

k=0




a

k


 ca−k db+k+1 Γ(b+ k + 1). (117)

5.4.1.2 MIMO-OC system with R ≤ T and R ≥ L

When the number of transmit antennas is greater than the number of receive an-

tennas, Z has R non-zero eigenvalues equal to the eigenvaules of Y2Y2
H , where

Y2 ∼ ÑR,T (0,Σ−1, IT ). With the same procedure above, we get the outage probabil-

ity of MIMO-OC with R ≤ T is

Pout (γ0) = Pr {γ ≤ γ0} = Fλmax
(γ0/PD) = K̃2 (T,R,ΓI) det

(
∆̃2 (γ0)

)
(118)

where ∆̃2 (x) is an L× L matrix function

∆̃2 (x) =




Ỹ 1(x) Ỹ 2(x) · · · Ỹ ρ(x)

Z̃ (L−R),1 Z̃ (L−R),2 · · · Z̃ (L−R),ρ


 , (119)
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and

K̃2 (R,L,ΓI) =
(−1)R(R−1)/2 πR(R−1)

∏R
i=1 Γ(i)

Γ̃R(T )Γ̃R(R) det

([
Z̃ (L),1 Z̃ (L),2 · · · Z̃ (L)ρ

])K1 (R,L,ΓI) ,

(120)

{
Ỹ k(x)

}
i,j

= Γ(T −R + i)I (R− i, j − 1, 1, γ<k>)

−Γ(T −R + i) exp(− x

ΓD
)
T−R+i−1∑

k=0

xk

k!
I
(
R− i+ k, j − 1, 1,

ΓDγ<k>
ΓD + γ<k>x

)
(121)

{
Z (l),k

}
i,j

= (−1)(j−1)(i− j + 1)(j−1)(−γ<k>)(j−i). (122)

5.4.2 Pdf of SINR

The pdf of the SINR for MIMO-OC can be found by taking the derivative of the cdf

of SINR of MIMO-OC. By using the formula for the derivative of determinant [74]

d

dx
det (∆(x)) = det (∆(x)) tr

(
∆−1(x)

d

dx
∆(x)

)
. (123)

Using (123), the pdf of maximum output SINR of the MIMO-OC system is

fγ (x) =





1

ΓD
K̃1 (T,R,ΓI) det

(
∆̃1 (x)

)
tr
(
∆̃

−1

1 (x) ∆̆1 (x)
)
, R ≥ T,

1

ΓD
K̃2 (R, T,ΓI) det

(
∆̃2 (x)

)
tr
(
∆̃

−1

2 (x) ∆̆2 (x)
)
, T ≥ R,

,

(124)

where ∆̆1 (x) and ∆̆2 (x) are L× L matrices

∆̆1 (x) =




Ỹ
1

1(x) Ỹ
1

2(x) · · · Ỹ
1

ρ(x)

0(L−T ),L


 , (125)

∆̆2 (x) =




Ỹ
2

1(x) Ỹ
2

2(x) · · · Ỹ
2

ρ(x)

0(L−R),L


 , (126)

where 0A,B is A× B null matrix, and Ỹ
1

k and Ỹ 2
k are T × lk and R × lk matrices

respectively whose entries are defined by

{ Ỹ
1

k(x)}i,j = xi−1 exp(− x

ΓD
) I

(
T − 1, j − 1, 1,

ΓDγ<k>
ΓD + γ<k>x

)
, (127)

{ Ỹ
2

k(x)}i,j = xT−R+i−1 exp(− x

ΓD
) I
(
T − 1, j − 1, 1,

ΓDγ<k>
ΓD + γ<k>x

)
. (128)
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5.4.3 SER of MPSK

Based on the outage probability in (112) and (118), we can derive a single integral

formula for the SER of coherent MPSK in a MIMO-OC system. The SER of MPSK

system is

P̄s =
1

π

∫ π−π/M

0

∫ ∞

0

exp
(
− gPSK

sin2 θ
γ
)
fγ(γ)dγ dθ, (129)

where gPSK = sin2(π/M) and M is the number of modulation symbols of MPSK

systems. Using the integration by parts, the SER of above equation can be expressed

as

P̄s =
1

π

∫ π−π/M

0

∫ ∞

0

exp
(
− gPSK

sin2 θ
γ
) d

dγ
Pout(γ)dγ dθ

=
1

π

∫ ∞

0

Pout(γ)

∫ π−π/M

0

gPSK

sin2 θ
exp

(
− gPSK

sin2 θ
γ
)
dθdγ . (130)

By changing the variable θ = cot−1 y, the average SER of MPSK can be expressed as

a single integral formula, which is easier to handle for evaluating the performance of

MIMO-MRC system,

P̄s =

√
gpsk

π

∫ ∞

0

e−gPSKγ

2
√
γ

(
1 + erf

(√
(1-gPSK)γ

))
Pout(γ) dγ, (131)

where erf(x) = 2/
√
π
∫ x

0
exp(−t2)dt. Finally, the error probability of MPSK in

MIMO-OC system is given by

P̄s =





K̃1 (T,R,ΓI)

√
gpsk

2
√
π

∫ ∞

0

e−gPSKγ

√
γ

(
1 + erf

(√
(1-gPSK)γ

))
det
(
∆̃1 (γ)

)
dγ, R ≥ T,

K̃2 (R, T,ΓI)

√
gpsk

2
√
π

∫ ∞

0

e−gPSKγ

√
γ

(
1 + erf

(√
(1-gPSK)γ

))
det
(
∆̃2 (γ)

)
dγ, T ≥ R.

(132)

5.5 MGF-Based Performance Analysis of Opti-

mum Combining of SIMO Systems With In-

terference and Thermal Noise

A closed-form expression for the exact MGF of output SINR of SIMO-OC is derived

in the presence of thermal noise and arbitrary-power interferers. Using the MGF of
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output SINR of SIMO-OC, we derive moments of output SINR of OC, particulary

the average output SINR of OC. The symbol error probabilities of various M-ary

modulation schemes are also studied. We only consider the overload case for the

brevity (L ≥ R). However, the same framework can be applied to the underload

case.

5.5.1 MGF

Since R is decomposed as UHΣU, the output SINR γ can be expressed as γ =

PD
∑R

i=1 vi/σi, where v = UhD = [vD,1, vD,2, · · · , vD,R]T , and vi = |hD,i|2. Since v

has the same statistical properties as hD due to the unitary transformation of U, vi is a

chi-square random variable with two degrees of freedom. Then the moment-generating

function (MGF) of γ conditioned on the eigenvalues σi of R, i = 1, 2, · · · , R, is given

by [63]

ΦOC
γ (s ;σ1, σ2, · · · , σR) =

R∏

i=1

(
σi

σi − PDs

)
(133)

Integrating (133) over the distribution of eigenvalues of R and using the generalized

Binet Cauchy formula in Chapter II, the exact MGF of OC is,

ΦOC
γ (s) =

K1(R,L,ΓI)

det

[

Z (L),1 Z (L),2 · · · Z (L),ρ

] det(∆1 (s)) , (134)

where ∆1 (s) is an L× L matrix functions of s given by

∆1 (s) =




Y 1
1 Y 1

2 · · · Y 1
ρ

Z (L−R),1Z (L−R),2 · · ·Z (L−R),ρ


 (135)

where Y 1
k, and Z (l),k are R× lk, and l × lk matrices respectively whose entries are

defined by

{ Y 1
k}i,j = (−1)j−1I1(i, j − 1, 1, γ<k>, s), (136)

{
Z (l),k

}
i,j

= (−1)(j−1)(i− j + 1)(j−1)(−γ<k>)(j−i), (137)

62



I1(a, b, c, d, s) =

∫ ∞

0

(y + 1)a yb

(y + 1− ΓDs)c
exp(−y/d)dy

=
a∑

k=0




a

k


 I2(b+ k, c, d, s), (138)

for non-negative integer a with

I2(a, b, c, s) =

∫ ∞

0

ya

(y + 1− PDs)b
exp(−y/c)dy (139)

= Γ(a+ 1) (1− ΓDs)
a−b+1 Φ(a+ 1, a− b+ 2; (1− ΓDs)/c)(140)

where Φ(·) is a confluent hypergeometric function defined as [60, eq. 9.210.2], and

[60, eq. 9.211.4] is applied for (140).

5.5.2 Average output SINR

The moments of output SINR of OC are easily derived from MGF. The formula on

the derivative of determinant is used [75]

dk

dsk
det [∆ (s)] =

∑

µ∈A

(k)!

µ1!µ2! · · ·µm!
det
[
Ψµ (s)

]
(141)

where A = {(µ1, µ2, · · · , µm)| µi’s are integers satisfying
∑m

i=1 µi = k} and Ψµ(s) is

an m ×m matrix function whose entries are given by {Ψµ(s)}i,j = {∆(s)}(µi)
i,j . For

the derivative of matrix, the identity, I (k)(a, b, c, d, s) = (c)k(ΓD)kI (a, b+ k, c, s), is

used.

The kth moment of output SINR of OC is for the overload case is

Mk
OC =

dk

dsk
ΦOC
γ (s)

∣∣∣∣
s=0

, (142)

=
K1 (R,L,ΓI)

det

[
Z (L),1 Z (L),2 · · · Z (L),ρ

]
∑

µ∈A

(k)!

µ1!µ2! · · ·µm!
det
[
Ψµ

1
(0)
]
(143)
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and the kth moment of output SINR of OC for the underload case is

Mk
OC =

K2 (L,R,ΓI)

det

[
Z (L),1 Z (L),2 · · · Z (L),ρ

]

·
{

k∑

p=0

(
k

p

)
(Γd)

p (R− L)p
∑

µ∈A

(k − p)!
µ1!µ2! · · ·µm!

det
[
Ψµ

2
(0)
]
}

, (144)

where {Ψµ
1
(s)}i,j = {∆1(s)}(µi)

i,j , and {Ψµ
2
(s)}i,j = {∆2(s)}(µi)

i,j .

Especially, the first moment of output SINR of OC is easily derived using (123).

The average output SINR of OC, the first moment of output SINR of OC, for overload

case is

M1
OC =

K1 (R,L,PI)

det

[
Z (L),1 Z (L),2 · · · Z (L),ρ

] det (∆1(s)) tr
(

∆−1
1 (s)∆̃1(s)

)
∣∣∣∣∣∣∣∣
s=0

,(145)

where ∆̃1 (s) is an L× L matrix function of s given by

∆̃1 (s) =




Ỹ
1

1 Ỹ
1

2 · · · Ỹ
1

ρ

0(L−R),L


 , (146)

where 0(L−R),L is (L − R) × L null matrix, and Ỹ
1

k is R × lk matrix whose entries

are defined by

{ Ỹ
1

k}i,j = (−1)j−1 ΓD I1(i, j − 1, 2, γ<k>, s). (147)

5.5.3 Pdf and Outage Probability Approximation

Although the exact distribution is derived, it is worth considering the approximation

of pdf and cdf using MGF. To investigate the statistical properties of the maximum

SINR for the OC, such as pdf fγ(γ) and outage probability Pout(γ0), we need to eval-

uate the inverse Laplace transform of the MGF, i.e.,

fγ(γ) =
1

2πi

∫ c+i∞

c−i∞

Φγ(s)e
−γsds, (148)
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and

Pout(γ0) = Pr [γs < γ0] =
1

2πi

∫ c+i∞

c−i∞

Φγ(s)e
−γ0s

ds

s
. (149)

Usually, the inverse Laplace transforms is hard to derive as a closed-form expression.

Instead of deriving a closed-form solution, we may use numerical integrations. How-

ever, it sometimes requires even more computational time than Monte Carlo simula-

tions for a large m. To solve this problem, there have been proposed approximations

and numerical algorithms for the inverse Laplace transform [83]. We only considers

the Gaver-Wynn-Rho (GWR) algorithm as the simple and efficient techniques for

evaluating the inverse Laplace transform.

As a numerical algorithm for inverse Laplace transform, Euler summation tech-

nique with Bromwich inversion integral has been used for evaluating the outage prob-

abilities of MRC and equal-gain combiner without co-channel interference in the gen-

eralized fading channels [84]. Although this algorithm is a simple and accurate tech-

nique for the inverse Laplace transform of the MGF, several free parameters must be

adjusted for determining the accuracy of the numerical evaluation. As an efficient

solution for the inherent problem of a number of free parameters, Valkó and Abate

have recently proposed the GWR algorithm, which contains only one free parameter

ν [85, 86]. In GWR algorithm, the Gaver functional can be defined as [87]

gk(γ) =
k ln 2

γ

(
2k

k

) k∑

j=0

(−1)k
(
k

j

)
Φ

(
−(k + j) ln 2

γ

)
(150)

where Φ(s) = Φγs
(s) for pdf and Φ(s)Φγs

(s)/s for outage probability. The Gaver

functional itself provides a simple approximation for inverse Laplace transform as

k →∞. However, the convergence is too slow to obtain the accurate evaluation, e.g,

gk(γ) with k = 1000 provides only 2 or 3 digits of accuracy [85]. To overcome the
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convergence problem of the Gaver functional, Valkó and Abate have investigated the

convergence acceleration algorithms and found the Wynn-Rho algorithm as the best

acceleration scheme for the Gaver functionals, which is given by the recursive formula

[86]

ρn,−1 (γ) = 0, ρn,0 (γ) = gn (γ) , (151)

and

ρn,k (γ) = ρn+1,k−2 (γ) +
k

ρn+1,k−1 (γ)− ρn,k−1 (γ)
, (152)

for n ≥ 0 and k ≥ 1. Using the ν consecutive Gaver functionals g1(γ), g2(γ), · · · , gν(γ),

where ν is even integer, we finally obtain ρ0,ν (γ) as the approximate pdf or outage

probability for the OC. Since the relative error estimate for the GWR algorithm is

approximately 10−0.8ν [85], the number of significant digits in ρ0,ν (γ) is about equal

to ν. Therefore, we can easily handle the accuracy of the numerical inverse Laplace

transform of the MGF by only adjusting one free parameter ν.

5.5.4 SERs of various M-ary Modulation Schemes

With the MGF derived in the last section, we can evaluate various modulation

schemes. From the MGF-based approach for evaluating the error probability in [63],

the average SER’s for various M-ary modulation schemes with OC are

PMPSK
S = Υ

(
π − π

M
;−gMPSK

sin2 θ

)
, (153)

PMQAM
S = 4qMQAMΥ

(
π − π

2
;−gMQAM

sin2 θ

)
− 4q2

MQAMΥ
(
π − π

4
;−gMQAM

sin2 θ

)
,

PBFSK
S = Υ

(
π − π

2
;−gBFSK

sin2 θ

)
, (154)
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and

PMDPSK
S = Υ

(
π − π

M
;− gMDPSK

1 + cos(π/M) sin θ

)
, (155)

where PMPSK
S , PMQAM

S , PBFSK
S , PMDPSK

S are the average SER of MPSK, MQAM,

BFSK, and MDPSK respectively, Υ(α;h(θ)) = 1/π
∫ α
0

Φγ(h(θ))dθ, gMPSK = gMDPSK =

sin2(π/M), gMQAM = 3/(2(M − 1)), qMQAM = 1 − 1/
√
M, gBFSK = 1/2 for coherent

orthogonal BFSK, and gBFSK for coherent BFSK with minimum correlation.

5.6 Numerical Examples

This section presents some numerical results to illustrate the performance of OC in the

presence of equal and unequal-power interferers and thermal noise. The performance

of OC is compared with MRC or MRT as a reference. The input SINR is defined as

ΓD/(1 +
∑L

i=1 Γi).

Figure 13 and Fig. 14 show the performance of (3,2,4) and (2,3,4) MIMO-OC

systems with ΓD = 1,Γ1 = 0.9,Γ2 = 0.9,Γ3 = 0.7, and Γ4 = 0.5, respectively. The

accuracy of the analytical results derived in section IV are verified by comparing with

Monte Carlo simulation results.

We consider effects of the number of antennas at both transmitter and receiver

on the outage probability of MIMO-OC systems. Figure 15 and Fig. 16 show the

outage probability versus output SINR for (T ,2,5) and (2,R,5) MIMO-OC systems

with ΓD = 1,Γ1 = 0.9,Γ2 = 0.7,Γ3 = 0.5,Γ4 = 0.3, and Γ5 = 0.1, respectively. As

expected, we observe that outage probability improves as the number of transmit or

receive antennas increases. In particular, it is shown that increasing the number of

receive antennas gives lower outage probability for MIMO-OC system than increasing

the number of transmit antennas.

To investigate the effect of various combinations of antenna pairs on the perfor-

mance of MIMO-OC systems in detail, Fig. 17 shows the outage probability versus

output SINR for MIMO-OC systems with L = 5, ΓD = 1,Γ1 = 0.9,Γ2 = 0.7,Γ3 =
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0.5,Γ4 = 0.3, and Γ5 = 0.1 when the total number of transmit and receive antennas

is fixed. It is interesting to note that (2,4,5) MIMO-OC systems outperform (3,3,5)

MIMO-OC systems slightly in the sense of outage probability, whereas (2,2,5) MIMO-

OC systems outperform (1,3,5) MIMO-OC systems. This trends are different from

the previous results for MIMO-OC systems, i.e., the evenly distributed antenna con-

figuration provides minimum outage probability for fixed number of total transmit

and receive antennas in the interference-limited environment [71]. It is because the

receive antennas play more important roles than the transmit antennas to null the

interference efficiently, even if the number of receive antennas is equal to the number

of transmit antennas.

The effects of interfering power distribution on MIMO-OC performance are shown

in Fig. 18. Figure 18 shows the outage probability versus output SINR for (4,4,5)

MIMO-OC system with ΓD = 1. We observe that the MIMO-OC system with

unequal-power interferers has better performance than that with equal-power inter-

ferers. This is consistent with the results on the the performance of OC with a single

transmit antenna.

Figure 19 shows the average SER of MPSK for (2,R,4) MIMO-OC system versus

input SINR in the presence of unequal-power interferers with M = 4, Γ1 = 0.9,Γ2 =

0.7,Γ3 = 0.3, and Γ4 = 0.1. We can see that there is a good agreement between the

theoretical analysis in (132) with simulation results. As expected, the performance

of MIMO-OC improves as the number of antennas increases. The slope of the SER,

which is understood as the diversity order, becomes steeper as the number of antennas

increases: the diversity order increases. It is also shown that the use of OC in

MIMO adaptive antenna system considerably improves the system performance. For

example, the MIMO-OC provides output SINR gain over 1.5 dB at 0.1% SER for

QPSK systems between OC and MRT when T = 2 and R = 4.

Though the number of interferers is assumed to be equal or greater than the

68



Figure 13: Comparison between the analytical results of pdf and cdf of SINR of
MIMO-OC and Monte Carlo simulations when T = 3 and R = 2 L=4 with ΓD =
1,Γ1 = 0.9,Γ2 = 0.9,Γ3 = 0.7, and Γ4 = 0.5

number of receive antennas in the previous sections, all the analytical results can be

extended to the case in which the number of receive antennas is equal or greater than

the number of interferers by assigning very small power to virtual interferers. For

example, for (2,5,4) MIMO systems, we assign a virtual interferer with insignificant

power such as Γ5 = −20 dB and apply the analysis for (2,5,5) MIMO systems. The

analytical results and simulation results for (2,5,4) MIMO systems is also included in

Fig. 19. We can see that there is a good agreement between the theoretical analysis

with simulation results.

Figure 20 and Fig. 21 show characteristics of average output SINR of SIMO-OC.

The average output SINR is an important factor to determine the system performance,
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Figure 14: Comparison between the analytical results of pdf and cdf of SINR of
MIMO-OC and Monte Carlo simulations when T = 2 and R = 3 L=4 with ΓD =
1,Γ1 = 0.9,Γ2 = 0.9,Γ3 = 0.7, and Γ4 = 0.5

which indicates the average performance improvement in general. Although it is well

known that the diversity order of OC and MRC is the same, there is a significant

difference in the performance of average SINR. Figure 20 shows the performance

of average SINR of OC and MRC when R = 4 and L = 5 with different power

profiles of interference. It shows that average SINR of OC is the function of the

power profile of interference, while MRC is not. It is observed that the equal power

profile of interference is the worst case. OC significantly outperforms MRC for all

the cases. Simulation results for equal and unequal power interferers are in good

agreement with the theoretical analysis. Figure 21 shows the performance trend

of the average SINR against the number of receive antennas with 5 interferes of
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Figure 15: Outage probability varing number of transmit antennas when R = 2 and
L=5 with ΓD = 1,Γ1 = 0.9,Γ2 = 0.7,Γ3 = 0.5,Γ4 = 0.3, and Γ5 = 0.1

Γ1 = 0.9,Γ2 = 0.7,Γ3 = 0.5,Γ4 = 0.3, and Γ5 = 0.1. We see that the performance

difference between OC and MRC is significant, and it increases as the number of

receive antennas increases.

Finally, we can see that all simulation results are in good agreement with the

theoretical analysis given in the previous section.

5.7 Conclusion

This chapter presented an analytical framework for OC in the presence of co-channel

interference and thermal noise on a flat Rayleigh fading channel. We develop some

new results in the joint eigenvalue distributions in quadratic forms of Gaussian ma-

trices, which can be used for the analysis on OC with arbitrary power interferers
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Figure 16: Outage probability varing number of receve antennas when T = 2 and
L=5 with ΓD = 1,Γ1 = 0.9,Γ2 = 0.7,Γ3 = 0.5,Γ4 = 0.3, and Γ5 = 0.1

and thermal noise. Based on the joint eigenvalue distributions, we derived a closed-

form expression for the distributions of output SINR of MIMO-OC, and we also

derived a closed-form formula for the MGF of the output SINR of SIMO-OC. We

also investigated the average output SINR, outage probability, and the SER of M-ary

modulation schemes. From the numerical examples, we verified the accuracy of our

analytical results. This theoretical approach gives a simple and accurate way to assess

the performance of MIMO adaptive antenna systems.
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CHAPTER VI

EFFECTS OF SPATIAL CORRELATION ON

MIMO SYSTEMS

6.1 Overview

In this chapter, we investigate the effects of the spatial fading correlation on the

performance of MIMO adaptive antenna systems with OC in the presence of mul-

tiple co-channel interferers over a Rayleigh fading channel. Based on the Khatri’s

distribution functions of quadratic forms in complex Gaussian random matrices, we

develop the determinant representations of those joint eigenvalue distributions. Then,

closed-form formulas for the probability density function and outage probability of

the maximum output signal-to-interference ratio are derived for the MIMO-OC sys-

tem with the spatial correlation among the antenna elements at the transmitter or

receiver. From numerical examples, we show that a new theoretical approach gives

a simple and accurate way to assess the performance of the MIMO-OC system over

arbitrarily correlated fading channels.

The rest of this chapter is organized as follows. Section 6.2 shows some lemmas

on the random matrices and matrix functions. We briefly consider the system model

in Section 6.3. Section 6.4 presents the closed-form expressions of the exact outage

probability and pdf of maximum SIR when the spatial correlation exists at the trans-

mitter or receiver. In Section 6.5, we show some numerical examples to confirm our

analysis by comparing with simulation results and to investigate the effects of the

antenna correlation on the performance of MIMO-OC systems. Finally, the main

results of the chapter are summarized in Section 6.6.

78



6.2 Lemmas on Random Matrices and Matrix

Functions

We briefly review some density functions of a quadratic forms in complex Gaussian

random matrices to analyze the statistical properties of MIMO-OC systems with

spatial fading correlation.

LEMMA 1 (Khatri’s Density Functions) Let X ∼ Ñp,m(0,Σ,Ψ) and Y ∼

Ñp,n(0,Σ1, In) be independent, where Σ, Σ1, and Ψ are Hermitian positive definite

matrices. Then, the density function of Z0 = XH(YYH)−1X for m ≤ p ≤ n is

given by

fZ0
(Z0) =

Γ̃p(m+ n)

Γ̃p(n)Γ̃m(p)
(det Ψ)−p (det Ω)−m (det Z0)

p−m (det
(
Im + (qΨ)−1Z0

))−m−n

× 1F̃
(p)

0

(
m+ n; Ip − qΩ−1,Z0 (qΨ + Z0)

−1)

(156)

and the density function of Z1 = (YYH)−1/2(XXH)(YYH)−1/2 for m ≥ p and

n ≥ p is given by

fZ1
(Z1) =

Γ̃p(m+ n)

Γ̃p(m)Γ̃p(n)
(det Ω)−m (det Ψ)−p (det Z1)

m−p (det
(
Ip + (qΩ)−1Z1

))−m−n

× 1F̃
(m)

0

(
m+ n; Im − qΨ−1,Z1 (qΩ + Z1)

−1)

(157)

where q > 0 is an arbitrary constant, Ω = Σ1/2Σ−1
1 Σ1/2, Γ̃m(n) = πm(m−1)/2

∏m
k=1 Γ(n− k + 1)

is the complex multivariate gamma function, and 1F̃
(p)

0 (·) denotes the complex hyper-

geometric function with matrix arguments [58, eq. (2b)].

Proof. See [58, sec. 5].
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LEMMA 2 The alternative distribution functions of (156) and (157) are given by

fZ0
(Z0) =

Γ̃p(m+ n)

Γ̃p(n)Γ̃m(p)
(det Ψ)−p (det Ω)−m (det Z0)

p−m
1F̃

(p)
0

(
m+ n;−Ω−1,Z0Ψ

−1
)

(158)

and

fZ1
(Z1) =

Γ̃m(m+ n)

Γ̃p(m)Γ̃m(m+ n− p)
(det Ψ)−p (det Ω)−m (det Z1)

m−p

·1F̃ (m)
0

(
m+ n;−Ψ−1,Z1Ω

−1
)
. (159)

Proof. . Taking the limit q →∞ in (156), we simplify the density function of Z0

fZ0
(Z0) =

Γ̃p(m+ n)

Γ̃p(n)Γ̃m(p)
(det Ψ)−p (det Ω)−m (det Z0)

p−m

× lim
q→∞

(
det

(
Im +

1

q
Ψ−1Z0

))−m−n

1F̃
(p)

0

(
m+ n;

1

q
Ip −Ω−1,Z0

(
Ψ +

1

q
Z0

)−1
)

=
Γ̃p(m+ n)

Γ̃p(n)Γ̃m(p)
(det Ψ)−p (det Ω)−m (det Z0)

p−m
1F̃

(p)
0

(
m+ n;−Ω−1,Z0Ψ

−1
)
.

(160)

In (157), taking the limit q →∞ and using the identity

Γ̃p (m+ n)

Γ̃p (n)
=

πm(m−1)/2
m∏
k=1

Γ (m+ n− k + 1)

πm(m−1)/2
p∏

k=1

Γ (n− k + 1)
m∏

k=p+1

Γ (m+ n− k + 1)

=
Γ̃m (m+ n)

Γ̃m (m+ n− p)
(161)

yield the density function of Z1. �
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6.3 MIMO-OC System Model

As seen in the previous chapter,the received signal vector into matrix form is

r =
√
PDHDwT sD + HIP

1/2
I sI + n (162)

where PI = diag{P1, P2, · · · , PL} and sI = (s1, s2, · · · , sL)T .

To maximize the output SINR at the receiver, the optimum weighting vector for

a given wT at the receiver is given by

wR = αR−1HDwT (163)

where R = HIPIH
H
I + σ2IR and the arbitrary non-zero constant α does not affect

the output SINR. Then, the maximum output SINR per symbol is given by

γs = PDwH
T HH

DR−1HDwT . (164)

For analytical tractability, the interference-limited environment has been assumed,

i.e., the effect of thermal noise n is neglected. This assumption is reasonable when the

signal-to-noise ratio (SNR) and interference-to-noise ratio (INR) are high or when the

system operates in an interference-rich environment, in which the number of antenna

elements at the receiver is less than or equal to the number of interferers [43, 50, 90].

In addition, to obtain useful insights for the performance bound in a worst case when

the aggregate interfering power is fixed, we assume that the multiple co-channel in-

terferers have the same average power PI [71]. Then, the maximum output SIR for

the MIMO-OC system in the interference-limited environment is rewritten as [71]

γs = Γ0λmax (165)

where Γ0 = PD/PI and λmax is the largest eigenvaules of Z = HH
D(HIH

H
I )−1HD.
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6.4 Performance of MIMO-OC System with Spa-

tial Fading Correlation

In this section, we develop a theoretical approach to analyze the performance of

MIMO-OC systems with spatial correlation at the transmitter or receiver in the pres-

ence of L effective co-channel interferers. For the correlated MIMO fading channel,

we assume that HI is a zero-mean complex Gaussian random matrix with covariance

matrix ΣR,I at the receiver and HD is a zero-mean complex Gaussian random matrix

with covariance matrices ΣT at the transmitter and ΣR,D at the receiver.

6.4.1 Spatially correlated MIMO-OC system with T ≤ R ≤ L

First, we investigate the statistical properties of maximum output SIR for the MIMO-

OC system with T ≤ R ≤ L in the presence of a spatial fading correlation at the

transmitter or receiver.

6.4.1.1 Receiver-sided correlated MIMO channels

To evaluate the SIR distribution and outage probability of the MIMO-OC system

with spatial fading correlation matrices, ΣR,D and ΣR,I , at the receiver only (ΣT =

IT ), it is required to determine the pdf and cdf of the largest eigenvalue of Z =

HH
D(HIH

H
I )−1HD. First, we derive the joint eigenvalue distribution of Z by using the

alternative representation of the Khatri’s density function of Z in (158).

Theorem 4. Let HD ∼ ÑR,T (0,ΣR,D, IT ) and HI ∼ ÑR,L(0,ΣR,I , IL) be indepen-

dent, where ΣR,D and ΣR,I are R×R Hermitian positive definite matrices. If ΩR =

Σ
1/2
R,DΣ−1

R,IΣ
1/2
R,D is R × R Hermitian positive definite matrix with distinct eigenvalues

ω1 > ω2 > · · · > ωR, then, the joint density function of Λ = diag{λ1, λ2, · · · , λT}

with the ordered eigenvalues λ1, λ2, · · · , λT of Z = HH
D(HIH

H
I )−1HD for T ≤ R ≤ L

is given by
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fΛ (λ1, λ2, · · · , λT ) = K0 (T,R, L,ΩR) det (V (Λ)) det (QR (ΩR,Λ)) (166)

where V(X) denotes the Vandermonde matrix of the ordered eigenvalues of X,

K0 (T,R, L,ΩR) = (−1)b
T
2 c+bR

2 c πT (T−1)Γ̃R(T + L) (det ΩR)−T

Γ̃T (T )Γ̃R(L)Γ̃T (R) det
(
V
(
−Ω−1

R

))
R−1∏

k=R−T

k!

(T −R + L+ 1)k
,

(167)

and

{QR (ΩR,Λ)}i,j =





(1 + λj/ωi)
R−T−L−1 , j = 1, · · · , T,

(−ωi)j−R , j = T + 1, · · · , R.
(168)

Proof. By substituting Ψ = IT into (158) and applying the identity in [94, eq.(3.9)],

the density function of ordered eigenvalues of Z is given by

fΛ (λ1, λ2, · · · , λT ) =
πT (T−1)

Γ̃T (T )
(det (V (Λ)))2

∫

U(T )

fZ
(
EΛEH

)
(dE)

=
πT (T−1)Γ̃R(T + L)

Γ̃T (R)Γ̃T (T )Γ̃R(L) (det ΩR)T
(det (V (Λ)))2

(det Λ)T−R
1F̃

(R)
0

(
T + L;−Ω−1

R ,Λ
)
.

(169)

where Z = EΛEH is an eigen-decomposition and U(T ) is the group of all T × T

complex unitary matrices E, i.e., the unitary group [94]. Adding the R − T eigen-

values ε1 > ε2 > · · · > εR−T−1 > εR−T = 0 in Λ and taking the limit {εi} → 0 for

i = 1, 2, · · · , R− T − 1, 1F̃
(R)

0

(
T + L;−Ω−1

R ,Λ
)

can be expressed as

1F̃
(R)

0

(
T + L;−ΩR

−1,Λ
)

= lim
{εi}→0

1F̃
(R)

0

(
T + L;−ΩR

−1, Λ̂
)

(170)

where Λ̂ is anR×R diagonal matrix Λ̂ = diag{λ̂1, · · · , λ̂R} = diag{λ1, · · · , λT , ε1, · · · , εR−T−1, 0}.

The determinant representation of the complex hypergeometric function with classi-

cal hypergeometric function 1F0(a; bx) is given by
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1F̃
(R)

0

(
T + L;−ΩR

−1, Λ̂
)

=
R∏

k=1

Γ(k)

(α)R−k

det
(
Q0

(
ΩR, Λ̂

))

det
(
V
(
−Ω−1

R

))
det
(
V
(
Λ̂
))

= K̂0 (T,R, L,ΩR)
det ([h (λ1) · · ·h (λT ) h (ε1) · · ·h (εR−T−1) h (0)])

det ([g (λ1) · · ·g (λT ) g (ε1) · · ·g (εR−T−1) g (0)])

(171)

where Q0(ΩR, Λ̂) is aR×Rmatrix whose entries are {Q0(ΩR, Λ̂)}i,j = 1F0(α;−λ̂iω−1
j ),

α = T − R + L + 1, (a)q = a(a + 1) · · · (a + q − 1) is the Pochhammer symbol,

K̂0(T,R, L,ΩR) =
∏R

k=1 Γ(k)/{(α)R−k det
(
V
(
−Ω−1

R

))
}, h(x) = [ 1F0(α;−xω−1

1 ) 1F0(α;−xω−1
2 ) · · · 1F0(α;−xω−1

R ) ]T ,

and g(x) = [1 x x2 · · · xR−1]T . Applying the Cauchy’s mean value theorem in [81]

and using the k-th derivatives of 1F0(a; bx),

dk

dxk
1F0(a; bx) = (a)kb

k
1F0(a+ k; bx), (172)

1F̃
(R)

0

(
T + L;−ΩR

−1,Λ
)

becomes

1F̃
(R)

0

(
T + L;−ΩR

−1,Λ
)

= K̂0 (T,R, L,ΩR)
det
([

h (λ1) · · ·h (λT ) h(R−T−1) (0) · · ·h(0) (0)
])

det ([g (λ1) · · ·g (λT ) g(R−T−1) (0) · · ·g(0) (0)])

(173)

where h(k)(x) and g(k)(x) denote the kth derivatives of h(x) and g(x), respectively.

Since the effect of interchanging operation between two rows upon the determinant

is to multiply it by −1 [5], 1F̃
(R)

0

(
T + L;−ΩR

−1,Λ
)

is rewritten as

1F̃
(R)
0

(
T + L;−Ω−1

R ,Λ
)

= (−1)b
T
2 c+bR

2 c
R−1∏

k=R−T

k!

(α)k

(det Λ)T−R det (QR (ΩR,Λ))

det
(
V
(
−Ω−1

R

))
det (V (Λ))

.

(174)

Finally, substituting (174) into (169) yields the distribution (166) of the ordered

eigenvalues of Z.

We get the cdf of largest eigenvalue λmax = λ1 given by
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Fλmax
(x) =

∫

D

K0 (T,R, L,ΩR) det (V (Λ)) det (QR (ΩR,Λ)) (dΛ) (175)

where D = {0 ≤ λT ≤ λT−1 ≤ · · · ≤ λ1 ≤ x}. With the help of the generalized inte-

gral version for Binet-Cauchy formula in Section II, the cdf of λmax of Z is given by

Fλmax
(x) = K0 (T,R, L,ΩR) det (∆R (ΩR, x)) (176)

where ∆R (ΩR, x) is an R×R matrix function of x whose entries are given by

{∆R (ΩR, x)}i,j =





∫ x
0
yj−1 (1 + y/ωi)

R−T−L−1 dy, j = 1, · · · , T,

(−ωi)j−R , j = T + 1, · · · , R.
(177)

Using the identity [60, eq. (3.194.1)], we have a single determinant expression for the

outage probability of the MIMO-OC system in the interference-limited environment,

which can be written as

Pout (γ0) = Fλmax
(γ0/Γ0) = K0 (T,R, L,ΩR) det (∆R (ΩR, γ0/Γ0)) (178)

where ∆R (ΩR, x) is an R×R matrix function of x whose entries are given by

{∆R (ΩR, x)}i,j =





xj

jΓj0
2F1

(
T −R + L+ 1, j; j + 1;− x

ωiΓ0

)
, j = 1, · · · , T,

(−ωi)j−R , j = T + 1, · · · , R.
(179)

The Gauss hypergeometric function 2F1( · ) is easily evaluated by using the alternative

expression in terms of the elementary functions as shown in [51].

The pdf of the maximum SIR is then obtained by taking the derivative at the

outage probability with respect to γ0. Using the formula on the derivative of deter-

minant in [71], we derive a closed-form expression for the pdf of the maximum SIR
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in the MIMO-OC system in the interference-limited environment,

fγs
(γ) = Γ0K0 (T,R, L,ΩR) det (∆R (ΩR, γ/Γ0)) tr

(
∆−1
R (ΩR, γ/Γ0) ∆̃R (ΩR, γ/Γ0)

)

(180)

where ∆̃R (ΩR, x) is an R×R matrix function of x whose entries are given by

{
∆̃R (ΩR, x)

}
i,j

=





xj−1 (1 + x/ωi)
R−T−L−1 , j = 1, · · · , T,

0, j = T + 1, · · · , R.
(181)

6.4.1.2 Transmitter-sided correlated MIMO channels

Let us consider the MIMO-OC system with the spatial fading correlation with co-

variance matrix ΣT at the transmitter for the desired user and uncorrelated fading

at the receiver, i.e., ΣR,D=ΣR,D=IR. As shown in the previous section, we first de-

termine the joint eigenvalue distribution of Z based on the density function of Z with

T ≤ R ≤  L.

Theorem 5. Let HD ∼ ÑR,T (0, IR,ΣT ) and HI ∼ ÑR,L(0, IR, IL) be independent,

where ΣT is T × T Hermitian positive definite matrix with distinct eigenvalues σ1 >

σ2 > · · · > σT , then, the joint density function of the ordered eigenvalues λ1, λ2, · · · , λT
of Z = HH

D(HIH
H
I )−1HD with T ≤ R ≤ L is given by

fΛ (λ1, λ2, · · · , λT ) = K1 (T,R, L,ΣT ) (det Λ)R−T det (V (Λ)) det (QT (ΣT ,Λ))

(182)

where

K1 (T,R, L,ΣT ) =
πT (T−1)Γ̃R(T + L) (det ΣT )−R

Γ̃T (T )Γ̃R(L)Γ̃T (R) det
(
V
(
−Σ−1

T

))
T∏

i=1

(i− 1)!

(L+ 1)T−i
, (183)

and
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{QT (ΣT ,Λ)}i,j = 1F0 (L+ 1;−λj/σi) = (1 + λj/σi)
−L−1 . (184)

Proof. Setting Σ = Σ1 = IR and Ψ = ΣT in (158), we have the density function of Z

fZ (Z) =
Γ̃R(T + L)

Γ̃R(L)Γ̃T (R)
(det ΣT )−R (det Z)R−T

1F̃0

(
T + L;−ZΣ−1

T

)

=
Γ̃R(T + L)

Γ̃R(L)Γ̃T (R)
(det ΣT )−R (det Z)R−T (det

(
IT + ZΣ−1

T

))−T−L
(185)

where 1F̃0(a; A) = (det(I + A))−a. Since det(IT + ZΣ−1
T ) = det(IT + Σ−1

T Z), we can

derive the density function of the ordered eigenvalues of Z as

fΛ (λ1, λ2, · · · , λT ) =
πT (T−1)Γ̃R(T + L)

Γ̃T (R)Γ̃T (T )Γ̃R(L)
(det ΣT )−R(det Λ)R−T (det (V (Λ)))2

×
∫

U(T )
1F̃0

(
T + L;−Σ−1

T EΛEH
)

(dE)

=
πT (T−1)Γ̃R(T + L)

Γ̃T (R)Γ̃T (T )Γ̃R(L)

(det Λ)R−T

(det ΣT )R
(det (V (Λ)))2

1F̃
(T )

0

(
T + L;−Σ−1

T ,Λ
)
.

(186)

Using the alternative formulation for the complex hypergeometric function with two

matrix arguments with classical hypergeometric functions in Section II, i.e.,

1F̃
(T )

0

(
T + L;−Σ−1

T ,Λ
)

=
T∏

k=1

Γ(k)

(L+ 1)T−k

det
({

1F0

(
L+ 1;−λjσ−1

i

)})

det
(
V
(
−Σ−1

T

))
det (V (Λ))

(187)

yields the closed-form expression for the joint eigenvalue distribution of Z in (182).

Using the similar approach in case of receiver-sided correlation, we readily derive

the outage probability and pdf of the maximum output SIR for the interference-

limited MIMO-OC system by applying the generalized Binet-Cauchy formula in Sec-

tion II,
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Pout (γ0) = K1 (T,R, L,ΣT ) det (∆T (ΣT , γ0/Γ0)) (188)

and

fγs
(γ) = Γ0K1 (T,R, L,ΣT ) det (∆T (ΣT , γ/Γ0)) tr

(
∆−1
T (ΣT , γ/Γ0) ∆̃T (ΣT , γ/Γ0)

)
,

(189)

respectively, where ∆T (ΣT , x) is an T × T matrix function of x whose entries are

given by

{∆T (ΣT , x)}i,j =
xR−T+j

ΓR−T+j
0 (R− T + j)

2F1

(
L+ 1, R− T + j;R− T + j + 1;− x

σiΓ0

)

(190)

and ∆̃T (ΣT , x) is an T × T matrix function of x whose entries are given by

{
∆̃T (ΣT , x)

}
i,j

=
xR−T+j−1

(1 + x/σi)
L+1

. (191)

6.4.2 Spatially correlated MIMO-OC system with T ≥ R and L ≥ R

Next, we consider the MIMO-OC system with T ≥ R and L ≥ R. To investigate the

statistical properties of the MIMO-OC system, the following theorem enables us to

find the equivalent MIMO-OC system with T ≤ R ≤ L.

Theorem 6. Let the MIMO adaptive antenna system with OC be (T,R, L,ΣT ,ΩR)

MIMO-OC system with L ≥ R, where ΩR = Σ
1/2
R,DΣ−1

R,IΣ
1/2
R,D denotes the effective

correlation at the receiver. Then, an one-sided correlated MIMO-OC system with

T ≥ R is exactly equivalent to a system with T ≤ R, i.e., for T ≥ R and L ≥ R,

(T,R, L,ΣT , IR) MIMO-OC system ←→ (R, T, L+ T −R, IR,ΣT ) MIMO-OC

system

and
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(T,R, L, IT ,ΩR) MIMO-OC system ←→ (R, T, L+ T −R,ΩR, IT ) MIMO-OC

system

where A←→ B denotes the equivalence between A and B.

Proof. Since the non-zero distinct eigenvalues of Z1 = (HIHI
H)−1/2(HDHD

H)(HIHI
H)−1/2

are equal to those of Z = HD
H(HIHI

H)−1HD [5, p.53], the joint eigenvalue distribu-

tions of Z for (T,R, L,ΣT , IR) and (T,R, L, IT ,ΩR) MIMO-OC systems in the case

of T ≥ R and L ≥ R are readily derived as

fΛ (λ1, λ2, · · · , λR) =
πR(R−1)Γ̃T (L+ T ) (det Λ)T−R

Γ̃R(T )Γ̃R(R)Γ̃T (L+ T −R)

(det (V (Λ)))2

(det ΣT )R
1F̃

(T )
0

(
L+ T ;−Σ−1

T ,Λ
)

(192)

and

fΛ (λ1, λ2, · · · , λR) =
πR(R−1)Γ̃T (L+ T ) (det ΩR)−T

Γ̃R(T )Γ̃R(R)Γ̃T (L+ T −R)

(det (V (Λ)))2

(det Λ)T−R
1F̃

(R)
0

(
L+ T ;−Ω−1

R ,Λ
)
,

(193)

respectively. Comparing (192) and (193) with (169) and (186), we can find that the

joint eigenvalue distribution of Z is obtained by applying the substitution in Theorem

6. Consequently, the PDF and cdf of largest eigenvalue of Z can be also derived by

making the same substitution, which completes the proof of Theorem 6.

Theorem 6 reveals that the pdf of maximum output SIR and outage probability

for the MIMO-OC system with T ≥ R and L ≥ R over a correlated Rayleigh fading

channel can be obtained by putting ΩR → ΣT in (178) and (180) for the transmitter-

sided correlation and ΣT → ΩR in (200) and (189) for the receiver-sided correlation

with making the substitution T → R, R→ T , and L→ L+T−R. In the special case

of NA
∆
= T = R, if we let Ξ be the NA × NA Hermitian positive definite correlation

matrix, then, we get the unified expressions for the outage probability and pdf of
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maximum output SIR of the MIMO-OC system in the one-sided correlated fading

channel,

Pout (γ0) = K (NA, L,Ξ) det (∆ (Ξ, γ0/Γ0)) (194)

and

fγs
(γ) = Γ0K (NA, L,Ξ) det (∆ (Ξ, γ/Γ0)) tr

(
∆−1 (Ξ, γ/Γ0) ∆̃ (Ξ, γ/Γ0)

)
, (195)

where K(NA, L,Ξ)
∆
= K0(NA, NA, L,Ξ) = K1(NA, NA, L,Ξ), ∆(Ξ, x)

∆
= ∆R(Ξ, x) =

∆T (Ξ, x), and ∆̃(Ξ, x)
∆
= ∆̃R(Ξ, x) = ∆̃T (Ξ, x). This means that, when the numbers

of antennas are same at both transmitter and receiver (T = R), the MIMO-OC

system with spatial correlation at the transmitter is equivalent to the system with

the same spatial correlation at the receiver in the interference-limited environment

and vice versa.

6.4.3 Capapcity MGF

After whitening the received vector by R− 1

2 , the capacity for the uniformed transmit-

ter with T ≤ R ≤ L can be expressed as [95]

C = E [ log2(det(IT +
ρ

T
HH
D(HIH

H
I )−1HD)) ] (196)

= E [
T∑

i=1

log2(1 +
ρ

T
λi) ], (197)

where λi’s are eigenvalues of HH
D(HIH

H
I )−1HD. Using the joint eigenvalue distribu-

tion derived in the previous section, we can derive the capacity MGF of correlated

MIMO systems. The capacity MGF of receiver-sided correlated MIMO channels with

T ≤ R ≤ L is

Φ(s) = K0 (T,R, L,ΩR) det (∆′
R (ΩR, s)) (198)

where ∆′
R (ΩR, s) is an R×R matrix function of s whose entries are given by

90



{∆′
R (ΩR, s)}i,j =





∫∞

0
yj−1 (1 + y/ωi)

R−T−L−1 (1 + ρy/T )s/ln2 dy, j = 1, · · · , T,

(−ωi)j−R , j = T + 1, · · · , R.
(199)

The capacity MGF of transmitter-sided correlated MIMO channels with T ≤ R ≤

L is

Φ (s) = K1 (T,R, L,ΣT ) det (∆′
T (ΣT , s)) , (200)

where ∆′
T (ΣT , s) is an T × T matrix function of s whose entries are given by

{∆′
T (ΣT , s)}i,j =

∫ ∞

0

yR−T+j−1 (1 + y/ωi)
−L−1 (1 + ρy/T )s/ln2 dy (201)

We only include final results for the brevity. The capacity MGF of correlated MIMO

channels with T ≥ R and L ≥ R can be obtained from the equivalent model with T ≤

R ≤ L by the theorem in the previous section, since the joint eigenvalue distributions

of equivalent models are identical.

6.5 Numerical Examples

In this section, some numerical results are presented to illustrate the performance of

an MIMO adaptive antenna system with optimum combining in a correlated Rayleigh

fading channel. We evaluate the pdf of output SIR and outage probability of the

MIMO-OC system in the presence of equal-power interferers. We first let the normal-

ized output SIR be γ̂0
∆
= γs/Γ0 to illustrate the performance of an MIMO-OC system

in the interference-limited environment. For one-sided correlated MIMO fading chan-

nels, we consider the exponential model with correlation matrix C(ρ) whose entries

are given by [50, 93]

{C (ρ)}p,q = ρ|p−q|exp
(
j(p− q)× π

12

)
(202)
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where ρ denotes the absolute value of correlation coefficient between two adjacent

antennas with 0 < ρ < 1. Then, we assume ΣT = C(ρT ), ΣR,D = C(ρR,D), and

ΣR,I = C(ρR,I).

Figure 22 and 23 show the pdf of the maximum output SIR and outage probability

of MIMO-OC systems versus normalized output SIR comparing the theoretical results

with Monte-Carlo simulation results in a correlated Rayleigh fading channel. The

performance of MIMO-OC systems in Fig. 22 and 23 is evaluated for T = 3 with

ρT = 0.5 and R = 4 with ρR,D = 0.6 and ρR,I = 0.3, respectively. It is shown that

the pdf of output SIR and outage probability from the theoretical analysis agree with

those from Monte-Carlo simulation. As expected, we find that increasing the number

of transmit(or receive) antennas or decreasing the number of co-channel interferers

improves the chance for the system to take on larger SIR values, which implies a

better outage performance in MIMO-OC systems.

Figure 24 shows the required normalized output SIR to achieve 10−6 outage prob-

ability versus correlation coefficient ρT for the a MIMO-OC system with R = 6,

L = 8, and spatial correlation ΣT at the transmitter only. We observe that the per-

formance degradation of MIMO-OC systems in highly correlated fading channel at

the transmitter increases as the number of transmit antennas increases. For example,

the required normalized output SIR for T = 6 with ρT = 0.8 is smaller than that for

T = 5 with ρT < 0.5.

Figure 25 shows the required normalized output SIR to achieve 10−6 outage prob-

ability versus correlation coefficient ρR,I with various spatial correlation coefficient

for the desired user ΣR,D when T = 2 and L = 6. It is observed that increasing

signal correlation of the interferers at the receiver improves the outage performance

of MIMO-OC systems. Furthermore, for given ρR,D and ρR,I , the spatial correlation

affects MIMO-OC systems a little bit more as the number of receive antennas in-

creases. We can also find that the required output SIR’s for MIMO-OC systems are
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equal when both desired and interfering signals suffer from the same spatial correla-

tion, since ΩR = Σ
1/2
R,DΣ−1

R,IΣ
1/2
R,D = IR. It is noted that, from Fig. 24 and 25, the

effect of the spatial correlation is negligible when the maximum correlation between

pairs of antenna branches ρ is less than 0.4 as a consistent result of the MIMO system

capacity over the exponentially correlated fading channel in [91].

Finally, we compare the outage performance of MIMO-OC systems with one-sided

spatial correlation at the transmitter or receiver. Fig. 26 shows the outage perfor-

mance of the MIMO-OC systems with T = 3 and L = 6. We observe again that

increasing the spatial correlation of the interferers improves the outage performance

of MIMO-OC systems. As mentioned in the previous section , the performance of

MIMO-OC systems with correlated transmit antennas is exactly equal to the perfor-

mance of the system with same correlation at the receive antennas when the number

of antennas is evenly distributed at both transmitter and receiver. In the case where

the number of receive antennas is larger than that of transmit antennas, however,

there is a slight improvement in outage performance of MIMO-OC systems, when the

spatial correlation exists at the transmit antennas.

6.6 Conclusions

In this chapter, we investigated the effects of the spatial fading correlation at the

transmitter or receiver on the performance of MIMO-OC systems with multiple co-

channel interferers. We first developed the determinant representations of the exact

joint eigenvalue distributions of quadratic forms in complex Gaussian random matri-

ces with different covariance matrices. We also derived closed-form formulas of the

maximum output SIR for MIMO-OC systems. We presented some numerical exam-

ples, which verify the accuracy of our analytical results and showed the effects of

arbitrarily correlated signals on the outage performance of MIMO-OC systems.
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Figure 22: pdf and outage probability comparison between theoretical analysis and
Monte-Carlo simulation for a MIMO-OC system with spatial correlation at the trans-
mitter, when T = 3 and ρT = 0.5.
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Figure 23: pdf and outage probability comparison between theoretical analysis and
Monte-Carlo simulation for a MIMO-OC system with spatial correlation at the re-
ceiver, when R = 4, ρR,D = 0.6, and ρR,I = 0.3
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CHAPTER VII

MULTI-USER MIMO SYSTEMS

7.1 Overview

Uncorrelated antennas provide antenna diversity (AD), and multi-user diversity (MUD)

is inherent in wireless communications. Though both diversity techniques can in-

crease the system capacity, the combined advantages or trade-offs are not clear. In

the chapter, we study the relation between MUD and AD by investigating capac-

ity of the single-mode-beamforming (SB) broadcast channel. We show that there is

a conflict between AD and MUD, and systems with non-diversity antennas provide

larger capacity than those with diversity antennas. Huge capacity is achieved at high

signal-to-nose ratio (SNR) by exploiting multiple-mode-beamforming(MB) without

requiring multiple antennas at each receiver. The problem of MB is the complexity

for selecting users to achieve the best sum capacity. We propose an efficient subop-

timal algorithm for selecting users to exploit MUD in MB. The algorithm is nearly

optimal with significantly reduced complexity.

The remainder of this chapter is organized as follows. In Section 7.2, we define

the multi-user MIMO system. The review of the capacity of multi-user systems with

single antenna is presented in Section 7.3. Section 7.4 presents main results of this

chapter which has three subsections considering the capacity of multi-user MIMO

systems. We show that non-diversity antennas performs better in multi-user SB in the

first subsection. In the second subsection, we show that multi-user diversity is more

efficient in a system with multiple antennas than one with a single antenna, but it has

a complexity problem. In the last subsection, we propose a suboptimal but efficient

algorithm that performs close to optimal with significantly reduced complexity. We
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briefly discuss the capacity of multi-user MIMO systems with multiple antennas at

the receivers in Section 7.5. Finally, conclusions are presented in Section 7.6.

7.2 System Model

One end of communication link of the kth user is a transmitter with M antennas,

and the other end is a receiver with N antennas. We designate this configuration as

an (M ,N) MIMO system. The bandwidth of signal is narrow enough for the channel

to be frequency flat. We also assume that the channel is “quasi-static”. The channel

may change from burst-to-burst, but remains constant during a burst.

The transmitted signal s is an M × 1 vector, and the received signal r is an N × 1

vector. Then, channel is represented by an N×M channel matrix H. Hij, the element

of ith row and jth column of the channel matrix H, represents the complex channel

gain between the jth transmitting antenna and the ith receiving antenna. The noise

n is an N × 1 zero mean complex Gaussian vector whose real and imaginary parts

are i.i.d. N(0, σ2/2), and its covariance matrix is equal to an N ×N identity matrix

multiplied by σ2.

Then, as noted in [104], simple, but powerful expression for the received signal of

kth user associated with an (M ,N) MIMO multi-user system is

rk = Hksk + nk, k = 1, 2, . . . , K (203)

The time index is omitted for conciseness. For a multi-user MIMO system, we des-

ignate the MIMO system with nT users each having with M antennas and nR users

each having with N antennas as (M ,N , nT , nR).

7.3 Multi-user diversity of single-antenna sys-

tems

Multi-user diversity of single-antenna systems has been studied by many researchers.

We briefly review the multi-user diversity gain of single antenna systems to gain
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insight about multi-user diversity.

It is well known that the capacity of an additive white Gaussian noise (AWGN)

channel with SNR γ is

Cγ = log(1 + γ) (204)

If γ is a random variable, the capacity is a random variable too, and it must be

integrated over the distribution of the random variable.

C = E[Cγ] =

∫
log(1 + γ)p(γ)dγ, (205)

where p(γ) is the pdf of the random variable γ. Since the logarithm is a concave

function, the capacity of a Rayleigh fading channel is less than the capacity of an

AWGN channel with the same SNR using Jensen’s inequality [108].

CRayleigh = Eγ[log(1 + γ)] ≤ log(1 + E[γ]) = CAWGN (206)

However, this capacity degradation in a fading channel is dramatically restored

and reversed when there are multiple users to schedule. While there is no multi-user

diversity gain in an AWGN channel, the multi-user diversity gain grows as the number

of users increases in a fading channel. By selecting the user above the average rate, it

is always possible to obtain a higher rate than the average rate. With enough number

of users, the probability that at least one user has the rate above the average is 1.

The optimal strategy for single-antenna system is to schedule only one user with the

best channel among users.

More precisely, when users receive an average power of unity, the average power

achievable by a scheme that schedules the best user is increased. The gain of SNR

converges to lK in distribution [97, 107] with

F (lK) = 1− 1/K, (207)

where F () is the cdf of the random variable and K is the number of users. By

increasing the number of users, lK corresponds to a farther point to the right from
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the center in the distribution, which means more power and more gain. By a simple

calculation for i.i.d. Rayleigh variables with unit variance, lK = logK, so the average

power of multi-user diversity is increased to logK from unity. Therefore,

CAWGN,Multi−user ∝ log(1 + γ) (208)

CRayleigh,Mulit−user ∝ log(1 + γlogK) (209)

Figure 27 shows total throughputs of single-user Rayleigh, and Multi-user Rayleigh

channels when signal to noise ratio (SNR) is 20 dB. It shows that

CRayleigh < CAWGN = CAWGN,Multi−user < CRayleigh,Mulit−user (210)
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with SNR 20 dB
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7.4 Multi-user diversity of (M, 1, 1, nR) MIMO sys-

tems

When there are multiple antennas in the transmitter and no feedback of CSI from the

receiver, we use transmission diversity to increase the link reliability. The effective

received signal of user k is given by

rk =
1

M
h†
k · hk · sk + nk, (211)

where hk is an M dimensional column vector which represents channel gain from all

transmit antennas to the antenna of user k, M is the number of transmit antenna, and

(·)† is the conjugate transpose of the matrix. To deliver this type of effective channel,

the transmitter employs techniques like delay diversity and space-time coding [109].

Transmit diversity averages the fluctuations of each signal by providing multiple

independent sources to be combined. It gives a lower BER in a fading channel than

a non-diversity scheme in the point to point communication. Therefore, the capacity

increases as we increase the number of antennas.

By allowing the feedback of only SNR of each user, we can exploit the multi-user

diversity.

Theorem 7. The MUD gain of Transmit diversity system vanishes as the number of

antennas increases.

lim
M→∞

CRayleigh,Transmit−Diversity,Multi−user = CAWGN,Single−Antenna,Multi−user (212)

Proof. The pdf of the random variable (R.V.) Y, the signal portion the effective

channel rk, is the normalized chi-square distribution with 2M degrees of freedom,

mean = 1 and variance = 1/M when each element of hk is the independent identically

distributed (i.i.d) circular complex Gaussian random variable with mean zero and unit

variance.

fY (y) =
1

σ2M2MΓ(M)
yM−1exp−y/2σ2

, (213)
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where Γ(x) is the gamma function, defined as

Γ(x) =

∫ ∞

0

yx−1exp−xdy, x > 0 (214)

By the central limit theorem (CLT), the pdf of R.V. Y approaches a normal distri-

bution with the same mean and variance. The variance converges to 0 as M → ∞,

which means no variation on the signal with the same mean.

A similar conclusion is drawn from MIMO systems with a large number of transmit

antennas and fixed number of receive antennas, known as channel hardening [98]. The

theorem hints us that the MUD gain decreases while the gain by transmit diversity

increases as the number of antennas increases. It indicates that multi-user diversity

has a conflict with multi-antenna diversity. From (210) and(212), single antenna

multi-user system may outperform the transmit-diversity multi-user system as the

number of user increases. They are confirmed by simulation as shown in fig. 28.

One of the benefit in transmit-diversity multi-user system is that all users are

equally good. Therefore, any user can be served in any time. The sum capacity loss

is the penalty.

When there are multiple users in the system, transmit diversity technique is not

the capacity achieving technique in a delay-tolerated system. It tells us that multi-

user environment is very different from the single-user environment. In a single-user

environment, fading is the impairment to be mitigated for a reliable communication,

but fading should not be removed in multi-user environment, but should be exploited.

The transmit diversity with multiple antennas is worse than a single antenna in a

multi-user delay tolerated environment.

When there are multiple antennas at the transmitter, it forms a vector Gaussian

broadcast channel. Unlike the scalar Gaussian broadcast channel, the channel is non-

degraded, and the capacity region is not fully known in general. We address this

problem by dividing our analysis in following three sections. The first section is for
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a simple single beamforming (SB) approach, which is mostly adopted in the current

commercial system, the second is for optimal multiple beamforming (MB) for multi-

user MIMO systems, and a sub-optimal but efficient solution for MB is considered in

the last section.

7.4.1 Single-mode-beamforming (SB)

In this section we study whether a antenna diversity is desirable in multi-user com-

munications when we deploy SB, which is adopted by most of the current commercial

systems. With a feedback of CSI from each user, we can select the user to achieve the

best SNR after beamforming. The effective received signal of user k with beamforming

is given by

rk = h†
k · hk · sk + nk, (215)

The significant difference compared with (211) is SNR improvement due to an-

tenna gain by beamforming. By beamforming in the transmitter, we can achieve SNR

boost as well as diversity gain, so its capacity increases as the number of antennas

increases. As shown in [110], the single-mode-diversity beamforming (SDB, with di-

versity antennas) outperforms single-mode-non-diversity beamforming (SNDB, with

correlated antennas) for the single-user case.

However, this is not the case for the multi-user environment. The pdf of the

random variable (R.V.) Z, the signal portion the effective channel rk of (215), is the

normalized chi-square distribution with a mean (= M) and variance (=M). The pdf

of the signal portion of SNDB is the single exponential distribution with mean (=

M) and variance (=M 2). Although there is no closed-form solution to identify the

gain of MUD for both cases, it can be shown that SNDB has better performance as

the number of users increase by investigating the statistical properties of two R.V..

We find an interesting observation: If we have more correlated antennas, we have

a larger sum capacity. The capacity of SDB is larger than SNDB for a single user.
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However, the capacity gap between them is reduced and inverted as the number of

user increases.

0 5 10 15 20 25 30 35 40
5

6

7

8

9

10

11

Number of Users

To
ta

l t
hr

ou
gh

pu
t (

bp
s/

H
z)

Single antenna
4 antennas without a feedback
4 antennas with diversity beamforming
4 antennas with non−diversity beamforming

Figure 28: Capacity of SDB and SNDB vs. number of users at SNR=20dB

Figure 28 shows simulation results for SDB and SNDB when SNR = 20dB. For

the comparison, multi-user capacities of single antenna and multiple diversity anten-

nas without a CSI feedback but only with SNR feedback are included. As seen in

the figure, both SDB and SNDB provide larger capacities than a non-beamforming

scheme (a scheme without CSI feedback). They outperform the single-antenna sys-

tems mainly as a result of the SNR boost. We also can see that SNDB outperforms

SDB as the number of users increases.

Allowing correlation has a practical advantage in the deployment of multiple an-

tennas in the system. It overcomes the difficulty in deploying antennas in a limited
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space of communication node. We can easily add more antennas in the limited space,

particulary for the mobile station.

7.4.2 Optimal Multiple-mode-beamforming (MB)

Although SB with multi-user diversity is a simple technique to improve the capacity of

the system, it is not an optimal strategy. By exploiting all possible spatial dimensions,

we can select the best multiple modes of transmission at the same time.

The simplest scheme is the zero-forcing (ZF) beamforming solution. When there

are M users in the system (nR = M), transmitter can transmit multiple beams

s =
M∑

i=1

H⊥
i si (216)

H⊥ = H†(HH†)−1, (217)

where H = [h1,h2, · · · ,hM ], H⊥ is pseudo-inverse of H, H⊥
i is ith column vector of

H⊥
i , and si is the data of user i. Substituting (216) to the system equation, we have

non-interfering M parallel scalar channels. The received signal of each user is

ri = si + ni, i = 1, · · · ,M (218)

The covariance of s and the effective SNR of each user, ρi, is

E{ss†} =
1

(HH†)−1
(219)

ρi =
1

[(HH†)−1]i,i
, i = 1, · · · ,M, (220)

where Ai,i is the element of the ith row and the ith column of matrix A. The capacity

with the ZF solution is

CZF =
M∑

i=1

[log(ξρi)]+, (221)

where [a]+ = min(0, a), and ξ is the “water-filling” solution of the following equation

[108]
M∑

i=1

[ξ − 1/ρi]+ = Ptot, (222)
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where Ptot is the total power allowed for the transmitter. One important observation

is that the capacity of MB linearly increases with the number of modes, which is the

minimum between M and nR.

Higher capacity is achieved by Costa’s dirty-paper coding [111]. Using QR de-

composition [5],

H† = QR (223)

H = LQ† (224)

L = R†, (225)

where R and L are upper and lower triangular matrices respectively. By transmitting

Q · s, the effective channel of each user is [104]

ri = li,isi +
∑

j<i

li,jsj + ni, i = 1, · · · ,M (226)

The non-causally known interference,
∑

j<k lk,jsj, can not be seen to user k by dirty-

paper coding, referred as the zero-forcing dirty-paper coding (ZF-DP) in [104]. The

resulting effective SNR of user k with a unit noise variance is l2k,k. The capacity of

ZF-DP is

CZF−DP =
M∑

i=1

[log(ξγi)]+, (227)

where γi = l2i,i, and ξ is the solution of
∑M

i=1 [ξ − 1/γi]+ = Ptot. It is shown in [112]

that the ZF-DP is the optimal scheme for achieving the sum capacity.

When there are more users than the number of transmit antennas (nR > M), a

larger capacity is achieved by selecting the best users to maximize the sum capacity.

The maximum number of supportable users is limited by the number of transmit an-

tennas. The total number of groups to consider is nR!/(nR−M)!/M !. Unfortunately,

there is no easy way to select the best group. It should noted that ZF-DP is order

sensitive (it has different L depending on the order of users in the group). Therefore,

nR!/(nR −M)!/M ! pseudo-inverses for ZF and nR!/(nR −M)! QR decompositions
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are required in general, which is computationally prohibitive. Therefore an efficient

algorithm to achieve the most of capacity is proposed in the next section.
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Figure 29: Capacities of multiple beamforming and single beamforming at
SNR=20dB with M = 4 and various nR’s

Figure 29 shows the simulation results of MB and SB in the multi-user environment

when SNR = 20 dB. It is shown that the capacity of MB far exceeds the capacity of

SB schemes. One interesting observation is that multi-user diversity of MB is much

more efficient than SB. The slope of the capacity increase is much steeper than SB

even after the number of users reaches the number of transmit antennas, M . The

multi-user diversity is understood as the power gain, so the capacity is increased

logarithmically. However, the capacity of MB is amplified by multiplying the average

capacity increase of each spatial mode by the total number of spatial modes. The
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Figure 30: Capacities of multiple beamforming and single beamforming at SNR=-
10dB with M = 4 and various nR’s

multi-user diversity gain in MB is huge as a consequence, and should not be ignored.

We found another interesting observation that the SNDB outperforms all the

diversity beamforming schemes at low SNR as shown in fig. 30. ZF and ZF-DP

become equal to SB at low SNR due to insufficient power which can not be distributed

to other modes as seen in (222), so the capacity of MB at low SNR equals that of the

SDB. Therefore, SNDB outperforms all diversity beamforming schemes at low SNR

since SNDB outperforms SDB when there are large number of users.

7.4.3 Suboptimal Multiple-mode-beamforming

As seen in the previous section, the multi-user diversity gain in MB is huge and

must be exploited. The main problem in exploiting the multi-user diversity is in
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its complexity. In this section, we propose a suboptimal but efficient algorithm for

ZF-DP to reduce the complexity significantly.

Algorithm 1: Ordered QR (OQ)

initialize : B = {h1,h2, · · · ,hnR
}, S = φ

‖ Bj ‖2= maxB(‖ Bi ‖2)

Update S and B : remove Bj from B and include to S : S1 = Bj

R1,1 =‖ Bj ‖2
Q1 = Bj/R1,1

for k = 2 : M

E = Q† B

T = B−Q E

‖ Tj ‖2= maxT (‖ Ti ‖2)

Update S and B : remove jth column of B and Sk = Bj

Rk,k =‖ Tj ‖2
R1:k−1,k = E1:k−1,k

Qk = Tj/Rk,k

end

The OQ algorithm for ZF-DP (ZF-DP-OQ) is the general modification of classical

Gram-Schmidt (CGS) algorithm [113]. The main idea is to find the best user in each

mode without looking back. The algorithm completes the selection for each mode

sequentially instead finding all modes at the same time. Therefore, the algorithm is

robust and close to optimal when only a part of modes are needed.

The flops required for ZF-DP-OQ is (MnR −M + 1) times 2M 3 while the flops

for ZF-DP is nR!/(nR−M)! times 2M 3. With M = 4 and nR = 10, 4736 and 645120

flops are required for ZF-DP-OQ and ZF-DP respectively. The complexity reduction

is by a factor of 136. As the number of users increases, the complexity of ZF-DP-OQ

increases linearly with the number of users, but the complexity of ZF-DP increase
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almost Mth power of the number of users. As a consequence, ZF-DP is not feasible

while ZF-DP-OQ is feasible as the number of users increases.
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Figure 31: The capacity of ZF-DP-OQ and ZF-OQ at SNR = 20 dB

Figure 31 shows the simulation results for ZF-DP-OQ at SNR = 20 dB. It shows

that the performance of ZF-DP-OQ is as good as the optimal ZF-DP. ZF-DP-OQ

captures most of the MUD gain with significantly reduced complexity. We can also

apply the OQ algorithm to ZF (ZF-OQ). Fig. 31 shows that ZF-OQ performs well

with significantly reduced complexity. However, it is not as good as ZF-DP-OQ since

OQ is optimized based on QR decomposition for ZF-DP.
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7.5 Multi-user diversity of (M,N, 1, nR) MIMO sys-

tems

In this section, we briefly discuss about multi-user (M,N) MIMO system based on the

studies in the previous sections.

A multi-user (M,N) MIMO system is the generalization of a multi-user (M,1)

MIMO system. If every user has the same number of antennas, N, a (M,N, 1, nR)

MIMO system, is lower bounded by a (M, 1, 1, N · nR) MIMO system, which was

discussed in the previous section. The significant difference between (M,N, 1, nR)

and (M, 1, 1, N ·nR) MIMO systemss is that the cooperation within the data streams

of the same user is possible in (M,N, 1, nR) MIMO systems. In (M,N, 1, nR) MIMO

systems, there are N independent data streams in maximum within each user, and the

decoder of each user can cooperated operation for streams. Therefore, the capacity of

(M,N, 1, nR) MIMO systems are larger than the capacity of (M, 1, 1, N · nR) MIMO

systems.

The basic approach for (M,N, 1, nR) MIMO systems is to make multiple beams

to be orthogonal between users and maximize the capacity within a user [114, 115].

When N · nR exceeds M , we need to consider all possible combinations to collect the

M best modes among N · nR possible candidates. In [103], the author simplifies it to

choose best user which gives the best capacity of (M,N) system, but the multi-user

gain of the system from the scheme is not large as seen in the last section.

In high SNR regions, a multi-user (M,N) MIMO system gives higher capacity

than any of multi-user (M, 1) MIMO systems due to the increased number of effective

streams from nR to N · nR, and the cooperation within modes of the same user. In

low SNR regions, (M,N) MIMO system can only transmit single mode, so SNDB

outperforms (M,N) MIMO MB schemes. We do not include the result here for sure.
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7.6 Conclusion

We study the capacity of the vector broadcast channel. Huge capacity is achieved

by exploiting multiple spatial modes when there is an independent fading between

antennas and between users to provide unique signatures of spatial modes. A problem

arise to exploit MUD with MB because of the infeasible complexity for selecting

users. We propose an efficient suboptimal algorithm to select the users to exploit

MUD in MB. The algorithm is almost as good as optimal with significantly reduced

complexity. With this simple algorithm, multi-user diversity can be readily exploited

without significant complexity increase, and we can enjoy huge capacity gain. We

showed that there is an interesting conflict between AD and MUD in SB. Antenna

diversity reduces the dynamic range of channel variation, so multi-user diversity is

reduced resulting from the limited scope of scheduling. As a consequence, SNDB

outperforms the SDB. Allowing correlation in the antennas has a practical advantage

in the deployment of multiple antennas in the system.
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CHAPTER VIII

CONCLUDING REMARKS

8.1 Summary of Contributions

This dissertation primarily focuses on designing new architectures for multiple an-

tenna wireless communication systems operating in a mobile-to-mobile environment

and developing theoretical frameworks for analyzing multiple antenna systems.

In Chapter III, we proposed new architectures for MIMO systems in a mobile-to-

mobile environment. Previous research has not focused on using directional anten-

nas in MIMO systems because it is believed that directional antennas might suffer

degradation of the capacity as a result of a reduction of the richness in the scat-

tering environment. However, we find that directional antennas are very attractive

in MIMO systems in a mobile-to-mobile environment. We investigate the effects of

spatial correlation and multipath richness on the capacity of MIMO systems. The

study shows that higher capacities are achieved for MIMO systems with directional

antennas relative to MIMO systems with omni-directional antennas when antennas

are closely located or when the number of scatterers is small.

In Chapter IV, we proposed new architectures for SIMO systems in a mobile-

to-mobile environment. These architecture have considerable gain on output SINR

over conventional systems. As a consequence of the architecture, we proposed a new

combining scheme to select outputs of optimal combing (SOOC). We analyzed SOOC

by deriving closed-form expressions for the pdf, the outage probability of output SIR,

and average output SIR in the presence of multiple interferers of equal power in an

interference-limited environment. In addition, we derived the expression for the SER

of MPSK systems as the sum of single integral formulas, and a closed-form expression
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for the SER of BPSK as a special case.

In Chapter V, we developed a new analytical framework that provides a simple

and accurate way to assess the effects of arbitrary-power interferers and thermal

noise. Using some new results of joint eigenvalue distributions of complex random

matrices, we derived closed-form formulas for the pdf and the cdf of the maximum

output SINR of MIMO-OC and the SER of coherent MPSK as a single integral

formula that can be easily evaluated by using commercial software packages. With

the framework, we also derived a closed-form expression for the MGF of the output

SINR of SIMO-OC in the presence of arbitrary-power interferers and thermal noise.

Using the MGF, we derived an expression for average output SINR and the error

performance expressions for MPSK, MQAM, and MDPSK, using the MGF-based

approach. To the best of our knowledge, there has been no theoretical analysis of

MIMO-OC systems with arbitrary-power interferers and thermal noise, and this work

is the first to derive a closed-form expression for the exact MGF, the average output

SINR, and the performance analysis of M-ary modulation schemes with SIMO-OC

in the presence of arbitrary interferers and thermal noise. It is applicable even when

the number of interferers is larger than the number of antennas while [55] is not.

In Chapter VI, we extended results of the performance analysis of the SIMO adap-

tive antenna system with OC in [50] and derived a closed-form solution of the outage

probability for MIMO-OC in correlated Rayleigh fading channels. Based on the dis-

tribution functions of quadratic forms in complex Gaussian random matrices with

different covariance matrices in [58, eqs. (59), (61)], we first derived the exact joint

eigenvalue distributions of the quadratic-form random matrices and then investigated

the statistical characteristics of maximum output SIR for the MIMO-OC system in

an interference-limited environment.

In Chapter VII, we investigated the capacity of broadcast channels for a sin-

gle transmitter with multiple antennas and multiple receivers with a single antenna,
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which is a typical downlink scenario for commercial cellular systems. We show that

MUD gain decreases as AD mitigates fading, so we can conclude that there is a

contention between MUD and AD. We also show that introducing intentional corre-

lations between antennas may be beneficial in a multi-user environment. We propose

an efficient algorithm for selecting users for MB, which is as good as optimal with

reduced complexity.

8.2 Suggestions for Future Research

Future research can proceed in the following areas

MIMO systems in a mobile-to-mobile environment

• The characteristics of mobile-to-mobile channels differ from those of cellular

channels. We show that directional antennas are attractive in MIMO systems in

mobile-to-mobile channels while they are not in cellular channels. Thus, the deign of

MIMO systems with different types of antennas is an open field. Possible candidates

are the polarization antennas and reflection antennas currently being investigated in

the software radio lab at Georgia Tech Research Institute.

• Performance analysis in mobile-to-mobile channels has been limited by lack

of practical measurements of mobile-to-mobile channels. Channel measurements of

mobile-to-mobile channels in the context of MIMO is an ongoing research topic.

Analysis of optimal combining

• We derived a closed-form formula for the MGF of SIMO-OC in the presence

of arbitrary-power interferers and thermal noise, but a closed-form solution for the

MGF of MIMO-OC is an open problem.

• The performance analysis for OC in this thesis assumed that CSI is perfectly
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known, but the channel gain and interference-plus-noise covariance matrix will be

estimated in real implementation, which will result in estimation errors. Thus, the

performance analysis of OC with estimation errors is an open problem.

Muliti-user MIMO systems

• The broadcast channel capacity is known only when both transmitters and re-

ceivers have perfect CSI of the channel. However, perfect CSI would not be realizable

in practice. Hence, the capacity of broadcast channels with estimation errors is an

open problem.

• Although dirty-paper coding [111] is a powerful capacity-achieving technique,

it is very complex and appears to be difficult to implement in practical systems.

Developing a suboptimal scheme that approaches the capacity of broadcast channels

is an ongoing research topic.
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