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I.  BACKGROUND 

Estimating exposure at highly resolved geographic and time scales is important for tracking 
health effects associated with air pollution. Exposure estimates derived from statistical receptor-
based models and from mechanistic emissions-based models have been used to fill temporal and 
spatial gaps in ambient air monitoring data, providing input to the public health community 
involved in risk assessment. Collaboration of air quality scientists with expertise ranging from 
emission source to exposure with public health scientists is needed to develop new metrics of 
exposure and to interpret health risk data. 

Issues impeding a full understanding of health effects of ambient air pollution from the existing 
body of literature are widely appreciated.  Atmospheric processes driving transformation of the 
primary pollutants emitted from stationary and mobile sources lead to a dynamic ambient 
environment comprised of a multitude of agents with unique physical and chemical 
characteristics.  Composition of the mixture thus varies over both time and space, and attempts to 
characterize the mixture are generally accompanied by measurement error that varies across the 
species of interest.  Further, how humans move through the microenvironments and how their 
behaviors and activities alter their personal exposure to pollutants of ambient origin add further 
complexity.  Finally, the physiological responses occur through a complex web of feedback 
loops on multiple time scales with interactions occurring among specific components and other 
individual-level factors such as other exposures and genetic constitution.  Epidemiologic models 
focusing on single pollutants are prone to concerns about whether the pollutant is operating as a 
surrogate for an etiologic agent or group of agents.  In the presence of differing levels of 
measurement error and/or unmeasured confounders, multi-pollutant epidemiologic models do not 
obviate this concern.   

We have a long record of collaboration with Emory Public Health School researchers on a 
number of air pollution health studies in Atlanta, collectively referred to as Studies of Particles 
and Health in Atlanta (SOPHIA). This collaboration continues with the recent establishment of 
an EPA Clean Air Center at Emory and Georgia Tech – the Southeastern Center for Air Pollution 
and Epidemiology (SCAPE). In this work, we utilize our expertise in atmospheric modeling 
methods and air quality measurements as well as our experience in working with health 
researchers to investigate alternative approaches for developing exposure metrics of air pollution 
for use in public health surveillance. 
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II.  OBJECTIVES AND METHODS 

In this three-month study, we compared observation-based and emission-based approaches for 
spatiotemporal ambient air quality analysis that can then be used to develop geo-imputation 
methods to convert grid-level predictions to various geographic scales. We focus on three criteria 
pollutants, NO2/NOx (primary pollutant), O3 (secondary pollutant), and PM2.5 (mixed origin), and 
use the 20-county Atlanta metropolitan area as our study domain. The primary goals of the 
project were to evaluate the strengths and limitations of these distinctly different approaches for 
the application of public health tracking and to recommend a hybrid approach for future 
evaluation. In addition, by working closely with CDC staff, a secondary goal of this project was 
to share expertise with CDC Environmental Public Health Tracking (EPHT) researchers. 

Modeling methods for providing spatially resolved air pollutant estimates using the tools listed 
below were investigated in this project. 

1. Observation-based geo-statistical techniques (e.g. D2-interpolation, semivariogram 
analysis). 

2. CMAQ (community multiscale air quality modeling system): CMAQ modeling system 
has been designed to approach air quality as a whole by including state-of-the-science 
capabilities for modeling multiple air quality issues, including tropospheric ozone, fine 
particles, toxics, acid deposition, and visibility degradation. In this application, CMAQ 
provides spatial resolution to the 4 km scale. 

3. AERMOD: A steady-state plume model that incorporates air dispersion based on 
planetary boundary layer turbulence structure and scaling concepts, including treatment 
of both surface and elevated sources, and both simple and complex terrain. Here, 
AERMOD provides information on near-source gradients. 

 

III. RESULTS AND DISCUSSION 

Georgia Tech researchers worked closely with CDC researcher Ambarish Vaidyanathan on all 
aspects of this work. A computer was purchased by CDC for CMAQ and AERMOD modeling 
and integrated with Georgia Tech computational facilities. In this project, correlation analyses of 
results of monitor-based spatial interpolation and emissions-based CMAQ modeling were used 
to better understand the strengths and limitations of these methodologies for public health 
surveillance. Spatial autocorrelation obtained from using these two approaches was assessed as 
the impacts of measurement error on time-series health studies have been found to depend on 
spatial autocorrelation (Goldman et al., 2010 and 2011). Results are presented and discussed 
below. Instructional presentations used by Georgia Tech and CDC researchers are included as 
appendices for the receptor-based interpolation procedure (Appendix A), the CMAQ modeling 
system (Appendix B), and the AERMOD modeling software (Appendix C). 

Receptor-based Model Evaluation 

In previous work, a robust methodology was developed to compute population-weighted daily 
measures of ambient air pollution for use in time-series studies of acute health effects (Ivy et al., 
2008). As a part of this previous work, data from ambient monitors were spatially resolved over 
the 20-county metropolitan Atlanta area over the time period 1999-2004 to provide daily air 
pollutant fields of regulatory ambient concentrations (i.e. fields without the local gradients to 
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sources such as roadways) for 11 pollutants: nitrogen dioxide (NO2), nitrogen oxides (NOx), 
carbon monoxide (CO), ozone (O3), sulfur dioxide (SO2), particulate mass of particles less than 
10 µm in aero-dynamic diameter (PM10), particulate mass of particles less than 2.5 µm in 
aerodynamic diameter (PM2.5), and PM2.5 components elemental carbon (EC), organic carbon 
(OC), nitrate (NO3

-), and sulfate (SO4
2-). A map showing locations of monitors is provided in 

Appendix A. Here, we briefly summarize the methodology for spatially resolving the ambient 
monitor data and then provide results of new analyses that address the accuracy and precision of 
predications as well as the spatial autocorrelation of results. 

Ambient monitor data were log-transformed and normalized as follows. 
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Here, ikβ  is the normalized value of the pollutant at monitor i for day k, µi is the mean of ln(Cik) 

values for a year at monitor i, and σ i  is the standard deviation of ln(Cik) values for year at 
monitor i. Thus, the distribution of iβ   has an annual mean of zero and an annual standard 

deviation of one. The normalized values were then inverse distance-square weighted to the 660 
census tracts as follows. 
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Here, Vjk is the interpolated normalized value for each day k at each census tract j, and Dij is the  
distance from monitor i to census tract j. Normalized values, as opposed to the actual 
concentrations, were used to produce a smoother interpolated surface and increase the robustness 
of the metric when monitor data are missing. That is, without normalization, interpolation would 
result in average concentrations “floating” to regions where no monitors are located. In the case 
of a limited monitoring network of pollutants with concentrations that are much higher near the 
urban center than in surrounding rural areas (e.g., vehicular emission pollutants), direct 
interpolation would lead to unrealistic spatial distributions. The interpolation method used here is 
based entirely on the ambient monitor data and does not require the use of artificial boundary 
conditions. Moreover, without normalization the impact of missing data on these interpolations 
might be such that the results are only useful if data are available from all monitors. Such a 
reduction in completeness of the dataset might substantially decrease the power of a time-series 
health study. The normalized value at each census tract was then converted back to a 
concentration using descriptive models of the means and standard deviations as a function of 
distance from the urban center. 

The normalized value at each census tract was then converted back to a concentration using 
descriptive models of the means and standard deviations as a function of distance from the urban 
center. 

jjjkV
jk eC

µσ +=       (3) 

Here, µ j is the modeled mean of ln(Cjk) values for the year at census tract j and σ j  is the 

modeled standard deviation of ln(Cjk) values for the year at census tract j. Logistic and linear 
functions were used to model the annual means and standard deviations, respectively, providing 
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a smooth spatial surface in which local source impacts and biases due to differences in 
measurement methods are minimized. This procedure allows for daily anisotropic pollutant 
fields, but the annual average pollutant fields (means and standard deviations) are assumed to be 
isotropic (i.e., dependent on radial distance only). This assumption has been assessed in previous 
work (Wade et al., 2006). 

The monitor data and estimates calculated at monitor locations by the method described above 
are highly correlated, as expected, with R2 values of 0.94 or greater for all pollutants. Some bias 
is introduced due to the smoothing of mean and standard deviation profiles over space. To 
evaluate model performance in predicting daily pollutant levels at particular locations in space, 
the correlation of monitor observations and model predictions calculated without using data from 
that monitor are shown as a function of distance to the urban center in Figure 1. In general, as 
distance from the urban center increases, the number of monitors decreases and the variability 
between monitors increases, resulting in decreasing predictive capability. For pollutants that are 
predominantly secondary in nature (i.e., formed in the atmosphere), such as O3 and PM2.5 total 
and SO4

2- and NO3
- component masses, high correlations (r > 0.8) are obtained even for sites 

within 65 km of the urban center. On the other hand, pollutants strongly associated with mobile 
sources, such as NO2/NOx, CO, and EC, are not well predicted at rural sites, with R values 
between 0.3 and 0.4 for the Yorkville site located approximately 64 km from the urban center. 
The ability to predict the SO2 concentrations is particularly poor. Major sources of SO2 in the 
Atlanta area are coal combustion point sources, in particular a coal-fired power plant located 
11.5 km northwest of the urban center. When a plume from this plant impacts the Atlanta area, 
its width is narrow resulting in a spatially heterogeneous pollutant field that is not well 
characterized by the ambient monitors. The correlation of observations and predictions for OC, 
which has significant primary and secondary components, is intermediate. 

 

An explanation of the limited predictive capability of the monitor-based interpolation 
methodology is the high degree of spatial autocorrelation in the air pollutant fields. In Figure 2, 
correlograms using data from 2004 only are shown for four pollutants: NO2, EC, O3, and PM2.5. 
Model results represent Pearson correlation coefficients of each of the 660 census tract estimates 
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Figure 1. Correlation of monitor observations and model predictions without using data from that monitor 
as a function of distance from the urban center for pollutant gases (left) and PM2.5 total and major 
component masses (right). Curves indicate spatial trends for single pollutants or groups of pollutants. For 
collocated monitoring sites, both sets of observations were removed for model prediction at those sites.
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with the central census tract; monitor results represent Pearson correlation coefficients with the 
central monitor (Jefferson St), with the value at distance zero obtained for collocated 
instruments. The model predications exhibit more spatial autocorrelation on average than the 
monitor observations. At monitor locations the model correlations approach that of the monitors, 
but away from monitors the model correlations are much higher. 

 

These results demonstrate that the number and location of monitors limits the predictive 
capability of a monitor-based interpolation model, particularly for primary pollutants. Emission-
based model results that incorporate dispersion effects are evaluated next to assess their 
predictive capabilities. 

Emissions-based Model Evaluation 

At a 4 km resolution, 48-hour forecasts of air quality using the CMAQ modeling system were 
obtained for the Atlanta metropolitan area for 2010. Daily metrics were computed from the 
hourly forecasts and compared with monitor data. In Table 1, Pearson correlation coefficients 
and percent bias between model estimates and observations at an urban location and a rural 
location are listed for five pollutant gases and PM2.5 mass. The biases are much greater than for 
the monitor-based interpolation model, as expected since the CMAQ predictions do not use the 
monitor data. The correlation coefficients are similar to those found when data are withheld 
using the interpolation method (Figure 1). 
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Figure 2. Spatial autocorrelation of monitor observations and interpolation model predictions for four 
pollutants, 2004 data.
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The spatial autocorrelation in the CMAQ predictions is compared with that in the monitor data in 
Figure 3. CMAQ derived spatial autocorrelation is not as great as that obtained when using the 
interpolation model (Figure 2), but it is still greater than that suggested by the monitor data for 
primary pollutants. Monitor data can include local source impacts, and dispersion in the CMAQ 
model is likely underestimated due to limited meteorological and surface feature inputs. 

 

urban (JST) rural (Yorkville)

correlation bias correlation bias

NO2 0.84 23% 0.72 140%

NO 0.80 -52% 0.32 138%

SO2 0.59 329% 0.34 295%

CO 0.84 55% 0.55 -8%

O3 0.73 26% 0.68 7%

PM2.5 0.60 7% 0.61 7%

Table 1. Comparison of observations and CMAQ model predictions at two locations, 2010 data.
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Figure 3. Spatial autocorrelation of monitor observations and CMAQ model predictions for four pollutants, 
2010 data.
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As further evidence of this limitation in CMAQ predictions, inter-pollutant correlations were 
computed and compared those based on monitor data. As shown in Table 2, CMAQ inter-
pollutant correlations appear to be too high. In PM source apportionment studies that incorporate 
CMAQ modeling, we have shown that this limitation results in source impacts that vary little 
relative to each other, which limits the use of such an approach for time-series epidemiologic 
studies (Marmur et al., 2006). 

 

These results suggest that a hybrid approach that incorporates CMAQ modeling capabilities and 
monitor data might provide improved air pollutant fields. However, over-prediction of spatial 
autocorrelation will likely continue to be a limitation. A near-source model, such as AERMOD 
or CALINE, might provide more realistic spatial autocorrelation. Georgia Tech and CDC 
researchers have begun using these models and are exploring ways of developing hybrid 
approaches that include near-source modeling.  

Table 2. Inter-pollutant Pearson correlation coefficients at Jefferson St 
for monitor data (a) and for CMAQ predictions (b).

NO2 NO SO2 CO O3 PM2.5 SO4 NO3 NH4 EC

(a) 2007 Jefferson St observations

NO 0.621

SO2 0.310 0.249

CO 0.698 0.909 0.217

O3 -0.318 -0.345 -0.230 -0.232

PM2.5 0.375 0.175 0.009 0.431 0.414

SO4 0.046 -0.089 -0.060 0.086 0.514 0.799

NO3 0.308 0.150 0.291 0.196 -0.442 0.078 -0.198

NH4 0.067 -0.093 -0.040 0.096 0.453 0.802 0.971 -0.037

EC 0.707 0.685 0.163 0.835 -0.052 0.664 0.290 0.135 0.287

OC 0.409 0.297 -0.001 0.529 0.201 0.837 0.372 0.150 0.374 0.715

(b) 2010  CMAQ predictions at Jefferson St

NO 0.760

SO2 0.511 0.602

CO 0.924 0.851 0.479

O3 -0.756 -0.666 -0.427 -0.733

PM2.5 0.835 0.773 0.569 0.837 -0.505

SO4 0.361 0.253 0.408 0.303 0.151 0.656

NO3 0.632 0.715 0.513 0.746 -0.713 0.691 0.073

NH4 0.722 0.679 0.572 0.755 -0.404 0.935 0.697 0.722

EC 0.876 0.891 0.469 0.874 -0.637 0.872 0.384 0.632 0.742

OC 0.710 0.595 0.330 0.658 -0.307 0.882 0.631 0.371 0.714 0.774
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IV.  CONCLUSION 

The work performed under this Subcontract demonstrates the need for a hybrid modeling 
approach that incorporates actual observations to provide air pollutant fields that can be used for 
public health surveillance. Not only are the spatial resolved estimates needed, but uncertainties in 
these estimates must be provided as these uncertainties vary markedly between pollutants and 
over space. The three-month effort described here provides a starting point for CDC to develop 
the improved capabilities in air quality modeling that are needed for the public health tracking 
system being developed. 
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Appendix A 

Receptor-based Interpolation Instruction Presentation 
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CMAQ Instruction Presentation 
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Appendix C: AERMOD Instruction Notes 

AERMOD is a steady-state plume model that incorporates air dispersion based on planetary boundary 

layer turbulence structure and scaling concepts, including treatment of both surface and elevated 

sources, and both simple and complex terrain.  AERMOD was developed by a collaborative working 

group of scientists from American Meteorological Society (AMS) and Environmental Protection Agency 

(EPA). AERMOD estimates the contributions from point, area and volume sources, and is primarily used 

for regulatory compliance modeling. AERMOD model is PC-c compatible and requires a minimum of 2 

MB of RAM, a math processor, and MS-DOS version 3.2 or higher. Good working knowledge on 

programming/editing batch scripts is required to run the command-line version of AERMOD.  

AERMOD modeling system consists of two data input preprocessing systems, namely the terrain 

preprocessor (AERMAP) and the meteorology preprocessor (AERMET). AERMAP processes complex 

terrain using USGS Digital Elevation Data. AERMOD requires two types of meteorology inputs that are 

processed using AERMET. One file consists of surface scalar parameters, and the other file consists of 

vertical profiles of metrological data. Executing a simple AERMOD run involves setting up a runstream 

file, which involves the following steps. 

1. Selecting modeling options: This is the first step and involves creating an output directory, 

selecting a pollutant and averaging period for that pollutant. 

2. Specifying source inputs:  This step involves identifying the location, type of source and other 

source specific parameters. 

3. Specifying a receptor network:  This step is necessary to identify a cartesian grid receptor 

network or a discrete receptor location. 

4. Specifying the meteorological input: This step provides surface and vertical profile information 

necessary to run AERMOD. 

5. Selecting output options:  Includes keywords to produce output files, table options for 

generating plots. 

Issues with procuring/running AERMOD: 

The command line version is distributed free of cost by EPA, however, running AERMOD on command 

line involves the following drawbacks: 

1. Processing input files, especially when there are multiple sources involved, is time consuming. 

2. Very difficult to trace errors. 

3. The visualization options that come with the command line version are very limited. 

AERMOD that is built on a graphics user interface (GUI) is available through vendors such as Trinitiy 

Consultants and Lakes Environmental. The GUI versions currently in circulation are Breeze and Aermod 

View and a single user license costs somewhere between $1400-1700. 

References:  http://www.epa.gov/scram001/dispersion_prefrec.htm 

http://www.epa.gov/ttn/scram/dispersion_prefrec.htm#aermod 


