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SUMMARY 

The nature of this investigation lies in the area of transfer 

functions in the general field of nuclear reactor dynamics. Transfer 

functions indicate the linear dynamic characteristics of a system and are 

used frequently in control and stability studies. The specific nature of 

this research involved the study, both theoretically and experimentally, 

of the space-dependent reactor source transfer function with, temperature 

feedback. 

An existing theoretical model, known as the complex source method 

and capable of predicting neutron flux response to a small periodic dis­

turbance, was extended to include temperature feedback effects.. Tempera­

ture feedback terms were included by relating reactor parameter changes 

to the fluctuating flux levels. This derivation based on two-group dif­

fusion theory resulted in two sets of nonhomogeneous complex equations. 

These general equations were applied to a, one-dimensional model of the 

Georgia Tech Research Reactor (GTRR) and a computer program, SPARE, was 

developed for computing the source transfer function as a function of the 

reactor power level. The validity of the SPARE calculations was tested 

over six orders of frequency magnitude from 1 X 10 4 Hz to 1'»X 10 ^ Hz for 

both no feedback (zero-power) and temperature feedback (full-power) condi­

tions. The results of the checks against the SPARE calculations were very 

good and served to validate the SPARE calculations. 

The experimental portion of this investigation involved the design 

and construction of an in-core pile oscillator. The pile oscillator was 
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located in the center of the reactor since this arrangement permitted the 

experimental verification of a one-dimensional calculation. The pile 

oscillator employed a pseudo-random binary sequence for introducing flux 

disturbances with the desired frequency components. This approach offered. 

the advantage of investigating a broad band of frequencies in a single 

experimental run. Measurements were made for several spatial, detector 

locations within the reactor for zero-power and at-power (900 kW) condi­

tions. The frequency range from k X 10 4 Hz to 8.5 Hz was investigated. 

Data were taken and stored on magnetic tape using a network of two PDP-8 

computers and a magnetic tape unit. Da~a analysis was done using a Fast 

Fourier Transform program on a Univac 1108 computer. 

The results .from the SPARE calculations and the experiments agreed 

quite closely. Temperature feedback, effects for the GTRR were observed 

to occur at frequencies of 2 X 10 2 Hz and less, and to become quite pro­

nounced at frequencies of 1 X 10 3 Hz and smaller. The extent of tempera­

ture feedback over the frequency spectrum was correctly predicted by the 

SPARE calculations. 

Spatial effects were observed to be significant only for the higher 

frequencies. For the frequency range less than one Hz the experimental 

results indicated a point model response for the GTRR. SPARE calculations 

indicated true point model response at low frequencies of 1 X 10 3 Hz and 

less, with only slight spatial response over the limits of the reactor for 

frequencies as high as one Hz. The amplitude calculation over this fre­

quency range showed no spatial dependence and the calculated phase angle 

variation over the spatial limits of the reactor increased from less than 

one degree variation at 1 X 10 3 Hz to slightly over six degrees variation 
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at one Hz. Further, the majority of the phase angle variation In this 

frequency range was calculated to occur between the oscillator and the 

first detector location (R=15 cm). The phase angle variation over the 

limits of the reactor for this frequency range was not large enough to be 

significant. In this sense the experimental measurements confirmed the 

SPARE calculations. 

Spatial effects were observed for frequencies above one Hz. The 

higher frequency end of this study was investigated to a maximum of 8,5 

Hz since this frequency region was found to be well outside the range of 

interest for temperature feedback and this frequency region had been the 

subject of an earlier Investigation. 

From the results of this investigation it was concluded that this 

approach for predicting the spatial source transfer function witr, tempera­

ture feedback is valid. This technique should be useful for predicting 

at-power spatial transfer functions for reactor system stability studies 

where temperature feedback and spatial effects are much more pronounced 

than in the GTRR. Also, this approach should be useful in dynamic studies 

for predicting at-power flux response to reactivity fluctuations. In 

general, this technique should find application In the study of space and 

energy effects in the area of reactor system dynamics. 
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CHAPTER I 

INTRODUCTION 

In recent years much interest has developed in the area of nuclear 

reactor dynamic behavior. The study of nuclear reactor dynamics is con­

cerned with the spatial and transient behavior of the reactor and is 

usually called space-time kinetics. This interest in space-time behavior 

has been stimulated by the practical need to understand and control com­

plex nuclear reactor systems. The subject of space-time kinetics becomes 

more important as nuclear reactor cores grow larger because of reduced 

neutron coupling between parts of the larger system.'" With the advent of 

larger power reactors it has become necessary from a safety standpoint to 

understand more thoroughly the space-time effects in reactor performance. 

Results of kinetics studies indicate clearly that space effects can be 

important and a priori cannot be neglected in the interpretation of reac­

tor experiments or in the analysis of reactor behavior, safety, or 

2 
stability. 

The material in this chapter presents a background discussion in 

the space-time kinetics area and states the objective of this particular-

kinetics investigation. Specifically, the background discussion includes 

a rather brief, general discussion on the major space-time analysis methods, 

a review of work in the more specialized area of spatial transfer functions, 

and a review of modulated experiments which is the experimental technique 

for measurement of transfer functions, The concept and use of reactor 
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transfer functions are presented in detail in the chapter on Theoretical 

Development; however, consider for now that the use of transfer functions 

is a specialized technique for studying certain dynamic characteristics 

of the reactor system. 

Space-Time Kinetics 

Factors important in reactor kinetic studies include the energy 

generated in the system; its distribution between fuel, moderator, and 

coolant; and the time rate of change of energy production and its spatial 

distribution. Comprehensively describing these complex interactions, 

experimentally evaluating certain parameters, and the difficulty of han­

dling analytically or numerically the time-dependent transport equations 

have led to the wide use of the space-independent conventional kinetics 

2 
equations. The space-independent equations have subsequently been used 

extensively, both for the interpretation of experimental data and for the 

prediction of dynamic response, 

The development of larger reactoi cores for higher power reactors 

led to an emphasis on spatial effects. Theoretical work in this area was 

assisted by the increased capability of larger and faster computers. 

Studies in the slow transient region for the investigation of spatial 

xenon oscillations were among the first space-time investigations. Em­

phasis in this area of space-time work was on determining conditions for 

stability. Methods for analyzing these slow transients have been thor-

3 h 
oughly reviewed by Stone and Wilson. 

In a review paper by Hsu and Mulcahey on space-dependent reactor 

dynamics it was pointed out that spatial methods developed to date have 
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indicated the need for more complete methods to calculate spatial effects. 

These methods are needed for predicting the existence of potentially 

hazardous conditions in reactors due to spatial effects. For instance, 

large discrepancies have been reported in reactor transients calculated 

with and without considering spatial effects. f It was concluded 

that, for large reactors, the standard non-spatial methods for 
calculating reactor kinetics are inadequate to predict some 
situations. To insure the safe operation of an advanced power 
reactor throughout its life it is necessary to consider spatial 
dynamics in the design of reactor and plant control and safety 
systems.5 

It was also pointed out that the spatial methods should be capable of tak­

ing into account for heat transfer, fluid fl._w, and multiple-energy-group 

kinetics considerations. 

The. present principal methods have been discussed thoroughly in 
q o 

the review papers of Hsu and Mulcahey and Kerlin* Among the methods 

discussed is the point-model reactor kinetic? method* The concept of this 

model is the study of reactor dynamic behavior by means of spatially aver­

aged or weighted-average quantities of system variables. The basic as­

sumption is that the space-time solution of the system variables can be 

separated into a single product of a space-dependent function and a time-
dependent function. The most general discussion on the derivation of the 

9 
point model kinetics equations is given by Henry. The most often used 

weighting function for this model is the steady-state adjoint solution 

of the system equations. The basic assumption used in deriving the point 

model implies that no knowledge of the spatial variation is obtainable with 

this model, so this approach is not suitable for studying large-size power 

reactors, fast or thermal. 
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Another common method of space-time analysis is the "adiabatic 

method. " This method introduced by Henry and Curl.ee is essentially based 

on the same principle as the point model. The difference is that the adia­

batic method modifies the solution of the system variables as well as the 

spatial weighting function at various time intervals while retaining the 

point model formulation. This method implies that the flux shape responds 

instantaneously to the change of reactor properties. The application of 

this approach to large power reactors has similar drawbacks as the point 

model, although to a lesser extent. 

1 12 
The "modal method" ' is another frequently used method of space-

time analysis. In concept this method approximates the space-time solution 

of the system variables by a linear combination of some known space func­

tions (modes) with undetermined time-dependent coefficients. The space-

bime system equations can be reduced to a set, of time-dependent equations 

of the modal coefficients by performing spatial, integration over the 

reactor. The various types of modal methods involve the selection ^r 

construction of the space functions. It has bee.", noted that the modal 

method is adequate for simple linear space-time reactor systems. For 

more complex or nonlinear systems, the method becomes undesirable because 

of the amount of effort required in the analysis. 

The "nodal method" is another common method. This approach 

(coupled core) considers a space-time reactor system as a finite number 

of points (nodes) or smaj.ler reactor systems coupled by the interaction 

between adjacent nodes (e.g., due to flux leakage or heat transfer between 

interface boundaries). The procedure is to divide the entire reactor 

system into strategically located smaller regions or zones. The same basic 

Curl.ee
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assumption used in the point model is imposed in each and every region, 

and the final node equations are derived by the same procedure as in the 

point model formulation. The coupling coefficients are obtained by means 

of the boundary conditions given for each region. The adequacy of this 

approach is limited only by the number of regions that can be considered 

in practice. The number of node equations becomes very large and the 

determination of coupling coefficients usually poses a problem for the 

desired accuracy. 

Another principal method described is the "transfer function 

method." This method is applicable for linear dynamic processes only 

and, although limited in general application, does have wide application 

in the field of stability analysis. The transfer function approach is a 

method for studying the reactor dynamic characteristics by relating the 

system response to a sinusoidal input forcing function.. This general 

method is used in this investigation and will be discussed in greater 

detail in the chapters on the theoretical, and experimental portions of 

this work. 

13 Ik 15 
Other methods include Flux Synthesis? the Direct Method, ? and 

5 
a number of other methods in related disciplines. These methods have 

lesser applicability than the previously described methods and will not 

be discussed herein. 

The general opinion seems to be that the theoretical investiga­

tions have reached a state of maturity and the current need is for 
c) 

practical application of these theories.' 



6 

Review of Spatial Transfer Function Methods 

In practice the most widely used approach for determining stability 

is the method of transfer function analysis employing Bode or Nyquist 

16 
plots. Transfer functions simplify the study of stability by the use 

of highly developed analytical and graphical methods. The transfer func­

tion is frequency dependent and is described qualitatively as the ratio 

of the system response to a sinusoidal, input signal * 

The transfer function approach to reactor system response dates 

back as early as 19̂ 9» The analysis of reactor control using transfer 

functions was given early justification as a result of experimental trans-
1 P 

fer function measurements on the Argonne CP-2 reactor/ Transfer func­

tion representation and utilization has played a vital role in the develop­

ment of reactor systems. The concept of transfer function representation 
of nuclear power plants has proved a very fruitful tool both from points 

19 
of view of dynamic analysis and the interpretation of experimental data» 

A vast amount of stability analysis has been based on transfer function 

equations derived from the conventional point reactor kinetics equations 

and suffers the same spatial shortcomings as do the point-kinetics flux 

space-time analysis. 

The experimental technique for transfer function measurements makes 

use of a modulated source and dates back to the paper of Weinberg and 

20 
Schweinler. The pile oscillator technique has been used many times for 

reactor studies and transfer function measurements. The uses are far too 

numerous to list; however, a few outstanding transfer function experiments 

„ , 21,22,23,2^,25 are referenced. ' 

2b 
Hanson and Foulke have done significant experimental work using 
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a pile oscillator to observe spatial effects in the zero power transfer 

function for a reflected reactor (NORA Reactor). Experimental results 

compared favorably with two-group theory spatial calculations by the method 

of finite differences using an analog computer. 

27 

Nomura did extensive work on developing a technique for predict­

ing space-dependent transfer functions', using a modal expansion technique 

with orthogonal functions. This work was applied to one- and two-energy 

group equations and, in addition, the evaluation of the transfer function 

was utilized to determine subcriticality as well as fast and. thermal life-

28 
times. A somewhat similar method was developed by Sanathanan. 

29 

Loewe developed a theoretical model for the spatial, source trans­

fer function by considering the two-group neutron diffusion equations in 

a multiregion reactor for an arbitrarily located oscillatory absorber and 

detector. The modal method of analysis was employed with the space func­

tions expanded in terms of solutions to the Helmholtz equation. Loewe 

found that there was not general, agreement between the space-dependent 

and the space-independent functions and that particularly high-frequency 

transfer function data must be interpreted in terms of space-dependent 

effects. He concluded that the evaluation of data using several detector 

locations in terms of the conventional model could give results quite 

different. 

30 
Kylstra and Uhrig obtained the spatial source transfer function 

in a manner similar to Loewe. The general equation was developed for a 

single region, isotropic, homogeneous medium using the time-dependent 

Fermi age and diffusion theories. They found that, in general, there was 



no agreement between the frequency response obtained with the lumped-

parameter (conventional) model and the space-dependent model. The results 

obtained from experiments with a light and heavy water subcritical as­

sembly indicated that the lumped-parameter model is not capable of accu­

rate results. 

31 

Hoshmo, Wakabayashi, and Hayashi have also developed a theoreti­

cal model for predicting the source transfer function using a,modal expan­

sion technique with the Laplace transformed diffusion equations. An example 

was presented for a single group model with the theory amenable for exten­

sion to multienergy, multiregion systems. 

32 33 3̂-1-Cohn, Johnson, and Macdonald ,;s-J~J'-J introduced a technique for 

calculating the zero-i-power source transfer function using a sinusoidal 

source input with the time varying flux and source expressed as complex 

quantities. This approach permitted solution of the spatial transfer 

function using normal statics techniques. Results from experiments con­

ducted on the heavy water-moderated Georgia Tech Research Reactor and the 

NORA Reactor closely reproduced the calculations for the zero-power spatial 

source transfer function. 

Poncelet developed an approach for calculating the spatial 

source transfer function using the multienergy, multiregion diffusion 

equations. Poncelet's equations were expressed in the frequency regime 

by Laplace transformations of the diffusion equations. This approach was 

extended to include feedback effects for predicting at-power source trans­

fer functions. 

37 Bridges, Clement, and Renier extended the zero-power model of 

33 Johnson to include feedback terms. This permitted an approach for 
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calculating the power-dependent source transfer function taking into 

account temperature feedback terms= The equations derived in this manner 

35 were similar to the equations developed by Poncelet using a different 

approach. Some of the constants in the equations were slightly different 

37 since a few of the constants evaluated by Bridges, Clement,, and Renier 

were developed considering additional terms beyond those of Poncelet= 

Review of Noise Analysis and Modulated Neutron Experiments 

As pointed out earlier., the idea of modulated sources dates back 

to 19̂ -8 with subsequent oscillator experiments on the Oak Ridge reactor 

and the original University of Chicago reactor. ' Transfer function 

measurements through oscillation tests have been used for the measurement 

of prompt neutron lifetimes, coefficients of reactivity and associated 

time constants, cross sections, the prediction of power level at which 

linear stability no longer exists, shut down reactivity, etc. As one 

might expect, the large majority of pile oscillator experiments was done 

with sinusoidal absorber input signals. This sinusoidal approach proved 

to be rather time consuming since such a method examines each frequency 

separately. The introduction of noise analysis techniques alleviated the 

requirement for single frequency experimental runs. Noise analysis as 

such has been employed in the study of reactor "noise" or the random 

nature of neutron fluctuations. The technique for analyzing the data 

normally involves a correlation process and then a conversion of these 

data from the time regime to the frequency regime by a Fourier transform. 

39 kQ 
It has long been recognized ' ' that, in the zero power (and sub-

critical) condition, the reactor neutron population fluctuates and that 
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qualitative studies of these fluctuations give information about reactor 

kinetic parameters. Despite the promise of the early zero-power studies 

the application of noise analysis to power reactors was dormant until 

kl 
Moore suggested the determination of reactor transfer functions from 

measurements at steady operation^ This suggestion was applied shortly 

thereafter to the analysis of the Experimental Boiling Water Reactor 

, , k2 k'H.kk 
(EBWR)o Subsequently, Cohn ' made several contributions in this 

field related to the determination of kinetic parameters <. 

Numerous noise spectra have since been measured in both zero-and 

^5 full-power reactors, mostly for the purpose of determining transfer 

function measurements for stability analysis. This experimental tool, has 

had particular use in power reactors whose experimental programs could 

not conveniently include a rod oscillator teste Thie pointed out sig­

nificant advantages for the determination of transfer functions by noise 

analysis methods rather than by the more conventional pile oscillator 

technique. Among these advantages were the investigation of a broad band 

of frequencies in an experimental run rather than a single frequency. 

This determination can be made by frequency analyzing the input and re­

sponse signals for any given phenomenon, such as flux response to input 

reactivity, etc. over the frequency bands of interest° This information 

then provides the basis for the transfer function determination= 

The use of noise analysis techniques can, of course, be applied 

whether the noise is introduced as in the case of modulated sources or 

whether the noise is normal self excitation governed by stochastic pro­

cesses. The introduction of input perturbations of reactivity to measure 

the dynamic characteristics of a high-power nuclear reactor system was 
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1+7 
pioneered by Balcomb, et al. The input chosen was the pseudo-random 

binary sequence which was used to perturb the reactivity by introducing 

the signal into the control loop* This type of testing has been carried 

out in subsequent nuclear rocket reactor and engine tests (NERVA, KIWI, 

and Phoebus). Perturbations of both reactivity and coolant flow rate were 

used. The technique gave good results even -under adverse experimental 

conditions, 

8̂ 

Hara and Suda used the pseudo-random binary sequence for dy­

namics measurements on the Japanese Research Reactor~3° Results were not 

very good and it was conjectured that this was due to the difficulty in 

maintaining the zero-power reactor at exactly critical and in maintaining 

a constant power level without drift for the power low-frequency runs. 

The frequency response measurements agreed fairly well in medium and high 

frequency regions but ra.ther poorly in low frequency regions (frequency 

< 0.01, radians/sec), 

I+Q 50 51 
A number of other experiments has used external excitation0 ' > 

External excitation such as a pile oscillator device provides the distinct 

advantage of selectively permitting investigation of a band of frequencies 

in a desired interval. A discussion of the various methods used in fre-

52 
quency response testing is presented by Kerlin. The specific approach 

of using a binary sequence for frequency testing is presented in Appendix 

B. 

Recent developments in the application of the Fast Fourier Trans-

5^ 5I4. 55 

form ' ' to signal analysis have resulted in greatly improved tech­

niques for analyzing noise analysis data. The Fast Fourier Transform 

(hereafter .referred to as FFT) method is a technique for efficiently 



12 

computing the discrete Fourier transform of a series of data samples. 

The FFT takes advantage of the fact that calculation of the coefficients 

of the discrete Fourier transform can be carried out iteratively result­

ing in considerable savings of computation time. The FFT is a scheme of 

sequentially combining progressively larger weighted sums of data samples 

that, at the start, may be considered as a series of two-point data samples. 

This procedure is continued until all data points are considered using 

the recursion techniques inherent to the method. The main advantages in 

the application of the FFT to noise analysis are due to the fact that 

this approach permits analysis of much larger data records with appreci-

56 

ably less computational round off error than before. Reynolds has ap­

plied the FFT to work on the spectral analysis of the Georgia Tech Research 

Reactor., 

57 58 59 With a great deal, of zero-power noise analysis completed * y the 

most recent effort is a concentration of noise analysis work in the field 

of power reactors with the problems cf spatial effects, feedback, and sta­

bility analysis. ' This includes the practical application of the exist' 

ing spatial techniques with multidimensional analysis and experimental 

verification. 

Objective _of this Research 

The objective of this investigation was to study theoretically and 

experimentally the zero-power and the at-power reactor source transfer 

functions. Emphasis of this research was on measuring and predicting the 

effect of temperature feedback on the spatial source transfer function 

values for the Georgia Tech Research Reactor. 
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The theoretical, aspect of this investigation consisted of extending 

a model for predicting the spatially dependent source transfer function to 

include feedback terms which are necessary to describe at-power operation.. 

In support of this model a computer code has been developed for a one-

dimensional theoretical, calculation of the source transfer function as a 

function of the reactor power level. 

The experimental aspect of this investigation consisted of measur­

ing the source transfer function of the Georgia Tech Research Reactor over 

a wide range of spatial locations with emphasis in the low-frequency 

range. Measurements have been made both at 900 kW power level and at 

zero-power level. For this experiment a pile oscillator for perturbing 

the reactor flux has been designed and constructed for insertion and 

operation in a fuel element position in the reactor core. The pile os­

cillator was driven in a pseudo-random binary sequence which permitted 

the selective investigation of desirable frequency ranges. 

Experimental data have been taken on a system of PDP-8 computers 

with the analysis done on the Univac 1108 computer using a Fast Fourier 

Transform Program. The experimental results were then used to test the 

validity and accuracy of the theoretical predictions. 
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CHAPTER II 

THEORETICAL LEVELOPMENT 

The investigation of a dynamic system considering feedback effects 

and spatial response is desirable since an adequate consideration of these 

factors can lead to a satisfactory prediction of system performance. In 

the development of equations describing such a system one is inherently 

limited to assumptions and considerations intrinsic to the approach taken. 

In this discussion the system under consideration is a nuclear reactor 

and one such condition is that of at-power operation, since feedback ef­

fects are under investigation. The development in this chapter will pro­

ceed from a basic definition of terms and concepts employed to a final set 

of equations for predicting the spatisilly dependent reactor response under 

the influence of feedback mechanisms. Throughout this discussion care 

will be taken to point out the approximations and limitations of this 

approach and, hence, establish the applicability of such a technique. 

The approach taken in this presentation for calculating the spa­

tially dependent response with feedback will be similar to the development 

33 
by Johnson for the zero-power case. However, the model herein is ex-

37 tended to include feedback effects. The general approach lends itself 

to multigroup, multiregion analysis with the capability for the intro­

duction of any number of feedback mechanisms such as temperature feedback, 

xenon feedback, void formation, etc. For the purposes of this research 

the analysis and experimental investigation was restricted to the consid-
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eration of two-group equations with temperature feedback only. 

Before proceeding with the development of the equations, a brief 

introduction to the physical phenomenon causing temperature feedback in 

a thermal reactor will be presented. Temperature feedback occurs in such 

a reactor when the operating temperature changes for some reason, such as 

an increase in power over the steady state level. This change in tempera­

ture introduces a slight reactivity and this reactivity change per degree 

temperature is called the temperature coefficient of reactivity. Tempera-

62 ture changes in a reactor introduce reactivity primarily in three ways : 

(l) by altering the mean energy of thermal neutrons in the reactor, (2) 

by changing reactor core densities, and (3) by changing the overall size 

of the reactor. The temperature coefficient of a reactor can be separated 

into three parts: a nuclear temperature coefficient, a density temperature 

coefficient, and a volume temperature coefficient. The nuclear tempera­

ture coefficient is an effect related to the change in nuclear cross sec­

tions with the change in temperature. In many cases the thermal absorption 

cross sections follow the l/V law and thus sharply decrease with an increase 

in temperature. The primary result is that this effect reduces the micro­

scopic cross sections and increases the thermal leakage. In addition, the 

increase In temperature causes a slight decrease In the value of the reso­

nance escape probability. This is due to the Increased resonance absorp­

tion of neutrons in the resonance energy range (the Doppler effect) and be­

cause more thermal neutrons, on shifting of energy spectrum with tempera­

ture, enter the resonance energy range- Both the Increase in leakage and 

decrease in resonance escape probability contribute to a negative tempera-
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ture coefficient.. Other factors contribute to the negative nuclear 

temperature coefficient; however, they are lesser in magnitude„ 

The density temperature coefficient is related to the change in 

reactor material density with temperature. An increase in temperature 

reduces densities and macroscopic absorption and scattering cross sections. 

This increases the corresponding mean free paths and therefore increases 

leakage. This, likewise, contributes to a negative temperature coeffi­

cient. 

The volume temperature coefficient is an effect related to the 

increase in the size of the reactor with an increase in temperature= 

This increased size tends to reduce leakage with increased temperature 

and, hence, contributes in a positive manner with increasing temperature» 

This volume effect is usually the smallest of the three effects» The net 

result from the combination of these three effects is a negative tempera­

ture coefficient for the reactor. 

The Transfer Function 

The use of transfer functions has become widespread in frequency 

response studies and stability analysis and, hence, has become a standard 

tool in nuclear reactor analysis. The concept of the transfer function 

as presented herein will be in the traditional sense as a measure of the 

response at a given point in a linear system to the input at another point 

in the system for a given frequency of sinusoidal excitation. This ap­

proach linearizes the equations by means of the small signal approximation. 

Consider the input parameter P of a system and subject this parameter to 

a small sinusoidal variation. Thus, if p0 is the steady state value of P, 
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then P = P0 + 6P = Pr, + I 6PI e
JU) 

where it is understood that only the real part of P is interpreted to 

have physical significance. 

Now if R represents another parameter within the system, the vari' 

ation of P will result in an oscillation in R since the two are related 

by the physical system.. The variation will be of amplitude |R| and of 

the same frequency ui. Thus, if RQ is the steady state value of R, then 

R = Ro + 6R = R0 + | 6R | e 
0(u)t+a) 

where a is a phase shift which is in general a function of ou„ 

The quantity P is called the input and is the independent variable 

or the so-called driving function. The quantity R is the output or re­

sponse which is a dependent variable. The transfer function is frequently 

designated by the notation 

G(u>) = 6R./6P * (|6R|/|6p|) e^a 

where a is the phase shift. 

Thus, in general, a transfer function is a mathematical expression 

which describes the effect of a physical system on the information trans­

ferred through it, e.g. 6R = G(u>) 6P. More specifically, the transfer 

function is obtained by Laplace transformation of the generalized differ­

ential equations describing a linear system. The transfer function is 

then defined as the ratio of the transformed output to the transformed 
r^ 

input with the Laplace transformation variable, s, replaced by jcu. The 
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prior notation reflects this approach where Q(OD) = G(ju)) for notational 

purposes. 

The transfer function G(u>) is clearly a complex quantity where the 

amplitude of G(u>) represents the gain, or the ratio of the amplitude of 

the output sinusoid to the input sinusoid, and the phase angle of G(u>) 

represents the phase shift or the phase angle difference between the input 

and output sinusoids. 

Gk 
Cohn has pointed out that sma.ll changes in the absorption of the 

reactor, i.e. reactivity changes, may be treated as external sources for 

the case of small signal disturbances« Thereiore, an oscillating absorber 

in a reactor environment meeting the small signal, criteria may appropri­

ately be called a negative source. Considering this disturbance as the 

source, the term "source transfer function" then follows in observing the 

spatial response to such a disturbance cr source. 

Derivation of Equations for the Source Transfer Function 

In the development of the equations for the source transfer func­

tions the reactor is assumed to operate at steady state at an average 

power p0. A small sinusoidal reactivity disturbance is then introduced 

by oscillating an absorber in the reactor. The equations used in this 

development will proceed from the two-group diffusion theory equations. 

However, the general approach could equally well, proceed from a more com-

65 
plex equation such as the telegrapher's equation. The equations thus 

developed will be limited to the conditions and validity of diffusion 

theory. In addition, the source disturbance must be of sufficiently small 

magnitude as to meet the criteria for small- signal approximation. 
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The time-dependent two-group diffusion equations for a critical 

reactor are written as follows; 

Fast group: 

7.Di(x,t) VSa.(x,t) - Z (*,t) %(x,t) - 2 (x,t) *i(x,t) (l] 
r ax 

+ (l/k)(l - 3)[v S (x\t) $!(x,t) + v 2 (x,t) «Sa(x,t)] 
1l I2 

+ Y X C (x,t) + Si(x,t) - — d § 1 [ X ^ ' 
vx St 

n 

Thermal group: 

7-Efe(x,t) V§8(x,t) - E (x,t) %(x,t) + £ (x,t) *i(x,t) (2) 

- = M = i ^ 

Precursor densities: 

in[v Sfi(x,t) *!(x,t) + v 2fs((x,t) S3(x,t)] - \n Cn(x,t) (3) 

a cn(x,t) 

at 

where 

$(x,t) is the space- and time-dependent flux 

D(x_,t) is the space- and time-dependent diffusion coefficient 

S (x,t) is the space- and time-dependent fast removal cross section 

Z (x,t) is the space- and time-dependent macroscopic absorption 
a 

cross section 

v is the neutron velocity 

v is the mean number of neutrons per fission 
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E (x,t) is the space- and time-dependent macroscopic fission cross 

section 

S(x,t) is the external source term (independent of neutron flux) 

3 is the fraction of neutrons from the n '" delayed neutron 
n N 

precursor ( ) P = P j 
n=i 

\ is the decay constant of the n delayed neutron precursor 

C (x,t) is the space- and time-dependent concentration of the n 

delayed neutron precursor 

subscripts 1 and 2 indicate fast and thermal groups, respectively 

x is the three-dimensional coordinate. 

The factor l/k in equation (l) was introduced for mathematical con­

venience. By adjusting k, the eigenvalue, corrections can be made for 

slight errors in the values of the reactor parameters <, For the remainder 

of the derivation the value of k will be taken as 1.00 with the implicit 

assumption that the reactor constants and cross sections used predict the 

stationary state with the reactor critical.. 

As mentioned earlier the power level cr flux is subjected to a 

small time-dependent disturbance about some steady state value. Consider 

now the resolution of the time varying flux and neutron precursor densi­

ties into a steady part, dependent only on position (denoted by subscript 

0), and a fluctuating part dependent en both position and time and repre­

sented by 

and 

r e s p e c t i v e l y . 

>.(x,t) = * (x) + 6 $ (x , t ) (*0 
1 I Q 1 

C ( * , t ) = C (x ) + 6 C ( x , t ) (5) 
r r 3 J

 TLQ n v ' ' 
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With the time variation of the flux and neutron precursor density,, 

the rate of heat or energy generation will vary, causing some fluctuation 

in the reactor core temperatures which will, in turn lead to temperature 

feedback effects. The effect of temperature feedback effects will be con­

sidered for the diffusion coefficients: and the removal, absorption, and 

fission cross sections» Feedback effects are considered for both modera­

tor and fuel temperature changes.. The time-dependent parameters mentioned 

above will be considered as having a steady state value which, of course, 

is dependent on position with a small time varying component superimposed 

upon their steady state values. The parameters, considering feedback, are 

represented in the following manner for energy group i (i=l,2): 

Di(x,t) = Di (x) + 6 Di(x,t) (6) 

= \ (x) + [K^(x) 6 T F(x» + K^(x) 6 T'M(x,t)] 

Sr(x,t) = 2r (x) * 6 Er(x,t) (7) 

= Er (x) + [K£ (I) 6 TF(x,t) + / (x) 6 TM(x,t)] 

E (x,t) = S (x) + 6 E (x,t) (8) 
a. a. ct. 
i l l 

= \ (x) 4- Ul (x) 6 TF(x,t) + K^ (x) 6 TM(x,t)] 
i i i 

S (x,t) = S (x) + 6 If(x,t) (9) 
i i i 

= S (x) + [K* (x) 6 T (x,t) + K^ (x) 6 TM(x,t)] 
i i i 
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where 

6Tf) is the variation in fuel temperature 

6T , is the variation in moderator temperature 

K is the coefficient that relates change in temperature to a 

change in value of the parameter under consideration 

F 
K is the fuel coefficient 

K is the modera.tor coefficient 

subscripts D, r, a, f, F, and M indicate diffusion coefficient, 

removal, absorption, fission cross sections, fuel, and modera­

tor, respectively, and 

superscripts F and M indicate fuel and moderator, respectively» 

Similar equations could be written for any other parameters subject to 

feedback. 

The substitution of the steady state plus time-dependent component 

representation of equations (k) through (9) is made in the time-dependent 

diffusion equations (equations (l) through (3))« The resulting equations 

are then 

7.(D1(x) + 6D1(x,t))7($io(x) + § M x , t ) ) - (Lr(x) (10) 

+ 6E (x,t))(S.(x) + 6§1(x,t)) - (2 (x) + 62 (x,t)) 
r ••• o a^ d]_ 

X (* (x) + 6*a(x,t)) + (l-p)[v{X (x) + 6E (x,t)) 
io 11 ii 

X (*, (x) + 6^(x,t)) + v(E- (x) + 6E (x,t))(§ (x) + 6$2(x,t))] 
•"•O Ig I 2 ° 

+ Y X (C (x) + 6C (x,t)) + S,(x,t) = -i-A- (S (x) + 6^(x,t)) 
/-i n n0 n vj, ot J-O 
n 



23 

V.(Efe(x) + &^(x,t))v($ (x) + 6^(x,t))- (2 (x) (11) 
"o a2 

+ 62 (x,t))($ (x) + 6ig(x,t)) + (2 (x) + 6S (x,t)) 
dg 0 I I 

X (« 1 Q(X) + 6«i(x,t)) + SB(x,t-) = ̂ - ~ ($3o(x) + 6^(x,t)) 

B [v(2 (x) + 62 (x,t))T(§ (x) + 6S1(x,t)) + v(2 (x) (12) 
n i1 t1 i0 t2 

+ 62 (x,t))(S• (x) + 4*(x,t))] - \ (C (x) + 6C (x,t)) 
•1-2 ° n n o n 

= ^ (C (x) + 6C (x,t)) ot x n0 n 

In carrying out the algebra it is seen that terms involving the 

steady state parameters describe the steady state condition of the reactor 

which in turn has all time derivatives equal to zero. Now by subtracting 

the steady state portion and linearizing the solution one obtains 

V-Di(x) V6*!(x,t) + V.6Dl(x,t) V$l0(x) - 6 2 (x,t) $ 1 Q(X) (13) 

- 2 (x) 6§!(x,t) - 6 2 (i,t) $ (x) - 2 (x) 6S1(x,t) 
a-l I x 0 l 

+ (l-0)[v 6 £f fot) §lQ(x) + v 2 f (x) 6$i(x,t) 

+ v 6 2 (x,t) i2 (x) 4- v 2 (x) 6*3(x,t)] + Y X 6 c (x,t) 
i2 ô ±2 ^ n n 

n 

-.M^^&t) 

Vlfe(x) v6$a(x,t) + v"6Dg(x,t) V§2 (x) - 2 (x) 6^(x,t) (1^) 

- 6 2 (x,t) \ (x) + 2 (x) 6^(x,t) + 62 (x,t) \ (x) 
a2 **o r r o 

r, /- ̂  ! 5 j §s(x,t) + Sa(x,t) = — - | ^ y-
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B [v 6 2 (x,t) i (x) + v S <x) Sl^'x^t) + v 6 2 (x,t) (15) 
n 12 io ii 13 

d 6 C.(x,t) 
X $ (x) -:- v £ (x) 6%(x,t)] - X 6 C. (x,t) = ? 

^0 12 n n ot 

Further substitutions are now made in equations (13) through (15) 

for the linearized time-dependent reactor parameter variations as a func­

tion of the varying moderator and fuel temperature values. The functional 

relationships between the time-dependent parameter values and the slight 

fuel and moderator temperature changes are spelled out in equations (6) 

through (9)° This substitution results in the following equations. 

V-Mx) 7&<&1(x/t) + V-(K£ (xj ta!F(x,t) + ̂  6TM(x,t))7§lQ(x) (l6) 

- (K^(x) 6TF(x,t) + K^ 6^(x,t))*lo(x) - Sai(x) 6*!(x,t) 

- (K^(x) 6TF(x,t) + K*J 6TM(x,t))l (I) - Zp(x) 6*!(x,t) 

+ (l-^)[v(K^(x) 6T7(ac,t) - ̂ ( x ) 6TM(x,t)y$io(x) + v ^ J x ) 

Tp __ Vf 

X 6^(x,t) + v (^(x) 6TF(x,t) + ̂ ( x ) 6TM(x,t)) ^ ( x ) 

+ v Z (x) 6§3(x,t)] +Y,\ * cn(
;^t) + Si(x,t) 

2 n 

V-Ds(x) 76^(x,t) + 7-(K^(x) 6Tp(x,t) + K^(x) 6TM(x,t))7%0 (17) 

- ̂ ^(x) 6$2(x) - CK^(x) 6Tp(x,t) + K^(x) fi^fct)) ^ ( x ) 

+ Er(x) 6^(x,t) + (K^(x) 6Tp(x,t) + K^(x) 6TM(x,t)) * 1 Q(X) 

(continued) 
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+ Sa(x,t) = ~ -^ (6*a(x,t)) 

3n[v(K^(x) 6TF(x,t) + K^(x) 6TM(x,t))$iQ(x) + v 2 ^ (x) (l8) 

x 6§i(x,t) + v (K£ (X) 6Tp(x,t) + ̂  (x) 6TM(x;t))$3 (x) 

+ v Sf (x) 6$2(x,t)] - Xn 6 Cn(x,t) = ̂  (6 Cn(x,t)) 

The above equations are rather cumbersome and contain both time-

dependent temperature variations and time-dependent flux variations. An 

attempt will now be made to simplify these equations somewhat. First, 

by expressing the time-dependent flux variation in the frequency regime 

and then in turn relating the temperature variations with the flux varia­

tions for eventual substitution in and simplification of equations (l6) 

through (18). 

As noted earlier, for the purposes of the development we have re­

stricted the analysis to the consideration of small sinusoidal disturb­

ances. This approach is adequate for ot-her types of disturbances since a 

nonsinusoidal disturbance could be Fourier analyzed and each frequency 

component considered individually. As a matter of interest the experi­

mental measurements were done in such a manner using a periodic binary 

input disturbance. This is the subject of considerable discussion in the 

chapter on experimental procedure. 

With the sinusoidal external source, the fluxes, precursor den­

sities, and parameter responses are also sinusoidal with the same fre­

quency. We then have 
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61 (x,t) = J L ^ U J ) exp(jujt) (19) 

5Cn(x,t) = Cn(x,cu) exp(jtt)t) (20) 

Si(x,t) = S^x) exp(jart) (21) 

where §. (x,cu) and C (x,to) are the complex representation, dependent on 

position and frequency, for the flux and precursor densities, respectively, 

S.(x) is the complex representation of the source or disturbance term de­

pendent on location. 

At this point a number of time-dependent quantities can be shifted 

to the frequency domain by the use of equations (19) through (21). How­

ever, equations (l6) through (l8) still contain time-dependent temperature 

fluctuations of moderator and fuel. These time varying temperature values 

will now be examined more closely in an effort to reduce equations (1.6) 

through (l8) to a set of equations that can be solved for the thermal and 

fast _|(x,u>) terms. 

For the fuel region the moderator and fuel will be smeared together 

as in a homogenized mixture analysis. However, both 6T (x,t) and 6T (x,t) 

will retain their unique values as arrived at from conventional reactor 

heat transfer calculations. For the relationship between flux and tem­

perature variations consider now the following definitions. 

FF(x,t) = 6TF(x,t)/6p(x,t) , FM(x,t) ̂  6TM(x,t)/6p(x,t) (22) 

where 
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6T (x,t) is the small variation of the space-dependent fuel 
F 

temperature about the steady state value 

6T (x,t) is the small variation of the space-dependent moderator 

temperature about the steady state value 

6P(x,t) is the small variation of the space-dependent power 

density about the steady state value. 

From the concepts of power generation introduced by these definitions, 

the subsequent analysis applies only to a homogeneous reactor core or a 

heterogeneous core which lends itself to a "homogenized mixture" analy­

sis . This is true since the power density in the moderator alone is 

relatively small compared to the power generation in the fuel. The power 

density is defined in the following manner; 

P0(x) = §fv S (x) $ (x) 4- v I (x) § (x)] (23) 
ti 1o fa 2o 

where § is the ratio of the power density to the neutron production rate., 

The time-dependent power variation due to the sinusoidal pertur­

bation is now introduced in equation (23) and the effect of feedback on 

the fission cross sections is considered. Temperature feedback is con­

sidered for both the fuel and the moderator. This is expressed as 

P0(x) + 6 P(x,t) = §[v (S (x) + 6 E (X,t))(\ (x) + 6^(x,t)) {2k) 
ii ii Ao 

+ v (E (x) + 6 £ (X,t})(* (x) + 6fc(x,t))] 
12 X2 m0 
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6 P(x,t) = §[v S (x) 5«i(x,t) + v S (x) 6*a(x,t) (25) 
•i °i is. 

+ v * (x) (£ (x) 6T (x,t) + 4 (x) 6TM(x,t)) 
M 

+ v §3o(x) (K^(x) 6TF(x?t) + K^(x) 6TM(x,t))] 

but from our prior definition 

6T (x,t) 6T(x,t) 
6 ̂ = - ^ 1 = ^ 1 ^ 

Therefore, 

6TF(x,t) = FF(x,t) §[v S (x) 6*x(x,t) + v Z (x) 6*a(x,t)] / (27) 

[1 - Fp(x,t) g[v *lo(x) K^(x) + v ^ Q ( X ) K^(x)] - FM(x,t) 

5[v * (x) 4 (x) + v * (x) 4 (x)]3 
x 0 Ii e O Is 

6TM(x,t) = FM(x,t) §[v 2 (x) 6%(x,t) + v 2 (x) 6^(x,t)] / (28) 

{1 - F (x,t) ?[V 4 (x) £ (x) + V * (x) £ (x)} - F_,(x,t) 

g[v \ (x) KS (X) + v $2 (x) ]£ (r)]}. 

The use of the definitions for F (x.t) and F (x.t) permits us to 

relate the variation in fuel and moderator temperatures to the flux vari­

ation in a rather direct manner. The values for F„(x,t) and FM(x,t) can 

now be considered in the frequency regime since 6T (x,t) for the fuel and 

6T (x,t) for the moderator are the time varying responses or outputs for 

a given frequency of input perturbation. These definitions also fit the 
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conditions for a transfer function with a time-dependent temperature 

variation output of the fuel and moderator resulting from the source 

driven sinusoidal variation in the power level. Considering F (x_,t) and 
F 

FM(x,t) in the frequency domain they become the fuel, and moderator tem­

perature to power transfer functions, respectively. 

The transfer functions FT1(K,U>) and F (x̂ uo) have been defined by 

Schultz and a number of other experimenters„ ' } ' The fuel and 

moderator temperature to power transfer functions are derived for the 

GTRR model in Appendix A. The values for F (y,?u)) and FM(x,ou) are shown 

to be functions of the frequency and the reac.or heat transfer character­

istics . 

The relationship between the fuel and moderator temperature varia­

tions and the flux variations is then 

6TF(x,t) = o£(x,u>) 8*!(x,t) + <Sfe(x,u>) 6$a(x,t) (29) 

6T (x,t) = a f ( x » 6$1(x,t) + of(x,(i)) 6$a(x,t) (30) 

where 

a(x,U)) = [1 - F_(x,u>) §[v I. (x) KI (x) + v * (x) Yil (x)] (31) 
r x o ii ^o I2 

- FM(x,u>) §[v §, (x) K? (I) + v $ (x) K^ (x)]} 

F (x,o>) ? v S (x) 

af(x,u>) = — ^ (32) 
a?(x,U)) 

F (x» § v Z (x) 
c£(x,u>) = -I — ^ (33) 

a(x,u>) 
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ai(x,(u) = - — ± (3^) 
0?(x,U)) 

F (x,u>) 5 v E ^ (x) 
$$,„) =

 M ' ̂  _ f» (35) 
a(x,cu) 

The fuel and moderator temperature to power transfer functions can be cal­

culated on a unit cell basis much in the manner that a unit cell is 

homogenized for neutronic calculations. An extensive heat transfer analy-

69 
sis of a unit cell has been described by Hsu. 

At this point in the development it may be of some advantage to 

summarize briefly the steps taken to this stage and then provide some 

insight in the direction for the final development of the equations. The 

derivation started with the diffusion equations to describe the oscillator-

driven reactor. The resulting flux; was then assumed to consist of a 

steady state value plus a fluctuating component with the time-dependent 

flux and precursor densities expressed in complex representation, e,g„ 

5§(x,t) = _$(x,ou) exp(ju)t). The reactor parameters used in the diffusion 

equations were also expressed in terms of a time-dependent fluctuation 

due to temperature feedback effects about some steady state value. This 

parameter variation was then related to the fluctuating fuel and modera­

tor temperatures, e.g. 

D. (x,t) = Di(x) + 6D.(x,t) 

= %(x) + [K£ (X) 6TF(x,t) + K^ (x) 6TM(x,t)]. 
i i 

Substitution of the above representation into the diffusion equations 
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and subtraction of the steady state condition yielded equations that were 

a function of _§. (x,cu), reactor parameters, temperature coefficients, and 

the 6T(x,t) values for the fuel and moderator„ A further observation 

regarding the temperature to power transfer functions related the 6T(x,t) 

in the fuel and moderator to the 6§.(x,t) or the ®.(x,0)). 

Appropriate substitution as just noted will be made for the 6T (x,t) 

and 6T (x,t) terms. This then yields equations that are a function of 

j?. (x,au), the reactor parameters and properties, and the temperature coef­

ficients. More specifically, equations (6) through (9) (the time-dependent 

parameter equations) and equations (19) through (21) (the complex repre­

sentation of the time-dependent fluctuating flux) are substituted into 

the modified diffusion equations, equations (16) through (l8)° In addi­

tion, the terms relating flux and temperature variation, equations (27) 

and (28) are further combined in these same equations« 

In the manipulation of the equations by the previously noted sub­

stitutions, the time dependency is removed by cancellation of the common 

term, exp (jcut). It then requires only a series of algebraic operations 

to collect terms. The resulting frequency-dependent equations are as 

follows. 

7.Dx(x) Vfj(x,u>) - Sr(x) ii(x,w) - £ A (x,cu) |i(x,u>) (36) 

+ [ v E„ (x) w(co) + T1(X,(JU)] ̂ (xjuu) + [v 2 (x) w((i>) 

+ T 2(X,CU)] _|3(x,ou) + v-Yi(x,cu) J;i(x,(u) + V°Y 2(X,UO JB(X,U)) 

+ Si(x) = 0 
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V»D2(x) V$3(x,u>) - X. (X,UJ) $2(x,u)) + £ (x) $!(x,U)) 
— Ag — r — (37) 

+ e1(x,(u) J i ( x , a ) + G2(X,U)) _J3(x?tt)) + V«p1(xJ,cju) ^(x^uo) 

where 

+ V.p2(x,uu) |a(x,U)) + J32(x) = 0 

Yi(x,(i)) = £ K^ (x) a£(x ,») V« (X) 

Y a ( x » = 2, KD © < 4 ( x » V§1Q(X) 

E A > ( x , ^ ) , S (at) + ^ 
i l i 

W(o)) = 1 - 2 , ^ + Jou 
n n 

(38) 

(39) 

(IfO) 

(41) 

r ^ O ) ) = F- K^(x) e | ( x » 1 (xV - A x ) :a^(x,u>) § (x) (1+2) 

tp _. "C1 _ lyr yt 
- K (x) ai(x,u)) I, (x) - KT (x) %(x,w) $ (x) 

d.j_ -•• o a^_ x o 

+11 -I ^rrf-i ^ V^ ^ ^*^ + v V*} 

n ^ n 

K^ (x) c^(x,a)) + v * (x) £ (x) a £ ( x » 

v ^ (x) £ (x) oSf(x,tt))) 
* O 1 2 

T a ( x , U > ) = [ - K * ( x ) o g ^ U ) ) $ ( X ) - K * J ( x ) a g ( x , < ! ) ) ^ ( X ) ( 1 + 3 ) 
L I J- o -1 0 

- £ (X) og'friu) I (x) - K* (x) c # ( x » $ (x) 
a-i •Lo a i i o 

+ 1 „y duj p» 
JOU + 

a n 

*-J (v « 1 Q (X) K£ (x) Q|(X,(D; 
(Continued) 
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+ v $ (x) K^ (X) O{?(X,W) + v $ (x) £ (x) QJCX, 
10 II 30 22 

(JU 

+ V $ (X) rf (X) 0^(X,U» 
20 X2 

Pl(x,U)) = Y KDj5^
X) ^ ' ^ V $ 2 0 W 

j=F,M 

Ps(x,u>) = £ K j L ® <4 (*>«>) v§2 (̂ 5) 
j=F,M '2 

ei(x,(D) = [- Kf (X) O£(XJU)) $p (X) - K^ (x) ti{J(x,tt>) $ (x) (1+6) a3 * Q a2 <a 0 

+ K*(x) afeci)) ^ (x) + K̂ .(x) O?(X,UJ) $1 (x)] 

(x,u>) = [- KJ (X) a 2(x» § (x) - K^ (x) Ofe(x,U)) $ (x) (V7) 
a 2 «i0 a 2 2 0 

+ K?(x) of(x» $ (x) + K^x) o ^ x » § (x)] 

These equations are complex, as noted earlier,, and relate the 

response $.(x.ou) due to the disturbance S.(x\)» The solution to these 
—I — I x a -

complex equations then provides the spatial source transfer function as 

it was defined at the beginning of this development» The output is the 

response _|. (x,au) at some arbitrary position x,, and the input is the source 

or disturbance S.(x,) at location x,, The ratio of the amplitudes of 
—ix d' d 

_§. (x,0)) to _S. (x ) provides the source transfer function amplitude or gain 

and the phase angle difference or phase shift represents the transfer 

function phase angle. 

The practical approach in the solution of the spatial source transfer 
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function is to divide equations (36) and (37) by S_. (x,). This then pro­

vides for the direct solution for the source transfer function rather 

than the response alone. In addition, by making the S.(x,) term a real. 

number (say 1.00) with the imaginary component equal to zero? then the 

phase angle for the source term is then initially zero and the transfer 

function phase angle then represents the phase shift between the source 

and the response, j>. (x,au) . This approach results in a direct solution 

for the phase angle of _§. (x,uo). A more detailed description of the physi' 

33 cal processes involved is presented by Johnson. 

The boundary conditions whiclj must be satisfied by the equations 

for the source transfer function are the resui" of boundary conditions 

which must be satisfied by the true fiux.0 

These boundary conditions for the solutions of the flux equations 

are 

$.(x ,t) = 0 (i = 1.2) for t ̂  0 (k&) 
x s 

where x denotes the extrapolated exterior boundary of the reactor3 

limJh^'V = V W ) ] (W) ., n C*9) 
e-O for t ̂  0 

i.e., the flux is continuous across a boundary, b3 

l im [D (x ) V$ (v t ) = D j f o ) V$ (x , t ) ] ( i = l , 2 ) (50) 
e-O for t 1 0 

i.e., the current is continuous across a boundary, bo 

Substituting equation (k) into equation (U8) through (50) and 
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subtracting the steady state components, which must be equal by defini­

tion, gives the boundary conditions for 6$.(x,t) which must be satisfied 

by _£.(x,w) and are spelled out in equations (k8) through (50)» Replacing 

6§.(x,t) by the complex representation and cancelling the exp(jurt) term 

results in the following boundary conditions for $. (X,UJ), 

$.(x ,u>) = 0 (i=l,2) for a) > 0 (51) 
—l s 

lim [ S (x^^u) = li^+g^)] (i=l,2) for u) > 0 (52) 
e->0 

lim [D.(x\ ) VI. (x, ,ou) = D.(x, . V$. (x, ,u))] (i=l,2) (53) 
^L iv b-ey —iv b-e^ ' iv o+e) ~iv b+e' y J « A 

e-*0 ; for U) > 0 

The solution of equations (36) and (37) subject to the boundary 

conditions spelled out by equations (51) through (53) is somewhat similar 

to the solution of the ordinary diffusion equations» This is, however, 

considerably more difficult since the equations represented involve com­

plex quantities. 

As a matter of interest it may be pointed out that a similar set 

of equations not involving feedback strongly resembled the diffusion 

33 

equations. As a result of this resemblance, Johnson developed an ap­

proach for solving these complex equations by the separation of each 

equation into the real and imaginary parts which resulted in the solution 

of four coupled equations for the two groups. Two sets of equations were 

used to solve for the real components in each of the two groups and two 

sets of equations were used to solve for the imaginary components in each 

of the two groups. From the solution of the four equations, one was able 
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to predict both amplitude and phase angle for the source transfer function» 

It should be noted that, in the general approach, the introduction 

of feedback mechanisms precludes the direct adoption of the method em­

ployed by Johnson since the general equation contains the normal diffusion 

type terms and, in addition, the V°Y.$. and V«p.$. terms.. The intro-
i—i l—i 

duction of these terms would involve the modification of a normal statics 

code to include these additional terms as "source terms," This was found 

to be difficult for the large two-dimensional statics codes now available 

and was not undertaken. 

For these reasons a special one-dimensional computer code was 

written for the solutions to these equations-, This solution, which in­

volved direct complex arithmetic, is described at some length later in the 

text. 

Concluding Remarks 

Starting with the two group, multiregion representation of the dif­

fusion equations, a derivation has been presented that results in two 

linear coupled, nonhomogeneous equations applicable to a power reactor 

system for predicting the spatial source transfer function under the in­

fluence of temperature feedback. This development was done under a number 

of approximations and assumptions which were pointed out throughout the 

discussion. A primary assumption was the linear system response to the 

small oscillatory "driver" signal. 



37 

CHAPTER III 

COMPUTATIONAL SOLUTION OF THE TRANSFER FUNCTION EQUATIONS 

The objective of this chapter is to describe the approach taken 

In solving the spatial source transfer function equations (equations (36) 

and (37)) for a one-dimensional (ID) model of the Georgia Tech Research 

Reactor (hereafter referred to as the GTEE). From the earliest stages of 

this research when it was deemed feasible that an oscillator could be 

placed in the geometrical center of the reactor core, It was decided to 

do a one-dimensional study of the Glr.E spatial transfer function with 

temperature feedback- The one-dimensional study is obviously the simplest 

case and a reasonable first step, It will be shown presently that this 

case presents a formidable challenge- The computer code written to solve 

the spatial source transfer function equations was named SPARE9 the 

mnemonic for spatial reactor effects. 

As a matter of convenience in the discussion^ the equations de­

scribing the spatial source transfer function with temperature feedback 

will be rewritten below. The definition of all the terms and coefficients 

is as presented in Chapter II. The equations are 

V-Di(x) V§x(x» - Z (x) §i(x>) " £fl (x,u>) $i(x,<i>) (5*0 
— r — A1 

+ ['v 2. (x) W(u>) + T!(x,u))] $i(x,») + [v Z (x) W(u)) 

+ Ta(x,d))] _$2(x,ou) + VOYI(X,UJ) J_i(x,u)) + V-Y3(x,u>) _|a(x,U)) 

+ S_i(x) = 0 
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V-Da(x) 7|8(x,u)) -S (x,-OD)ia(x",u)) + ^(x) Ji(x,U)) (55) 

+ £i(x,au) _|i(x,to) + e2(x;uj) _$s(x,U)) + V.pi(x,u>) ^(x,^) 

+ v«p2(x,cu) _§2(x,co) +_S2(x) = 0 . 

A review of equations (5^) and (55) indicates that, in addition 

to reactor parameters, many of the coefficients involve steady state 

fluxes ($ 1 Q and $20)- These coefficients include T1(X,UJ) and T2(x,cu) 

and e1(x><x>) and e2(x,uu). Also many coefficients involve the gradient 

term for the steady state fluxes. In order to proceed with this develop­

ment, it was first necessary to define the reactor in terms of zones with 

physical dimensions and properties. Based on this model the diffusion 

equations representing the neutronic properties of these zones were 

written and the solutions obtained. This information then served as an 

input data source for the computer code SPARE. 

Reactor Model and Parameters 

The model and dimensions chosen to physically approximate the GTRR 

in one-dimensional geometry are shown in Figure 1. This model has four 

regions with the first zone representing the region occupied by the pile 

oscillator, the second zone representing the fuel region, the third zone 

representing the heavy water moderator and reflector, and the fourth zone 

representing the graphite reflector. The third and fourth zones are based 

70 71 
on the physical dimensions ' ' of the reactor tank and the radius of the 

graphite reflector. 

The dimensions of the first two regions were determined by cell 
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Figure 1. One-Dimensional Model of the G-TRR Used 
in the Analytical Studies 
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calculations where a unit cell represents a fuel element and its surround-

72 ing moderatoro Cell calculations have teen made for the GTRR 1 MW fuel ; 

the unit cell area is 201.29 sq cm. This unit cell area results in a 

radius of 8.00^ cm for the first region, which is a single unit cell oc­

cupied by the pile oscillator. Considering the pile oscillator to be at 

mid-plane in the reactor the first cell contains 1.9 percent aluminum and 

9801 percent heavy water by volume. The pile oscillator is represented 

by a seven-eighths inch diameter cross sectional area of aluminum with the 

remaining portion of the cell being the Dp0. 

The second region consists of an area such that the remaining 18 

fuel element unit cells, are .Included in this zone.: „The'̂ properties. ;of V 

this zone have been determined earlier in a Reactor Physics Technical 

72 
Report " by homogenizing and flux weighting the constants for the fuel, 

aluminum, and heavy water in a unit cell. 

The third zone consists primarily of heavy water; however, the 

presence of aluminum in the beam tubes and structural members, and graph­

ite in the beam holes was also considered. Based on prior studies the 

values used were 87•3 percent heavy water, 7«2 percent graphite, and 5° 5 

percent aluminum. The outer radius and limit of this region is the inside 

radius of the aluminum reactor vessel. 

The fourth and last region is the graphite reflector region. The 

boundary of the reactor excluding any shielding has a total radius of 

15^.2 cm which consists of a physical dimension of 152.4 cm plus an ex­

trapolation distance of 1.8 cm. 

The reactor parameters for this analysis were used from an earlier 

study at a reactor temperature of 35°C with two exceptions. In the first 
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instance the thermal absorption cross section was increased slightly in 

the first zone in an attempt to match the analytical worth of the assembly 

to the experimentally measured value of 0*539 percent Ak/k. This approach 

provided a method for accounting for the presence of the cadmium rings in 

the oscillator. In the second instance the thermal absorption cross sec­

tion was increased in the fuel zone to account for the poison buildup due 

to the normal fission process. This additional poisoning was determined 

by an external buckling calculation based on the normal fuel zone thermal 

absorption cross section and assumed critical!ty with 10 elements which 

73 
was the case at initial criticality lor the GTF11-. ~ With the SY+~. '"-rai 

buckling known it was then a matter of increasing the thermal absorption 

in the fuel zone for the 1.8-element core until the diffusion code measure­

ments indicated a k »„ value of loOOO. 
eft 

The values of the reactor parameters used in this study are tabu­

lated and presented in Appendix C. 

Diffusion Code__Developrr.ent 

The one-dimensional form of the steady state neutron diffusion 

equations is then 

D i ^ ) ( ^ x | - *t0C*)) - £r(£) »i8(x) - °i(x)(Bpi *i0(x) (56) 

- £ (x) $lo(x> (l/k)| v Lf (x) ljG(x) + v E (x) ^c(x)J = 0 

D 2 ( x ) j i A x ^ $2 (x)) - Z (x) % (x) - D 2 ( x ) ( B ^ ) 2 h (x ) (57! 
V x d x d x ^ o - / a2 o ^ 

+ £ (x) $ 1 Q ( X ) = 0 
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where B2 is the transverse buckling term., The other terms have been 

zi 
explained in the discussion in Chapter lie 

The D. (x) B^ term was added to account for leakage in the axial 
1 Zi . 

i 

or Z direction and is based on the assumption 

32§.(x) 
D1(X) ~W~ '" ' Di(x)(BZ)i \ ( X ) ^Q) 

for slab geometry in the third direction. 

For the solution of the GTRB. model the radial dimensions were 

graduated such that grid points were established at 1 cm intervals the 

first 50 cm of the radial dimension, then at 2 cm intervals the next 50 cm, 

and finally at 3 cm intervals the remaining distance of approximately 55 

cm. In addition, intermediate grid points were established near the reac­

tor center and the outer edge and at the zone or region boundaries a This 

grid scheme resulted in approximately 110 grid points for the GTRR model. 

At the zone or region boundaries a grid point was established, and, 

In addition, grid points on both sides of the boundary were established 

at a spacing of l/̂ O the normal grid spacing noted previously from the 

boundary. At the boundary the flux and current continuity equations were 

used and the arbitrary reduced grid spacing employed to more accurately 

describe the gradient term in the current continuity equations. The cur­

rent continuity equations at the boundary, based on the numerical approxi­

mation to equation (50), were written in the following manner 

,$.(X.) - *.(X. n)x ,$.(X. n ) " $.(X.)\ 

Wi) (-3 „._; 3 - 1 ) = »i<vi> i *• 1 J) (59) 

i3"*4- J 
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where 

$.(x.) denotes the i flux at the j spatial location 

x. denotes the spatial location of the boundary 
J 

h. denotes the distance from the j spatial point to the 
J 

(«j+l) spatial point. 

For the interior panels or grid points the numerical approximations 

to the leakage terms in equations (56) and (57) are presented in the fol­

lowing discussion. The V-D.(x) Vt.(x) leakage term is evaluated for 

cylindrical coordinates with D.(x) remaining constant over a given grid 

spacing; therefore, 

_ /S2$.(x) , a$.(x)N 

v.D.(x) V$.(x) = D.(x) i + A -_i ) - D.(x)(B2). $.(x) (60) 
1 1 ! \ ;w2 ;:w / l Z l l dx x dx 

^ ( x ) a§ (X ) 
The — and terms were evaluated and related to adjacent 

a x ax 7h 

grid points assuming a second degree curve and using Taylor's formula* 

The first and second derivative approximations are shown in equations (6l) 

and (62). This approach yielded the same result one would obtain using 

normal central difference equations with uniform spacing intervals. 

5$.(x.) / , v rh. . 

a 3 = U ~ n H H r ^ (*• (x • -,) - t . (x.)) (6i) 
dx \ h . ,-f-h./ L h . v i v j + l y i v <r y ^ y 

h. 

1,1 i ,1-1 J h J - l * J 

& a M x i ) / ? \ n 
dx \ h . + h . / L h . ^ i v j + 1 ' i J 

j— -L «J J 

($.(x.) - *.(x. J ) ] 
h j-l * J r J* 
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where 

§. (.x.) denotes the i x flux at the j i spatial location 

ha denotes the distance frcm the j spatial point to the 
J 

(j+1) spatial point. 

With the equations now written for each spatial point the approach 

taken for solution of the fluxes was the Gauss-Seidel iterative procedure. 

In this approach the fast flux was arbitrarily assigned, a value at all 

spatial points. With the fast flux known from this assignment then the 

thermal flux could be solvedo The thermal flux was solved using a Gauss 

reduction scheme on the individual thermal flux tridiagonal matrixo The 

solution proved to be quite straightforward. Then, with the thermal flux 

solved, the thermal flux, values were used and solutions acquired for the 

fast fluxeso As in the earlier case of the thermal flux matrix the indi­

vidual fast flux tridiagonal matrix was solved using the Gauss reduction 

method. The iterative scheme was then continued between the two fluxes 

until the eigenvalue, k, converged.. The convergence criterion used in 

this particular case was that Ak/k vary less than 1.0 X 10 7 with each 

additional iteration. 

Convergence for the two group scheme was very good with only 12 

to 15 iterations required for each group. The resultant power density 

using the flux solution was integrated over the volume of the reactor and 

normalized to the correct power level such that the flux values were then 

available as data input for the SPAEE program which computed the source 

transfer function data. 

In a similar manner the flux gradients were computed at each spa­

tial point for data input for calculating the source transfer function. 
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The diffusion code flux values were run for several different models of 

75 the GTRR and compared with other diffusion code results. The results 

were very good, with the resultant graphs in most cases providing also 

identical curves. 

A flux plot of the GTRR using the diffusion code with an l8-element 

core and a dummy element in the center position is shown in Figure 2. The 

composition of the other zones is as discussed earlier in this chapter on 

the reactor model. 

SPARE--A Program for Computation of Power-Dependent 

Source Transfer Function 

The computer program SPARE is a one-dimensional program written in 

Fortran IV and implemented on the Univac 1108 computer for computation of 

the power-dependent reactor source transfer function. The equations used 

in the program involve complex numbers and calculations are done in normal 

complex arithmetic using the capability of the Univac for complex opera-

33 tions. This method is in contrast to that used by Johnson and others 

of solving four groups of equations for a two-group analysis with a real 

and an imaginary equation for each group. This earlier approach was taken 

in order to utilize features of the existing diffusion codes. 

The equations solved in the program are the two following equa­

tions derived in the theoretical analysis. 

Dx(x) (i^_ x ^ | $, (x,u))) - Er(x) *i(x» - D1(x)(B^)1 *> (x,u>) (63) 

- E ( x » $x(x>) + [v L (x) W(a>) + T;L(X>)] § ! ( X » 

AI — Ii — 
(Continued) 



6o 90 
Radial Distance (cm] 

Figure 2. Flux Plots of the GTRR Model Using the SPARE 
Diffusion Code 
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+ [v E (x) W(OJ) + Ta(x,u))] $2(x,ou) + v.Yi(x,u>) $i(x,u>) 
x2 _ _ 

+ V-Y2(x,tu) $2(X,CD) = 0 

D3(5) (-£- x ~ fc<x,u>>) - S. (x,«>) i(x,u)) - DB(B*) 8 I S ( X ^ ) (6V 
^ \x dx dx —* ' / A2 

+ E
r(^) Ii(x,u>) + e^a)) ĵ (x,u>) + e 2(x» $2(x,U)) 

+ V-p1(x>uj) $i(x,u>) + V*P2(X,UD) $2(X,U>) + S2(x) = 0 

The terms are defined in Chapter II. Note that the £>i (x) term 

has been removed from equation (63). This theoretical analysis was in­

tended to evaluate the source transfer function for subsequent comparison 

with experimental measurements. The pile oscillator used for the experi­

mental measurements operated on the cadmium shading principle with cadmium 

movement serving to periodically disturb the flux levels. Since the ratio 

of the thermal to fast neutron absorption cross sections in cadmium is 

approximately 500 to one and the slow and fast flux values at the oscilla­

tor were very nearly equal, the fast neutron absorptions were only 0.2 

percent of the thermal absorptions. The fast neutron absorptions have 

then been neglected and the numerical solution made for the thermal source 

transfer function. The J2(x,uo) represents the thermal flux response to 

the source; therefore, the ratio, _|2 (x,ou)/_Sj3 (x ), represents the thermal 

source transfer function with the source at the center, x , of the reactor. 

By dividing equation (6k) by S_2 (x ) and solving the two sets of simul­

taneous equations one then solved directly for the source transfer func­

tion. This was done by setting S2(x ) = (1.0 + O.Oj). This notation 
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indicates a real component of 1.0 and a zero imaginary component. The 

source Sg(x ) was considered to be located at the reactor center since the 

experiments were conducted with the oscillator in that location„ The 

source term S_2 (x ) was given the zero imaginary component since this served 

to give a starting point for the phase angle calculations, i.e. the source 

term had a zero phase angle; hence, further calculations indicated the 

true phase shift between the source and the response. 

The program required a number of constants and values for input 

such as flux levels, heat transfer characteristics, reactor physics con­

stants, etc. These were read in and computed in several subroutines prior 

to the transfer function calculations. The parameters used for the GTRR 

are presented in Appendix C. 

The calculations for the complex fluxes were made in the same 

manner as in the case of the diffusion calculations, i»e. a Gauss-Seidel 

iterative procedure where one of the flux, groups is assumed the next group 

computed and then continual, iterations between the two groups until the 

calculations converge to a solution, always based on the latest calcula­

tions. The calculations involving complex numbers were much more time 

consuming and, in addition, convergence was much slower. This increased 

difficulty was to be expected since the two-group complex, equations in 

essence represented a normal four-group approach., 

The solution within each matrix is likewise similar to the diffu­

sion calculations since the matrix contains a tridiagonal system of equa­

tions which can be readily solved by a Gauss elimination scheme even with 

complex numbers. As noted earlier the convergence did prove to be some­

what time consuming. For instance, the diffusion equations typically 
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required 10 to 20 iterations between each group for all spatial calcula­

tions before convergence. In the case of the complex flux calculations 

a typical calculation per frequency required 1500 iterations for both sets 

of equations, the fast complex and the thermal complex fluxes <> 

The convergence criterion applied for the transfer function calcu­

lations was that all thermal complex flux components, both real and 

imaginary, at every spatial point not exceed a fractional change with 

each iteration of 1 X 10 5. This criterion meant that the maximum percent 

change at any given spatial point did not exceed 0»001 percent0 Since 

some spatial points converge slightly quicker than others and one flux 

component (real or imaginary) converges slightly quicker than the other, 

then the more typical fractional change in the amplitude value was O0OOO5 

percent at convergence. This criterion was felt to be more than adequate„ 

However, some of the computations were iterated until the fractional 

change for each spatial point did not exceed 1.0 X 10 . This latter 

criterion did not noticeably change the results but did require excessive 

amounts of computer time. For this more restrictive convergence criterion 

in the low frequency range a single frequency determination could require 

as much as 30 minutes of Univac time. For this reason the more restric­

tive convergence criterion was felt to be neither justifiable nor 

warranted-

Results of the SPARE Computations 

The results of the SPARE computations for the GTRR model over a 

frequency range of five orders of magnitude are shown in Figures 3 and k° 

Curves are presented both for zero power and for a power level of 900 kWo 
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The amplitude results are presented in Figure 3 for five spatial position" 

varying from R=0 cm at the reactor center to R=150 cm at the outer edge 

of the reactor. Likewise, phase angle results are presented in Figure k 

over the same spatial range. 

A detailed review of these curves indicates the presence of both 

temperature feedback effects and spatial epfects. Each of these effects 

is quite pronounced in certain frequency ranges,. Consider first the ef­

fect of temperature feedback by comparing the results of the zero-power 

calculations to those of the 900 kW power level. The results of the am­

plitude calculations indicate the beginning of temperature feedback at 

approximately h X 10 3 hertz (Hz). 

The first effect of the temperature feedback is to increase the 

amplitude slightly over the zero-power ease,, Then, as the frequency is 

further reduced the amplitude is significantly reduced as compared with 

the zero-power case, This becomes significant as the frequency is reduced 

to 1 X 10 3 Hz and less. The first slight increase in amplitude is quite 

interesting and can be attributed to an optimal phase shift between the 

input signal and the feedback signal, which serves to boost the original 

input signal for the negative feedback case. However, this effect does 

not become very significant, as evidenced by the curves. The amplitude 

then decreases in value with decreasing frequency. The phase angle curves 

for the at-power condition indicate a departure from the zero-power case 

at approximately 2 X 10 2 Hz. As the frequency continues to decrease the 

phase angle differences become quite pronounced. The phase angle for the 

zero-power case approaches -90 degrees with, very low frequencies whereas 

the at-power condition approaches a phase lead angle of +20 degrees and 
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then decreases asymptotically to zero degrees with decreasing frequency. 

One can conclude from these data that temperature effects for the GTKR 

are not appreciable at frequencies of 2 X 10 r~ and higher. Above this 

frequency the at-power model reduces to a zero-power model. 

It can further be observed from those curves that spatial effects 

are more significant in the high frequency ranges. At frequencies of one 

Hz and lower for the G-TRR the transfer function amplitude curves remain 

constant in shape for all spatial positions, with the thermal amplitudes 

proportional to the spatial static thermal flux. The phase angle response 

varies slightly over six degrees ever the spatial limits of the reactor 

at one Hz. This phase angle variation decreases to less than three de­

grees at 2 X 10 2 Hz and less than one degree at 1 X 10 3 Hz. These cal­

culations indicate that the spatial model essentially degenerates to a 

point model for frequencies of 1 X 10 3 Hz and. less. 

For frequencies of 10 Hz and larger spatial effects become quite 

pronounced. At this point the amplitude curves begin to vary in shape de­

pending on spatial position. Likewise, the phase angle variation over the 

spatial limits of the reactor becomes quite large with a phase angle vari­

ation of over 100 degrees at 30 Hz, Both amplitude and phase angle vari­

ations with spatial position increase with higher frequencies. 

The primary objective of this investigation was to measure the 

at-power transfer function and observe the effects of temperature feed­

back. Experimentally the range of interest varied from 5 * 10 Hz to 

5 Hz. This wide range of frequency investigation permitted comparison 

between experiment and theory for both feedback and non-feedback cases. 

This investigation, however, did not provide comparison in the high 
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frequency range of 10 Hz and higher. In this high frequency range SPARE 

was run and compared with both prior calculations and experiments on 

the NORA reactor. A brief description of this reactor is presented in 

Appendix C, and additional,, more comprehensive information is available 

from references (26) and (3̂ 0 • The results of the comparison for the 

zero-power case were excellent. :lhe experimental values were very close 

to the calculated values and the values obtained by SPARE were almost 

33 

identical to earlier one-dimensional calculations by Johnson in his in­

vestigation in this area. These results are displayed in Figures 5 and 6, 

which are graphs of the amplitude and phase angles, respectively,. These 

results served to validate the computations from SPARE for the high end 

of the frequency spectrum. 
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CHAPTER IV 

INSTRUMENTATION AND EQUIPMENT 

The Georgia Tech Research Reactor 

The experimental phase of this investigation was performed on the 

Georgia Tech Research Reactor (referred to as the GTRR)« The fuel used 

in this heterogeneous, heavy water-moderated and cooled reactor consists 

of highly enriched (greater than 93 percent "L-235) plates of an aluminum-

71 uranium alloy which are aluminum clad, Figure 7 is a cutaway view of 

a typical fuel element. Each plate is approximately 2..8 inches wide and 

0.06 inch thick and has an active fuel region 23°5 inches longa 

The reactor core configuration consists of fuel elements standing 

vertically in the plenum of the core tank and arranged on a six-inch 

triangular pitch, A fully loaded core with 19 elements has an approxi­

mate radius of 13° 5 inches, with a core height of 23°5 inches- The fuel 

is centrally located in a six-foot diameter aluminum reactor vessel which 

contains the heavy water. This configuration provides a radial D O re­

flector thickness of 24 inches and a top reflector thickness of 29 inches.. 

A vertical section through the reactor Is shown In Figure 8<> This 

figure provides a view of the fuel elements, the semaphore control blades, 

and the beam-tube entry to the reactor core. Figure 9> a horizontal sec­

tion of the GTRR, illustrates the fuel element triangular pitched posi­

tions within the Dp0 reflector, A two-foot thick graphite reflector cup 

surrounds the core tank. A concrete biological shield completely encloses 
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the reflector system. The configuration of the horizontal beam tubes, 

H-l through H-1.0, which are all centered on the core mid-plane, is also 

shown in Figure 9° To indicate the relationship of the radial beam ports, 

reflector regions, fuel elements, and control blades, a cutaway perspec­

tive view of the reactor is provided in Figure 10„ 

Pile Oscillator 

The experimental aspect of this investigation was primarily concerned 

with the measurement of the source transfer function; therefore, a periodi­

cally varying source was utilized,, Specifically, the source effect was 

introduced by varying the degree of neutron absorption with the selective 

movement of cadmium within the reactor. The use of this approach assumes 

that small changes in the configuration of the reactor, e.g. varying absorp­

tion, produce the same kinetic benavior in the reactor as a varying exter­

nal source. The selective movement of cadmium is done in accordance with 

a method of frequency response testing known as the pseudo-random binary 

sequence. A discussion of the pseudo-random binary sequence is presented 

in Appendix B= 

The device constructed for this task was a pile oscillator which 

was the major piece of equipment for the experiment. The pile oscillator 

was designed for and operated in the active core region in a fuel element 

position. The fuel, element position used was V-10 which is at the geo­

metrical center of the reactor. This selection was made for reasons of 

symmetry. This experimental arrangement allowed comparison between 

measurements and theoretical results attained from a one-dimensional 

analysis with the perturbing source at the center. The flux response was 
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Figure 10. Cutaway View of Georgia Tech Research Reactor 
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measured and computed at various known radial positions in trie reactor 

from the pile oscillator. 

The basic design of the pile oscillator used, the cadmium shading 

principle. Cadmium sheets that are 2.0 mils thick or greater absorb prac­

tically all thermal neutrons impinging on the sheet. Thus, if two cadmium 

sheets are placed in such a manner as to shadow each other, the net re­

sult is that the same amount of absorption occurs as if only one sheet 

were present. However, if the two sheets of cadmium do not shadow each 

other, then the two sheets give a greater absorption than the single 

sheet. It follows then that the amount of absorption is proportional to 

the exposed surface area rather than the total, volume or weight of cadmium. 

This technique was implemented by a telescopic movement. Two rings of 

cadmium, three-eighths inch wide by three-fourths inch outside diameter 

were mounted around a three-fourths inch tube inside an aluminum housing. 

Two other rings, one-fourth inch wide by five-eighths inch diameter, were 

mounted inside the three-fourths inch tubing on a movable shaft. The 

shaft was then designed for a linear movement of one-eighth inch. One 

position of the movable shaft was in a completely shaded position, i.e. 

the small cadmium rings inside the larger rings. The other position 

occurred with the small rings projecting one-eighth inch beyond the large 

cadmium rings thereby exposing a larger cadmium area. The effect of the 

cadmium movement is shown in a radiograph, of the oscillator in Figure 11. 

The small cadmium rings mounted on the movable shaft constituted the rotor 

assembly and the large rings attached to the structural housing consti­

tuted the stator assembly. 

The oscillator is shown in Figure 12 suspended in the reactor 
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Figure 11. Radiograph of the Pile Oscillator Rotor in Both the 
Shadowed (Upper) and Unshadowed (Lower) Positions 

Figure 12. Pile Oscillator 
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containment building. The top end of the assembly houses the driving 

units in the upper portion of a modified lower shield plug. The oscil­

lator rotor is housed in a seven-eighths inch aluminum tube which extends 

from the top of the shield plug to the plenum opening at the bottom of 

the reactor vessel, a distance of approximately 10 feet. The rotor cad­

mium is shaded with the stator cadmium at the center of the reactor core 

at approximately 12 inches from the flexible joint in the housing unite 

This arrangement is shown in the schematic drawing of the pile oscillator 

in Figure 13- More detailed photographs of the pile oscillator are shown 

in Figures ±h and 15° The drive u&it for the oscillator consists of two 

solenoids which are alternately operated depending upon the binary posi­

tion desired. Upon a signal from the computer one solenoid holding a 

given position was deactivated and the second solenoid activated to pro­

vide the driving and holding force for the second position„ A schematic 

drawing of the power system for driving the solenoids is shown in Figure 

l6. A voltage pulse from the computer was used to drive a flip-flop 

circuit which in turn provided the voltage level for activating one of 

the solenoids through a solenoid, driver or power card. Activation of 

solenoid one drives the oscillator to the "one" position or the higher 

power level position and activation of solenoid zero drives the oscillator 

to the "zero" position or the lower power level position,. These two posi­

tions, one and zero, correspond to the two positions spelled out and used 

in the pseudo-random binary sequence. The time of movement between the 

two positions was approximately 40 milliseconds. The solenoid driver or 

power card was housed in the computer interface section,, A schematic 

drawing of the solenoid driver is shown in Appendix D. 



I 

Flexible Joint 

Stator Assembly 

Cadmium Strips =£ Rotor 

Detail of Rotor and Stator Assemble 

t~ P 
Rotor 

Rotor Schematic 

\ 

1- Inch Linear Motion 

Drive Unit 

Core £ 

0=dCE 
Stator Housing 

18" -I T 1 " 11-? 

Lower Shield Plug 

R V W ^ ^ N X ^ 
K W W W W W V ^ 

58*" 30i" 

9'-ioJ" 

Sta to r Housing Schematic 

Figure 13. Schematic Diagram of Pi le O s c i l l a t o r 
CA 



67 

Figure ik. The Upper End of the Oscillator Showing the Lower 
Shield Plug, the Rotor Housing Unit, and the Drive 
Solenoids 

Figure 15. The Lower End of the Oscillator Showing 
Flexible Joint and the Rotor 

the 
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The drive units were housed in the upper end of the shield plug, 

The lower end of the shield plug was filled with lead (balls) to protect 

the drive unit from the high, radiation levels of the reactor. Since the 

experiment was run with the reactor at full power, the unshielded gamma 

radiation could cause significant damage to the solenoid circuitry., 

Earlier models of the pile oscillator with the drive unit located at the 

bottom of the shield plug were somewhat less reliable in operation.. This 

was due to a combination of factors which included among others such prob­

lems as gamma radiation damage, gamma heating, and excessively high neu­

tron activation of the drive assembly. 

The cadmium rings used for ".he oscillatory effect were mounted in 

the center of the reactor core which is approximately 5&g- inches below tre 

bottom of the lower shield plug- Below tre core center a flexible coup­

ling was located in the aluminum housing member„ The flexible Joint was 

necessary to permit seating of the assembly in the fuel element plenum 

opening, since the remaining portion above the joint was attached rigidly 

to the lower shield plug= 

Detection and Data Recording System 

Detectors 

The neutron detectors used for this investigation were U-235 lined 

fission chambers. Fission chambers were necessary since a great deal of 

the experimental measurements were made in the active core region with the 

reactor at full power where fluxes as high as 2 X 10 3 n/cm2/sec were en­

countered, In order to conduct the experiment with an adequate number of 

detectors it was necessary to use two different types of detectors, 
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Although two different types of commercial fission chambers were used, 

the physical and electrical characteristics of the two were quite similar. 

One type used was the Reuter-Stokes Electronic Components, Inc. In-Core 

Flux Probe, designated RSN-186S-M2. This model had a miniature stainless 

steel chamber one-fourth inch by two inches long, with a sensitive length 

of one inch and an integral l6 foot-long one-eighth inch diameter stain­

less steel cable. The Reuter-Stokes fission chamber was filled with helium 

gas and lined with 3»1 mg of U-235'. 

The second type of fission chamber _:sed was the Reactor Controls, 

Inc. RC-2810 Series Neutron Sensitive In-Core Ionization chamber unit. 

The RC-2810 ionization chambers were designed for practically the same 

conditions of high temperature and neutron flux, as the iReuter-Stokes Model = 

The RC-2810 fission chamber had a miniature stainless steel chamber three -

sixteenths inch diameter "by two Inches long, with a sensitive length of 

one and one-half inches and an Integral 20 foot-long one-sixteenth inch 

diameter stainless steel, cable. The Reactor Controls fission chamber was 

lined with 5-0 mg of U-235. 

A typical neutron detector used in this experiment is shown in Fig­

ure 17. The neutron detectors were mounted in small aluminum tubes 12 

feet long for handling and positioning in the various fuel element and 

beam hole locations. 

Both types of detectors were operated at 100 V and exhibited simi­

lar output characteristics for reactor operation between zero power and 

full power of one megawatt. 

Current Electrometer 

The electrometer system and accompanying power supply used in the 



Figure 17 • In-Core Neutron Detector with Integral 
Cable and Aluminum Tube Detector Mount 

Figure l8. The Electrometer and Electrometer Power Supply 
Mounted in the NIM Bin 
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experiment was a special instrument package designed, by Reactor Controls,, 

Inc. and designated In-Core Instrumentation Current Electrometer Model 

E-908, The system was built to accommodate a wide range of reactor 

kinetic experiments based on specifications submitted by several experi­

menters at Georgia Tech. 

The nuclear instrument module thereafter referred to as TOM) cur­

rent amplifiers were designed to operate in two basic modes. One mode, 

the more conventional use^ was the so called current mode. In the current 

mode the electrometer received a current input from a detector and output 

a voltage signal proportional to the ratio of current reading tc the cur 

rent full scale. This electrometer output signal varied from 0 to +10 

"10 ~4 

volts. The input to the electrometer could vary from 10 to 10 ' amps 

depending on the range setting. The voltage output from the electrometer 

was transmitted to the PDP-8 computer-interfaced sample-and-hold device= 

The suppressed mode was the mode designed to accommodate noise 

analysis and other frequency domain experiments° The suppressed mode was 

the mode selected for use in this experimental work. The distinguishing 

feature of the suppressed mode is the manner in which it filters the sig­

nal from a detector. The range of current for the suppressed mode is the 

same range mentioned earlier» The first part of the filtering operation 

is the removal of the mean value (DC) portion of the current. Hence, a 

fluctuating signal frcm the detector results in an output from the ampli­

fier indicative of the current fluctuation about some mean value» Since 

the suppressed mode was planned for frequency regime experimentsy this 

mode also had the characteristic of filtering undesired frequencies. The 

electrometer had built-in high-pass and low-pass filters„ This feature 
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had the obvious advantage of removing frequencies outside the range of 

interest and preventing interference with the analysis such as might be 

introduced by "aliasing" effects. The high-pass filters had time con­

stants ranging from 10 seconds (10 radians/sec) to one second (1 radian/ 

sec) and low-pass filters with time constants ranging from 10 3 seconds 

(1000 radians/sec) to 10 seconds (10 radians/sec)„ Any combination of 

band widths could be obtained by a switch selection. The output of the 

fluctuating signal was also a voltage signals However,, the output varied 

from -10 V to +10 V full scale which also served as a signal to the sample-

and-hold device. The sample-and-hold device had biasing and gain adjust­

ments for conditioning the signal such that the output after a necessary 

inversion was from 0 to -10 V. The electrometers also had calibration 

circuits for checking out the equipment before use, 

Four electrometers were available providing the capacity for an 

equal number of different detectors per experiment° The electrometers 

were mounted in a separate NIM bin along with a single power supply desig­

nated the Reactor Controls, Inc. Voltage and Power Unit Model E-908. A 

view of the electrometers and the bin is shown in Figure 18 (page 71)• 

A schematic drawing of the electrometer circuitry is presented in Appen­

dix D. 

Sample-and-Hold Device 

The sample-and-hold circuit was used to convert the voltage sig­

nals from the detector electrometers to conditioned signals for an analog 

to digital operation by the PDP-8 computer at given time intervals. Sample-

and-hold circuitry is normally used when it is necessary to convert one or 

more rapidly changing signals at discrete time intervals. Upon receiving 
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a signal from a sample command pulse at preset time intervals the sample -

and-hold unit holds the analog voltage present on its input until the 

converter has completed its operation The sample-and-hold is basically 

an operational amplifier which charges a capacitor during the track or 

sample mode and retains the value of the charge on the capacitor during 

the hold mode. The sample-and-hold unit had adjustable gain and bias 

levels for the input signals which removed the stringent requirement for 

an input signal of 0 to +10 volts. The sample-and-hold device inverted 

the input signal such that, after bias and gain adjustments, the output 

signal ranged from 0 to -10 V, The latter voltage range was required by 

the PDP-8 computer for the analog to digital signal, conversion (referred 

to as an ADC). 

The sample-and-hold unit used in this investigation was designed 

and constructed at Georgia Tech by members of the Nuclear Engineering 

Staff. For this experimental work the gain of the sample-and-hold ampli­

fier was usually close to one although the available range of the gain 

varied from approximately one tenth to ten. 

PDP-8 Computer and Peripheral Equipment 

The computer used for the data handling and complete control and 

operation of the experiment was one of a series of small general purpose 
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computers manufactured, by the Digital Equipment Corporation. This par­

ticular model, PDP-8 (Programmed Data Processor), had the standard 12-bit 

word length with a U096 word core memory and buffered input-output control 

for peripheral devices. 

The peripheral devices used in the experiment included a teletype, 

an interface tie-in with a sample-and-hold device, and a teletype link to 
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another small computer, the PDP-8/l. 

The teletype used with the PDP-8 was a standard model 33 ASR (Auto­

matic send-receive) and was used for the programatic input of information 

via the keyboard or paper tape reader and special output via the tele­

printer. The teletype transmitted and received at a rate of 10 characters 

per second in an 8-bit AS'JII (American Standard Code for Information Inter­

change) o 

The sample-and-hold device is in effect a standard i/O device for 

the PDP-8 computer and has been described previously. The sample-and-hold 

provides up to an input of four simultaneously sampled signal voltages for 

analog to digital conversion by the computer» This was done in the ex­

periment at regular intervals by programmatic control of an interface 

timer. 

A teletype link to the PDP-8/l computer was used for the transfer 

of data stored in the PDP-8 memory to the PDP-8/l where the data were in 

turn stored in a PDP-8/l memory buffer for subsequent transferral to mag­

netic tape. The process seems to be a bit cumbersome, but this was neces­

sary since the magnetic tape unit was physically near and interfaced to 

the PDP-8/l computer. The PDP-8 and other data recording system components 

are shown in Figure 19. 

The teletype communications link between the two computers is called 

a PT08 line and since this type of line was similar to the teletype line 

the logic elements were identical. This meant that the capability for 

transmission was 8 bits per transmission. Data were taken by the ADC 

operation and stored as a 12-bit word. Therefore, more than one trans­

mission was required per data word transmitted. This, of course, was under 



Figure 19. PDP-8 Computer with Detect ion and Data Recording System Equipment 
and Power Suppl ies 

ô  
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programmatic control and in this particular experimental program a single 

(12-bit) data word was broken dowr, into two separate six-bit words and 

reconstructed at the PDP-8/l as a 12-bit data word from the two six-bit 

transmissions. 

The PDP-8 computer has the capability for a number of different 

symbolic language programs such as PAL (program assembly language), 

FORTRAN", FOCAL, etc The symbolic language used in this experiment was 

the PAL language. This particular language is very basic and quite simi­

lar to direct binary coding. As a result, this type of programming per­

mits operation of the PDP-8 computer at maximum speed and efficiencyo The 

PDP-8/l had a disc loaded PAL Assembler for translation of the PAL sym­

bolic programs to binary coded programs„ 
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CHAPTER V 

EXPERIMENTAL PROCEDURES ANI RESULTS 

Theoretical Basis for the Experimental Approach 

The experimental approach often taken for transfer function measure­

ments with a pile oscillator is limited by realistic considerations and 

these limitations in many cases lead to a modified approach for the trans­

fer function measurements. The most basic approach is the measurement of 

the system response with a known input sinusoid. When this approach is 

applied to a real situation the resultant response is often not a true 

sinusoid. The reason for the deviations from the ideal performance is 

that practically all physical phenomena are to some degree statistical in 

nature or subject to small perturbations due to unpredictable environmental 

changes. For example, the fission process varies statistically in a reactor« 

The net effect of these inherent or externally stimulated statistical 

fluctuations on oscillation tests performed on reactors is that either the 

input reactivity amplitude may be required to be large enough so that the 

power oscillations have an amplitude much larger than the statistical fluc­

tuations or the power oscillations must be Fourier-analyzed, in order to 

extract the fundamental frequency component and reduce the contribution 

from the inherent fluctuation. 

Increasing the amplitude is undesirable on two counts. First, the 

output is distorted because the system no longer behaves as a linear sys­

tem. One then tends to measure the describing function rather than the 
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transfer function. Second, it may be unsafe or mechanically difficult to 

use large amplitude reactivity inputs, 

Fourier analysis of the power oscillations is in a sense a cross-

correlation of the output with a sinusoid. Consequently, if cross-

correlation is to be used in order to reduce the errors due to statistical 

fluctuations, it is not necessary to excite the reactor by a pure sinusoid 

input reactivity. Any small amplitude periodic reactivity will accomplish 

the same purpose. The reason is that any periodic waveform (square wave, 

saw-tooth, etc.) may be considered as a sum of pure sinusoids.. Each 

sinusoid results in its own contribution to the steady-state response of 

the output power. Thus by comparing respective input and response fre-

quency components, it is possible to measure the transfer function» 

The presence of statistical fluctuations in the reactor system 

indicates the need for Fourier analysis of the power oscillations and, in 

turn, suggests that it may be more appropriate to excite the reactor with 

an input reactivity that contains a broad band of frequencies with nearly 

equal amplitudes and to cross-correlate this input with the corresponding 

output. The result of this operation is again the measurement of the dy­

namic characteristic of the reactor system, the transfer function. In 

addition, this suggests a more expedient approach for the transfer func­

tion measurements since a broad band of frequencies can be investigated 

in a single experimental run rather than a single frequency value per run. 

One such periodic signal for introducing a band of frequency inputs 

is that of the pseudo-random binary sequence. For this investigation a 

pseudo-random binary sequence was chosen as the technique for introducing 

the input signal. A description of the binary sequence as a method of 
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frequency response testing is presented, in Appendix B« 

Considering that the input signal and the output signal have been 

either measured or are known, this section will now be concerned with de­

riving a method for evaluating the transfer function using a conventional 

correlation approach. 

A few definitions will be presented first and then the necessary 

intermediate steps taken for arriving at the final equations. The equa­

tions and definitions as presented will be peculiar to a periodic signal 

since the pseudo-random binary sequence is periodic For non-periodic 

signals the same general definitions apply with bhe limit taken as the 

period, T, approaches infinity. 

Consider a system with an input signal x(t) and an output signal, 

y(t)f for a stationary process- Ite autocorrelation function at time 

77 delay, T, for a periodic signal of period, I, is defined as 

r+T/2 
$ ,. (T) - E[x(t)°x(.t+T}] = ~ x(t)x(t+T)dt (65) 
XXv ' L v / x / J ^ 0 - * / d. 

The cross-correlation function for a time delay, T, where T is the period 

is defined as 
r+T/2 

* W ( T ) = E[x(t}y(t+T)] = ± I 3c(t)y(t+T)dt. (66) 
-T/2 V ; " ̂ ^ u^ u' n - T 

Definitions also of interest are the covariance functions which are special 
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cases of the correlation functions. The autocovariance function is de­

fined as 

C X X(T) = E[x(t)»x(t+T)] - n» = $ X X(T) - p£ (67) 



81 

where \x is the mean value of x(t). 
-K. 

The cross-covariance function is defined as 

C ( T ) = E [ x ( t ) - y l t + T ) ] - JJ. p. = $ ( T ) - IJL IJL 
x y v ' L v / J-\ / J x f y x y v ' x ' y 

where p, and (i are the mean values of x(t) and y(t), respectively.. 
x y 

For a case where either of the terms \i or LL is zero then the 
x ^y 

correlation and covariance functions are identical» For the purposes of 

this discussion all values of u- and LX will be assumed, zero. This is 
x y 

the case in our experimental situation since these averages are normally 

removed by either the detector electrometers or by the FFT analysis pro­

gram. This essentially removes the DC comp._t.ent. of the signal since DC 

represents a frequency component equal to zero. 
The above definitions can be considered in the frequency regime 

rjO 

by the application of Wiener's theorem., This results in the following 

79 
definitions. 

spectral density: p («>) = 
+ T / 2 

I ( T ) e-JU)TdT 

and 
ivfT/2 

c r o s s - s p e c t r a l d e n s i t y : P (w) ~ \ I ( T ) e dT (70) 
x y v ; J . . T / 2

 x y 

Let us consider a linear system having an impulse response h(t) 

and an input x(t)» The output of the system y(t) is given by the convo 

i • • • n 8 0 4. x. 

lut ion integral to be 

,+T/2 
y t = h( \ )x( t - \ )dX (71) 

-T/2 

comp._t.ent
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The cross-spectral density is then given by 

P feu) = 
xyv 

r+T/2 

-T/2 X y 
(T) e"J U J TdT = 

- T / 2 P + T / 2 

-T/2 -T/2 

-JCDT x,-;)y(t+T) e" J d td r /T (72) 

with the s u b s t i t u t i o n for § ( T ) introducedo 
xyv 

Substituting the value for j(t) in the cross-spectral density term results 

in the following identity. 

P ^ » = * xy 

•+T/£ r^T/2 r+T,/2 

T/2 -T/2 -T/2 
x v : . ; h ; \ A < t - r T - \ ) e ^ T dXdTdt (73) 

By in t roduc ing the de f in i t i on? £ ~ T ^ "f:i:-e c res s-spe c o r a l d e n s i t y P . (ou) 
xy 

then becomes 

r+T/2p+T/2P+r/2 

xy y T 
-T/2 -T/2 -T/2 

h(X)x.'t)x(t^|) e~J(^ e~JU)XdXd§dt (7̂ y 

By further reduction with the use of the above equations the cross-

spectral density P (w>) reduces in the following mariner. 

P (u>) = 
xyv 

.+T/2 

J\=-T/2 

b(X) e'^dX 
r+T/2 

5=-T/2 xx 
(?) e'^dg (75; 

therefore Pxy(w) = H(«) Pxx(^) (76) 

and 
P (o>) 

*<»> • F^TiT 
XXV ' 

(77) 

The result is that the impulse response term in the time realm is 

the transfer function in the frequency regime and that the transfer func-
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tion, H(OD), for a given linear system is equal to the ratio of the cross -

spectral density between the input and the output signals to the spectral 

density for the input signal for a given frequency. Since the spectral 

density terms can be determined from noise analysis procedures it can be 

easily seen that this technique provides a straightforward method for 

determining the transfer function for a given systerria 

The derivation provided above applies to an ideal system where the 

transfer function, ll(tu), is ideal and is not concerned with such practical 

problems as electronic noise, data system transfer functions, etc. Con­

sider now a more practical approach where electronic noise and electronic 

transfer functions are included. The output signal then consists of the 

input signal operated upon by the system transfer function and the elec­

tronic channel, transfer function, in addition to an electronic noise com­

ponent. The correlation process between the input and output signals is 

then carried out in a manner just described.. The terms involving the 

correlation of the input signal and the electronic noise are assumed to 

be zero since there shculd be no correlation between the two signals. 

It then is straightforward, to arrive at the following equation for 

experimentally measuring the system transfer function for a given fre­

quency, ou 

PXYW 

V> = ^ # y W (78) 

whe re 

Hq(u)) is the system transfer function 
O 

P (CJU) is the cross-spectral density between, the input signal, 
XY 

X(t), and the output signal, Y(t) 
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P (<fl) is the auto spectral density for the input signal, X(t) 

H((i)) is the electronic channel transfer function. 

This results in a direct method for computing the transfer function 

from the spectral power measurements and the known characteristics of the 

electronic channel. 

Range of Frequency Selection and Binary ̂ Sequence 

The frequency range of interest for this investigation was the 

temperature effects region which has been shown by Schultz to be gener­

ally from 10 3 Hz to 10 Hz. Point model studies (see Appendix E) and 

studies of the spatial model for the GTER indicated that indeed the fre­

quency range of interest was from 5 X 10 4 Hz to 2 X 10 2 Hz. 

Based on the theoretical prediction it was decided to investigate 

the frequency range from 5 X 10 4 Hz to 10 Hz. This broad range per­

mitted study of the region affected by feedback effects and, in addition, 

a large portion that would probably be unaffected by temperature feedback 

effects, 

The pseudo-random binary sequence, hereafter referred to as the 

PRB sequence, was chosen, as noted earlier, as the method for frequency 

response testing. The use of the PRB sequence permitted the investiga­

tion of a broad range of frequencies for a given sequence depending on 

bit selection and the length of the period. One has the choice of in­

vestigating a few numbers of frequencies with a great deal of spectral 

power per frequency interval by selecting a small value of Z, the number 

of sequence bits, or a much larger number of frequencies with a smaller 

amount of spectral power per frequency interval with a large value of Z. 



The subject of PRB sequence frequency spectrums is discussed in Appendix 

B along with a theoretical development for predicting the frequency spec­

trum for a given sequence . 

Once the PRB sequence was determined, the spectrum shape was se­

lected, i.e. the spectral power was distributed in a known manner. The 

next selection necessary is the time interval per bit which results in 

the PRB sequence period and the first harmonic frequency. This time 

interval selection was based on the frequency of interest. It was then 

necessary to select the sampling interval or the number of samples per 

bit which determines the Nyquist frequency (1/2* sampling interval). 

The Nyquist frequency, f , is the maximum frequency at which frequencies 

are detected in the Fourier analysis. In the event frequencies above f 

are actually present in the continuous signal^ a phenomenon known as 

"aliasing" takes place. An intrinsic consequence of Fourier analysis of 

digital, data is to give spectral, answers for frequencies only up to f . 

Frequencies above the Nyquist frequency appear as frequencies below the 

Nyquist frequency in a "foldback" pattern which accounts for the term 

"aliasing." This phenomenon Is discussed at great detail in Blackman 

79 and Tukey. 

Since the frequency range of interest varied over four orders of 

magnitude it was felt that a single sequence would be inadequate to 

span this expanse with sufficient spectral power per frequency interval. 

Theoretically, this would be possible, but, one would have the practical 

problem of collecting enough data points over several periods to make 

the investigation statistically sound. It was, therefore, decided to 

investigate the frequency range with two PRB sequences, each covering 
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slightly over two orders of magnitude. 

The first low-frequency range PRB sequence chosen had the following 

characteristics 

Z = number of bits = 5U 

sampling interval = 600 milliseconds 

bit time = 9° 6 seconds 

T = period = 4906 seconds 

number of data points/period = 8l?6 

This sequence contained the large majority of the spectral power in the 

first 500 harmonics<, although there was a finite spectral power in the 

th 
harmonics as high as the 1C,000 and higher. With the sampling interval 

th of 600 milliseconds the Nyquist frequency occurred at the 4088 harmonic= 

This PRB sequence was used for the investigation of the first 400 har­

monics; therefore, the error due to the foldback phenomenon was negligible 

for this frequency band. The spectral power of the 400 harmonic is ap­

proximately six percent of the spectral power of the fundamental harmonic« 

The spectral power density continues to decrease with increasing fre­

quencies. This effect can be seen from the spectrum for Z = 511 shown in 

Figure 20. It is interesting to note that 89«4 percent of the total spec­

tral power for this PRB sequence is in the first 400 harmonics and that 

98.7 percent of the total spectral power is in the first 4088 harmonics. 

This sequence permitted the thorough investigation of the frequency range 

from 2 X 10 3 Hz to 8 X 10 2 Hz. This range, however, proved to be in­

adequate for measurements of the lowest desired, frequencies and was sub­

sequently replaced by a different PRB sequence. Nevertheless, for this 

first experimental run., two cycles of the PRB sequence were chosen with 
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a total run time of two hours and forty-five minutes and a collection of 

1.6., 38U data points per detector. 

The second lew-frequency PRB sequence was chosen with a bit number 

of 127 in an effort "to concentrate more spectral power in the lower fre­

quencies and permit more Thorough investigation in this range, A typical 

sequence used f n.en had : he following characteristics 

Z - number 01 bits = 12? 

At - sampling interval = 700 milliseconds 

bit time s 89=6 seconds 

T -• period = II, 3̂ 9 second.? - 3°l6 nouns 

number of da:a points/period =• 16,38^ 

This sequence essentially has the same features for the first 100 har­

monics that the previously described sequence had for the first U00 harmonics, 

i.e. 89*^ percent of the total spectral power in the first 1.00 harmonics and 

the ratio of the spectral power in the 100 X1 harmonic to the first harmonic 

approximately sis percent. This reduced PRB sequence permits a more thorough 

investigation of the lower harmonics since the harmonic frequencies are both 

lower in magnitude and, in addition, have an increased spectral power per 

harmonic, A diagram of one spectral power distribution for this PRB sequence 

is shown in Figure 21. The use of this PRB sequence permitted measurements 

for frequencies as low as k X 10 Hz which then proved to be adequate„ 

Measurements in the original high-frequency PRB sequence chosen 

proved to be adequate. The high-frequency range PRB sequence had the fol­

lowing characteristics 

Z = number of bits - 511 

At = sampling interval - 30 milliseconds 
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bit time = 2̂ -0 milliseconds 

T - period = 1.22.6 seconds 

th For this experimental run the Nyquist frequency occurred at the 2044 

harmonic frequency, Again the first k-GO harmonics were used in the analy­

sis . The "aliasing" problem was a bit more prominent in this sequence 

with the error due to the foldback phenomenon being approximately two per-

th th 

cent at the U00 harmonic and completely negligible for the 300 har­

monic and below. This sequence permitted the investigation of the range 

X 10 Hz to 5») Hz. The sampling time could have been reduced 

to remove the foldback problem but this would Lave required a great deal 

more data points in the analysis and provided no additional information 

in the lower end of the frequency scale. These additional data were not 

added, but rather more cycles; of the PKB sequence taken. Likewise, the 

bit time could have been reduced but mechanical considerations dictated 

that the rotor not be driven a+ bit times cf less than the 200 milli­

seconds. The oscillator could be driven at bit rimes of as low as kO 

milliseconds; however, this results in an astonishing amount of wear and 

tear in the system which in turn, leads to frequent mechanical breakdowns. 

For this portion of the experiment four cycles of the PRB sequence were 

run with a total run time of approximately eight minutes and a collection 

of 16,384- data points per detector. 

Reactor Configuration for the Experiments 

For reasons of symmetry the pile oscillator was placed in the center 

of the GTRR in fuel element position V-10. This configuration permitted 

the development of a one-dimensional theoretical model for comparison with 
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the experimental results. As pointed out in the description of the GTRR, 

there are 19 fuel element positions available. The fuel loading for this 

experimental work was done with both 17-and l8-element cores. The 17-

element core measurements required, the insertion of a dummy fuel element 

in the lattice position in which an in-core detector was placed, in addi­

tion to the pile oscillator in the center element position. The dummy 

for positioning the detector was located in position V-ll. 

In addition to the detector placement in the fuel element location^ 

measurements were also made with detectors in a vertical thimble located 

adjacent to the core position (V-23)> and in the horizontal beam K-k ° 

The positioning of the detectors in the vertical thimble required a de­

tector holder very similar to the specially constructed dummy fuel element 

for holding in-core detectors. A photograph of the fuel element dummy is 

presented in Figure 22. Likewise, the horizontal beam measurements re­

quired a special horizontal beam plug with an offset tubular opening ex­

tending from the reactor core to the outside of the reactor shielding. A 

view of a detector inserted in beam H-̂ - is shown in Figure 23° 

The core fuel loading in its state of fuel burnup and the experi­

mental equipment arrangement proved ideal with regard to possible flux. 

distortion from the semaphore control blades. In all experiments the con­

trol blades were very close to full out, thereby not imposing the unusual 

flux distortions caused by the blades when they are down in the active 

core region. The 1.7-element core loading was quite noteworthy since the 

elements had reached such a degree of fuel burnup that the reactor con­

figuration would not maintain criticality with the moderator temperature 

above 85°F. At xenon equilibrium all. four shim blades were In the full 



Figure 22. Dummy Fuel Element for Positioning the Detector 
Used in Core Position V-ll 

Figure 23. Detector Inserted through External Shielding 
to Beam E-k for In-Core Measurements 
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out position (55°) with the regulating rod at nine inches and the Dp0 

temperature ranging from 77°F on the cold leg to 82°F on the hot leg„ As 

a result the 17-element core configuration experiments were run at this 

reduced temperature, 

The 18-element core loading was somewhat more flexible. Equilibrium 

configuration consisted of the shim blades at 30" with moderator tempera­

ture varying from 100°F to 105°F. This higher temperature was used for the 

l8-element core configuration experiment since temperature feedback effects 

are slightly more pronounced at the higher temperatures. This increased 

temperature coefficient is primary due to the increased coefficient of 

expansion of the heavy water with increasing temperature in this tempera­

ture range, 

The shim blade positions for the latter experiment were also very 

71 good, A review of the shim blade calibration curves indicates that the 

individual blade worths between 30° (experiment position; and the full out 

position of 55° is practically negligible (approximately 0.6 percent Ak/k)„ 

In a full out position the distortion of the reactor flux' by the control. 

blades is not significant, This provides the decided advantage of making 

the experimental configuration more nearly approximate the theoretical 

model, configurationo 

The pile oscillator contains two strips of cadmium in the stator 

and two strips in the rotor. The stator mounted strips are three-fourths 

inch outer diameter by three-eighths inch long and mounted three inches 

apart at the reactor core center. The rotor cadmium strips are five-

eighths inch in diameter by one-fourth inch long and the rotor effectively 

shades and unshades an effective length of one-eighth inch. The entire 
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oscillator worth was approximately O.5H percent Ak/k and the movable 

reactivity about 0»02 percent Ak/ko 

The reactivity worth of the dummy f^el element and the dummy verti­

cal thimble for positioning the detectors was approximately 0*10 percent 

Ak/k, depending on the exact location<, Overall, the total experimental 

worth was approximately C.65 percent Ak/k. This was considerably below 

the upper limit of 1.5 percent: Ak/k approved by the Atomic Energy Commis­

sion for pile oscillator experiments of this type in the GTER. 

Detector locations were positioned in such a manner as to make 

experimental, measurements from very close to the core center to radii 

well cut into the graphite reflector at the outer limits of the reactor. 

Throughout this entire experimental program a great deal of effort 

was expended on problems of a radiation hazards nature., The concept of 

an at-power experiment requires such special considerations from the 

outset, since this involves full-power activation of the assembly and all 

adjacent mechanical and electrical components; activation of detector 

equipment,, and radiation streaming from the reactor core by the introduc­

tion of these devices to tte core. In the area of neutron activation of 

the experimental equipment., a number of rather basic ideas were implemented 

in order to reduce the radiation hazard from this source. These ideas in 

the equipment design stage included minimizing the amount of material 

introduced into the active region of the reactor, locating experimental 

components as far as possible from the active core and shielded from both 

the gamma and thermal neutron radiation, and the use of materials in the 

equipment such as aluminum with small neutron cross sections and short 

half-lives. In the experimental procedure the radiation exposure from 
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the neutron activation was reduced by allowing a three day "cooling" 

period after each experiment before relocating the apparatus from the 

reactoro This time period permitted sufficient decay of the induced 

radioactivity to insure relatively low exposure levels for the removal 

operations. The problem of radiation streaming from the reactor core at 

the entry points of the oscillator and the neutron detectors to the reactor 

required a number of special shielding measures„ These special shielding 

measures included the construction of special horizontal and vertical 

shield plugs with the entry holes offset one diameter over the length of 

the shield plug to remove direct radiation streaming. In addition., this 

shielding work included the construction of special beam catchers such as 

the one shown in Figure 23, and the use of special, stacked temporary 

shielding around tne openings. 

This brief discussion was included, to point OUT: the magnitude of 

the radiation hazards considerations for an experimental program such as 

t hi s. 

Data Collection and Procedure 

The equipment used for data collection and storage has been de­

scribed in the chapter on instrumentation and Equipment. A block diagram 

of the equipment used in the experimental system is shown in Figure 2k 

which shows the relationship between the various, components. The objective 

of this section is to describe in some detail the techniques and procedures 

used during an experiment. 

Since these experiments were designed to observe temperature ef­

fects, it was necessary to conduct the experiments at both zero power and 

full power. The full-power experiments were conducted such that the 
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maximum power attained was 1000 W <, which is the maximum power authorized 

under the GTRR license. Since the power fluctuated about some steady 

state level and went as high as 1000 kW at the maximum level, this re­

sulted in the mean power level of from 900 kW to 950 kW° 

In preparing for a full-power experiment it was first necessary to 

operate the reactor under near xenon equilibrium conditions. In order to 

conduct the experiment the reactor was necessarily on manual control and 

unless the xenon was at or very near equilibrium, the build-up of xenon 

to the equilibrium value tended to shut the reactor down. From a practi­

cal aspect It was necessary bo operate approximately 32 to 35 consecutive 

hours prior to the experimental rims« This operating time established tne 

xenon concentration at a value In excess of 95 percent of the equilibrium 

value. Changes In the xenon concentration then varied only slightly dur­

ing the remaining experimental time in the attaining of the equilibrium 

value. The best experimental runs were made, however, when the reactor 

had operated in excess of U0 continuous hours. 

At the start of an experimental run the reactor was under manual 

control and essentially self stabilized. The experiment was controlled 

and operated from the PDP-8 computer under keyboard control from the com­

puter teletype. The first part of the computer program controlling the 

experiment requested input parameters such as the experiment identifica­

tion number, the data sampling interval, the number of detectors to be 

used,, the number of data points, and the characteristics that describe 

the PRB sequence. This Input was done through the use of the teletype. 

This approach was taken for two primary reasons. One was that this method 

permitted the experimenter the most flexible use of such a program since 
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the input parameters could vary with each run. The second was that the 

use of the teletype provided documentation in the form of a typewritten 

sheet which identified the run by identification number and listed all 

the input parameters along with appropriate comments» After this input 

information was supplied the program was ready to start the pile oscillator„ 

Upon a keyboard signal the pile oscillator started operation of the 

PRB sequence as defined by the input information. This was continued for 

a variable period of time controlled by the experimenter prior to actual 

data collect ion. This initial period of operation was necessary to se;-

up and stabilize the reactor power level about some rr.edi.an level and make 

desired switch, and range settings ot ail •."•he electronic apparatus (which 

consisted primarily of the electrometers and the sample-and-hold channels,„ 

Upon signal from the experimenter the computer iter. In addition to driv­

ing the pile oscillator in the desired manner> started, taking data using 

previously established parameters„ 

It is interesting to note that,, for the full-power runs, the reac­

tor system was completely driven and run by the pile oscillator. The 

reactor was on manual control, and the pile oscillator moving In the binary 

sequence drove the reactor power up and down for periods in excess of 

three hours without intervention by the operator« This required a great 

deal of skill by the operators in establishing the power level during the 

stabilization time such that subsequent action by the oscillator did not 

tend to put the reactor on a short period or? on the other hand,, drive 

the reactor power to zero. This, needless to say, required several trial 

and failure operations ° 

Once established correctly^ the power tended to fluctuate between 

rr.edi.an
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two levels with feedback occurring at both levels to stabilize the system. 

A typical run showing the manner in which the flux was driven by 

the oscillator is shown in Figure 25° This curve is from the reactor power 

chart recorder. The scale, is linear and the value of 80 on the power 

chart represents a power of one megawatt„ The example shown in the figure 

is an experiment with a bit time of 83°£0 seconds. Notice how the feed­

back tends to oppose the oscillator-driven power change. In several cases 

the feedback not only stops the rise of power, but it tends to drive the 

power back down before the oscillator drives the power further down with 

a downward movement. The next figure Figure 26) thews the hot and cold 

leg temperature response of the heavy water during a typical, experiment, 

lie temperature variation in the hot leg is rather slight but definitely 

present. The cold leg is more nearly constant in temperature, 

The general remarks concerning feedback and self stabilization of 

course are obviously not applicable to the zero-power runs. The zero-

power runs were generally accomplished at one kW and likewise had to be 

stabilized during the initial experimental phase, however, in many cases 

for the extremely low frequency runs the pile oscillator would be posi­

tioned in, for example, a positive position (suaded cadmium position 

causing a power rise) for a long period of time as is characteristic of 

low frequency runs. The power level would begin to rise beyond the limits 

of acceptability; therefore, the reactor operator would of necessity drive 

the power down slightly with the regulating rod. This powe -n reduction 

normally required only a "flick" of the regulating rod and had to be done 

at fairly infrequent intervals during the low-power low-frequency runs, 

This intervention, however, introduced an element of feedback into the 
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Figure 25. Power Trace of the GTPJ3 with the Pile Oscillator 
Driven with a PRB Sequence 
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systems This procedure was required simply because the oscillator approach 

is really not very acceptable for very low-*frequency low-power rims. The 

experimental results in the zero-power low frequency range should be judged 

in light of this intervention and. accepted as an approximation only* 

For this investigation a total of four neutron detection channels 

were used- 'Three of these incorporated procured in-core detectors. The 

fourth detector was oc tarred. from a picoammeter channel and. was .located 

in fne graphite which is a parr of the normal reactor instrumentation<. 

Upon command from tne PDP-8 at a given sampling interval she sample-

and-hold channel sampled the four input channels simultaneously for a 

period of one millisecond. This analog signal, from the detector through 

the electrometer to tne sample-and-hold channel, was inverted by the 

sample-and-hold unit and tne output; signal sampi.ec and heldo With the 

appropriate electrometer and. sample-and-hold electronic settings this 

signal, varied between tne limits of 0 to -1.0 voltso On computer instruc­

tion the analog sampled value was then converted to a digital val^e by the 

computer through the medium of an analog to digital conversion operation, 

hereafter referred to as an ADC;, for each of the four channels. Upon 

completing this aspect of the program the PBP-8 sent the ADC value for 

each of the four channels to another computer,, the PDP-8/l, over a commu­

nications line known technically as a PT08 line. The PDP-8/l then stored 

the input data in a buffer or table within the computer core, which was 

of such a length as to be a single record length on the magnetic data 

tape. On receipt of enougn data to fill a buffer tne collection of data 

was written on magnetic tape and another table started for the receipt of 

additional, data from the PDP-B. For these experiments the number of data 

sampi.ec
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points usually consisted of either l6,38U values or 32,768 values per 

channel. The Fast Fourier Transform used in the digital analysis of these 

n 

data had the capability of transforming 2 number of points with n vary­

ing from 12 (4096 points) to 15 (32,768 points). 

The data collection system outlined broadly above consisted of two 

main programs „ The program in. the PDF-8 compter which was located on 

the reactor floor near the bio-medica.:. facility was named ACQUIRE and the 

program in the PDP-8/l for receiving the data and writing on magnetic 

nape was named BMTDLE. The ACQUIRE and HANILE programs were written in 

program assembly language. (PAL) which is unique to the Ltlghial Equipment 

Corporation's small computers. The flow diagrams for these two programs 

are presented. In Appendix F» 

One significant feature of ACQUIRE will be discussed presently., 

This is the matte:::' of sending data from the PIP-8 to the PDP-8/lo The 

number of 12-bit data word transmissions for each sampling interval was 

made Inflexible and this value was set at nice. This was done for reasons 

to be discussed later tut primarily because of different word lengths be­

tween the PDP-S/l and the Univac 1108 which was used in the FFT analysis<, 

The number of input channels was variable and could have been, as large as 

eighto The ninth transmission was always the status bit cf the FIB seq_u.ec 

The PRB status bit was always either zero or one, and. depending on lie 

value of this number the cadmium of the pile oscillator rotor was either 

unshaded or shaded- For this experiment the status bit of zero was used 

for maximum or unshaded cadmium and a data transmission of 0 was made 

since this value of zero would, result from the ADC operation on a 0 volt 

analog signal or the minimum level of the two levels in the PRB sequence„ 

seq_u.ec


10k 

Tie status hit of one was used ::or minimum or shaded cadmium and a data 

transmission of 7777o was made since htu: va.'_ „.e would resu_.t from the ADC 

operation on a +10 volt input- signal to me samp_.e-and-hô d channel (as­

suming a gain of one) which then represented the maximum level in the PRE 

sequence. When the number of input data channels was less than eighty "he 

remaining transmissions consisted of sending zeros= 

lue data were handled in this way for the purpose of having actual 

data ir. uv:e firsT: eigr:4- words transmitted and then having vhe theoretical 

value sent ninth in the sending of nine data words* This approach facili­

tates subsequent data shuffling in the analysts wrier is discussed in the 

next section. in the analysis the actual data were correlated against 

the fche< retical values ci' the. status tit data, having take:: this approach 

it was "ten necessary to do experiments comparing 'theoretical pe ::ftormance 

to actual performance in the rotor movement« This consisted of another 

transfer function measurement with, the PIT status bit as the input, the 

solenoid drive system as the system, and the actual performance of rotor 

movement as the output signal. This work was done in addition to routine 

frequency response measurements on the electrometers and the sample-and-

hold unit. The discussion ana results from this work are presented in 

Appendix G» This aspect was not- overly important in the measurement of 

feedback effects since the feedback becomes significant in the 1.0 to 

10 s Hz range whereas the actual performance to theoretical movement trans­

fer function is essentially one for frequencies up to one Hz. 

Although the speed of data collection was unimportant because this 

happened to be a low frequency experiment, it is interesting to note that 

this data collection system had. a capability in excess of 2000 total data 
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points per secondo 

The teletype at the PDP-8 computer was used for keyboard control 

in addition to the input of experimental parameters to the program ACQJJTFE 

This keyboard control was useful in other areas such as interrupting or 

aborting the experiment, controlling the magnetic tape unit both before 

and after an experiment in writing end-of-files or rewinding5 and typing 

appropriate messages. In addition to documenting the experiment the tele­

type typed ott message- indi-rating Su.ch items as program completion, in­

structions for restarting the experiment, instructions for the magnetic 

tape operations-, and the program interrupt message if : r.e keyboard was 

used to stop the experiment» This approacr proved, to be an invaluable 

aid in minimising human operator errors during the experimental runs° 

Data Fedtctlon and. Analysis 

The experimental data taken and stored on magnetic tape were ana­

lyzed at the Inch Electron!* Computer Getter on the Univac ilCtL The 

56 ' 
digital analysis was done using a Fourier Transform program developed 

at C-eo tgia Techo 

This Fourier Transform program, was cased, primarily on the particu-
f\~ 

lar'ly efficient method reported ty Cooley and. Tukey for computing the 

discrete Fourier transform of a series of data samples,, This method is 

known as the Fast Fourier Transform and referred to as the TFT° The FFT 

program used had a capability for transforming up to 32,768 data points. 

In. addition to the transform calculations this FFT package had a number 

of other interesting features. Among them was the capability of inputing 

two different time series of data samples.. The FFT package computed auto-
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and cross-power spentrums :por tre two daf a records and calculated the 

transfer function in a manner described earliero In addition., this FIT 

package did an error analysis on the input data and was programmed to 

compute certain confidence levels. The statistical calculations for the 

transfer function determinations were based on a formalism developed by 
Or 

Goodman, Tints approach implies that for a series of transfer function 

measurements a': a. given frequency there will be some average value for 

the transfer function Fourier coefficients and these values wi'̂ .1 be dis­

tributed about the mean Value in at approximately normal distribution 

Gaussian statistics then appiy and this provides an interpretation of the 

data in a probabilistic se.it. For exampley the chance that an average 

value measurement differs from the true mean value by more than the 

standard deviation is C,fl7 for tine normal distribution. In a similar 

manner, limits can be established about the measured value such that the 

true value lies within tnese limits with a given probability. For the 

FFT program this probability was established a1 0,8" and. the limits were 

referred to as the 8C percent confidence limits. The 80 percent confi­

dence ln.mi.ts were calculated and printed out on ali transfer function 

amplitude and phase angle determinations using the FFT program, 

In order to use the FFT program, it was necessary to write a program 

;nat would Interface the PDP-8/l data tape with the FFT program on the 

Univac llOQo One of the main reasons for this was the incompatibility 

between the word length of PDF-S/l words which consist of 12 tits and the 

Univac words which consist of f6 tits. The first task completed by the 

interface program SPCTPFf was to read the nine PDP-8/l data words from the 

data tape by the Univac, which interpreted this as three words. The next 

se.it
ln.mi.ts
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•""ask then consisted of breaking the three Univac words lute nine Univac 

.Afords by the use of tie FOET-AK field , FIX} :houufions<. Iris data mani­

pulation was continued until all the data words from the PDP-8/l were 

converted to an etut.valeno number of Univac words. Upon completion of 

this, a number of two-dimensional arrays were created, which consisted of 

the status bit data word arc tne detector input data ward* The number o.r 

such arrays, of course, depended en the number of input detector enamels, 

which for tnis experiment was usually fouru 

This set of operations nheu prepared foe collected dat-a in the 

correct format tor ire sot seiner: analyzing program which related the 

theoretical input (snatus bit data word; to the detector response for each 

of the input detect-on rigtafs... Most data records tor the experimental 

runs lad either 16,38k or S?/7t6 date words. 

Tne FFT program did the calculations and. output tne transfer func­

tion amplitude and prase angle information as a function 01 frequency., 

This information provided the spatial response of true reactor flux to the 

input perturbations for the frequency bands investigated. 

Experimental Jesuits 

Tne purpose of t-nis experimental program was to measure :he GTR1: 

source transfer function oven a wine range of frequencies with emphasis 

in the low frequency range. These measurements were to observe spatial 

and temperature feedback effects and to be compared with theoretical 

values from a model developed for this purpose„ 

The experimental, program was conducted in three phases and in all 

cases the measurements were made with the pile oscillate"" in the center 
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of the GTFJlo Tne first phase consisted of measurements on the 18-element 

core with the moderator at a relatively high temperature (100° to 105°F)? 

the second phase was characterized by the IV-eI.emeui core with the rela­

tively cool moderator (77° to 82°F), and the third phase consisted of the 

zero-power {1 kW) measurementso Discussion will then follow in that 

manner,, 

The measurements on the 1.8-element core were made at seven spatial 

locations with, the radius from the center of the core to the detector 

varying from ho cm to 150 ca« The experimental results for fotr of these 

spatial positions are presented in the foil owing figures <> Figure 27 dis­

plays a comparison between the experimental values for detector position 

V~23 {B^kO cm) and the SPAPE calculations for F = kO cm with tne transfer 

function amplitudes normalized at 1 X 10 2 Rz. The experimental data in 

Figure 27 and ail. she-sequent graphs are plotted with the 80 percent confi­

dence limits whicl were discussed in the previous section on Fata Reduc­

tion and Analysis. The confidence limits are tot necessarily symmetrical 

about the data point since the amplitude and phase angle confidence limits 

are derived from the error analysis on the Fourier coefficients from, the 

FFT program. 

The SPAKE computations are remarkably close to the experimentally 

determined values. The transfer function measurements indicate definitely 

the effect of temperature feedback with the characteristic downward break 

""3 

in the amplitude curve with decreasing frequency at approximatery 2 X 10 

Hz. This is contrasted to the ever increasing amplitude curve with de­

creasing frequency for tne zero-power condition.. The phase angle measure­

ments also show the temperature feedback effect with an upward break in 
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from three otner locations, R = 6C cm, R = 75 cm, and the reactor pico-

ammeter. From an analysis of these data it is concluded that the G-TKR 

spatial response degenerates to - hat of a point model for frequencies of 

less than one Hz. This phenomenon is predicted by the analytical program 

SPAREo Calculations from SPARE indicate no spatial effects at all for the 

transfer function amplitude for frequencies of one Hz and smaller, and 

only slight phase angle differences over the limits of the reactor for 

these lower frequencies. The phase angle variations as calculated by 

SPARE range from less than one degree at 1 X 10 a Hz and increase to ap­

proximately six degrees at one Hz« At tne frequency of one Hz over four 

degrees of the six degree phase angle variation was calculated to occur 

between the oscillator and the first spatial location investigated (R*=̂ 0 

am)o The phase angle variations at one Hz were not considered suffici­

ently large to be significant. For this reason tne calculations and the 

experiments were considered to be consistent with each otner within the 

experimental error. Spatial, effects were observed experimentally for 

frequencies above one Hz. 

The second phase of the experimental, program was conducted on. 

the 17-element core with the 1.8 fuel element position used to position 

a detector. The fuel, element position vacated, for the neutron detector 

afforded an opportunity for a true in-core measurement. Four spatial 

measurements were made during this aspect of the investigation at posi­

tions V-11 (R=15 cm), V-23 (R-40 cm), K-k (p-1.00 cm), and H-U (R=150 cm). 

The next three figures, Figures 31; 32, and 33.* display the results of 

the 17-element core transfer function measurements for positions V-11 

(R-15 cm), V-23 (R~^0 cm), and H-U (R=150 cm), respectively. Curves 
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in these figures are visual fits to the data- The data from the R-h 

iH-100 cm) position were not significantly different from the data at the 

other three spatial positions= 

No significant additional information is available from the 17-

element core data, This is true both for this experimental phase in 

general and for the measurements from the in-core detector (v-11), in 

particular., 

The discussion of the 17-element core data is, therefore, essen­

tially the same as for the l8-element case. One interesting feature does 

exist, however, it was noted earlier that the 17-element core experi­

ments were run with the relatively cool moderator temperature 77°F to 

82°F. The cooler moderator temperatures offer less feedback effect and 

this is borne out by comparison of the two sets of curves« The experi­

ments with the cooler temperatures indicate both the features of ampli­

tude curve "peaking" and the phase angle curve intersection with the zero 

degree axis are shifted to a lower frequency. This effect is an indicator 

of less feedback. The frequency at the intersection with, the zero degree 

axis shifts from 1,5 X 10 3 Kz to 1.1 X 10 3 Hz, This is the general ef­

fect one would, predict since the temperature feedback coefficient increases 

with increasing temperature. This effect is primarily due to increased 

coefficient of expansion of D̂ O with increased temperature in this tem­

perature range. The iucreased-temperature-coefficient effect as a func­

tion of increasing temperature has been observed experimentally in the 

73 GTP.R during temperature coefficient measurements. 

The last phase of the experimental investigation involved the zero-

power measurements. For practical reasons stemming from the sensitivity 
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of the neutron detectors it was necessary to conduct the zero-power mea­

surements at one kilowatt. The results from these measurements are shown 

in Figures 3̂+? 35.? a-nd 36 for detector locations V-ll (R=15 cm) , V-23 

(R=40 cm) f and H-4 (E.-150 cm)} respectively. There is ar, obvious differ­

ence between the zero-power and the at-power experimental runs. The 

zero-power amplitude measurements characteristically increase with the 

decrease in frequency as would be expected- The phase angle measurements, 

however, do indicate some feedback effect with the upward break in the 

phase angle curve at approximately 4 X 1 ) Hz. This effect was not ob­

served in the amplitude measurements because feedback effects are re­

flected in the phase angle values before the amplitude values are affected-

That is to say, feedback effects can be observed at a nigher frequency 

with tne measurement of phase angle response rather than amplitude re­

sponse- If tne experiment had been designed to observe lower frequencies 

the ampii.tu.de would indicate feedback also with, the characteristic down­

ward break as the frequency further decreased- The phase angle in this 

ease indicates a small amount of feedback that can be attributed to the 

external perturbation on the experiment by the reactor operators in the 

regulating rod movements,, It was noted earlier that for zero-power ex­

periments external control was required by regulation rod movement at 

irregular intervals to maintain the zero-power (one kilowatt) experiments 

within certain power limits- In the frequency range above h X 10 Hz 

where the external perturbation had no significant effect the zero-power 

data fit the calculated zero-power amplitude and phase angle curves by 

SPARE- From a comparison of the at-power data displayed in Figures 27 

through 30 and the zero-power data displayed, in Figures 3̂- through 36, 

ampii.tu.de
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it can be seen that temperature feedback first became significant at 

2 X 10 2 Hz with the deviations between the zero-power and at-power phase 

angle measurements. As frequency was further reduced the temperature 

feedback effects became much more significant in both the transfer func­

tion amplitude and phase angle curves. At a frequency of 1 X 10 3 Hz the 

difference between the zero-power and at-power curves is quite pronounced., 

The zero-power data also indicate no spatial effects for frequencies less 

than one Hz . 

From the experimental data it was ascertained that, for the GTRR, 

temperature feedback effects are significant only at frequencies of 

2 X 10 2 Hz and below. At frequencies in this range and even frequencies 

as high as one Hz there are essentially no spatial effects present. The 

transfer function amplitudes in the low frequency range, of course, are 

the single exception since the amplitude of the transfer function is pro­

portional to the thermal flux level at a given location. This effect 

was both predicted by SPARE and experimentally observed. 

During this investigation experiments were run with data taken for 

frequencies as high as 8.5 Hz. Spatial effects were observed in this 

frequency region, but, as noted earlier, temperature feedback effects 

were not significant in this range. 

The transfer function measurements for the higher frequencies are 

shown in Figures 37 and 38. The curves in these two figures are visual 

fits to the data. Figure 37 involves two spatial positions, V-23 (R=^0 

cm) and H-̂ 4 (R=100 cm),. Ho spatial effects are observed in the gain which 

is normalized to 1.0 at one HEj however, at four Hz and above there is a 

phase angle lag between the two positions which is indicative of spatial 
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effects due to the physical distance between the two points. The curves 

in Figure 37 were run in several experiments and the data confirmed more 

than once. The curves in Figure 38 were run in a single experiment which 

also was the experiment with the highest frequency component of 805 Hz. 

The confidence limits in Figure 38 are quite large, however, there is a 

definite spatial effect noted. As pointed out earlier, the spatial effect 

observed occurs only in the phase angle. 
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CHAPTER VI 

CONCLUSIONS 

The purpose of this investigation was to study theoretically and 

experimentally the reactor source transfer function both at zero power 

and full powero Particular emphasis was placed on temperature feedback 

and spatial effects in the calculations and measurements of the spatial 

source transfer function.. 

•SM-

An existing theoretical models known as the complex source method 

and capable of predicting the neutron flux response to a small periodic 

disturbance, was extended to include temperature feedback effects. In 

addition, the general equations derived were applied to a one-dimensional 

model of the GTRR and a computer program, SPARE, was developed, for com­

puting the source transfer function as a function of power level. In 

support of this analytical, code a one-dimensional two-energy group diffu­

sion code was developed for the GTRR and served as a source of power level 

input for SPARE. The validity of SPARE transfer function calculations 

was checked over the frequency range from 1 X 10 Hz to 1 X 10 Hz for 
both zero-power and high-power (l MW) conditions. These computational 

33 checks included comparisons with independent prior calculations using 

26 

a different approach and with experimental results from the NORA reac­

tor. Further, at very low frequencies (e.g. 1 X 10 Hz) where the SPARE 

calculations indicated practically no spatial response, results from 

SPARE calculations were compared with point model, calculations for zero 
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and high-power levels for the GTPP.° The results from all of these compu­

tational checks were very good and served to establish the validity of 

the SPARE calculationso 

An experimental program was undertaken to measure the source 

transfer function in the GTRR using an in-core pile oscillator. The pile 

oscillator, employing a pseudo-random "binary sequence to introduce the 

desired frequency components, was used to measure the source transfer 

function over a frequency range of four orders of magnitude from h X 10 4 

Hz to 8.5 Hz. Experimental data were taken for several spatial detector 

positions for zero-power and at-power (900 kw) conditions. 

The results from the GTRR at-power and zero-power experiments 

verified the calculations by SPARE as to the extent of temperature feed­

back between the two power conditions° At-power measurements to fre­

quencies as low as k X 10 4 Hz indicated significant temperature feedback 

effects. Zero-power measurements were made for frequencies as low as 

1 X 10 Hz; however, reliable results were obtained, in the zero-power 

condition only for frequencies of h X 10 3 Hz and higher. This result 

was related to the practical restrictions of conducting low-frequency, low-

power pile oscillator experiments. Comparisons between the zero-power 

and at-power data indicated that temperature effects first became sig­

nificant in the low frequency range at a frequency of 2 X 10 2 Hz. As 

the frequency further decreased the temperature feedback effects became 

increasingly more pronounced. 

The GTRR experiments also reflected a change in the temperature 

feedback coefficient when measurements were made with the reactor at two 

different temperatures. A reduced temperature effect shifted the amplitude 
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and phase angle curves in a definite manner indicating less temperature 

feedback, 

The results from the GTRR experiments were also very close to the 

predicted values by SPARE with regard to spatial effects. The SPARE cal­

culations and the experiments indicated no spatial effects in the shape 

of the transfer function amplitude curve for frequencies below one Hz for 

both at-power and zero-power conditions. The experiments also indicated 

a spatially independent phase angle response for frequencies below one Hz 

for both at-power and zero-power conditions . The SPARE calculations in­

dicated slight prase angle variations over the spatial limits of the 

reactor but; these phase angle variations were not significant for fre­

quencies less than one Hz. Experimental results indicating no phase angle 

variation for the detector positions measured were consistent within ex­

perimental error. In this sense the experiments verified the phase angle 

calculations. 

Experiments in the frequency range from one Hz to 8.5 Hz indicated 

spatial variations in the phase angle measurements but with no significant 

variation in the amplitude measurements.. No further work was done at 

higher frequencies since this frequency region was outside the range of 

interest for temperature feedback effects. In addition, spatial effects 

33 had been observed in the GTRR for this frequency range by Johnson. 

From this investigation the following summarizing conclusions can 

be drawn. A. theoretical model was developed and programmed as the program 

SPARE to predict the power-dependent spatial source transfer function. 

The results from the analytical program SPARE were compared to both ex­

perimental results and ether digital calculations and found to yield 
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correct results over a frequency range of six orders of magnitude for both 

zero-power and at-power conditions. Experiments were conducted on the 

GTRR over a frequency range of four orders of magnitude for zero-power 

and at-power conditions. Temperature feedback effects were found to be 

significant in the GTRR at 900 kW in the low frequency region, and the 

extent of the temperature feedback predicted by SPARE was confirmed by the 

experimental results. Experiments at two different temperatures with dif­

ferent temperature feedback coefficients yielded experimental results 

which reflected this change in conditions. At very low frequencies the 

SPARE calculations for the spatial response indicated a degeneration of 

the spatial model, to that of a point model for both at-power and zero-

power conditions. The experimental results served to confirm the SPARE 

calculations in this respect also. The higher frequency experiments in­

dicated spatial effects in the frequency range above one Hz= 

This approach has been shown to be valid for predicting spatial 

source transfer functions with temperature feedback in the GTRR. This 

technique should, also be useful for predicting at-power spatial transfer 

functions for larger reactor system stability studies where temperature 

feedback and spatial effects are a great deal more pronounced than in the 

GTRR. Further, this approach should be useful in dynamic studies for 

predicting at-power response to reactivity fluctuations. In general, 

this technique should find application in the study of space and energy 

effects in the general area of reactor system dynamics. 
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CHAPTER VII 

RECOMMENDATIONS 

The results of the investigation In this area have demonstrated 

the validity of introducing feedback in the analytical model for calcu­

lating the spatial scarce transfer function.. However, it is felt that 

this feedback model still needs further development and Improvement in 

two areas o The first of these is in the area of spatial feedback.. In 

this development the feedback effect was considered on a unit cell basis 

with feedback considered in this case from the "average" unit cello A 

more descriptive model would relate the fuel and moderator transfer func­

tions as a function of spatial position much in the same way as the neu­

tron flux, is described spatially" The second area in need of improvement 

relates to the regions wnieh contribute to feedback. The model as it was 

presented herein accounts for feedback only from the homogenized fuel 

region. Admittedly this region contributes primarily to the feedback 

effect, but surrounding moderator and reflector regions should also be 

considered to more fully describe the physical phenomenon. This latter 

suggestion would probably not improve significantly the application of 

this technique to large power reactors since these reactors consist of 

a large number of unit cells and and are not affected by slight tempera­

ture changes in the reflector and moderator surrounding the entire group 

of assemblies. 

The extension of this one-dimensional model to a two-dimensional 
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analysis with feedback would be a task worthy of accomplishment. In 

addition to being much more descriptive as a two-dimensional model is, 

this two-dimensional extension would permit analytical checks on experi­

mental results obtained with a pile oscillator in positions other than at 

the center of the reactor core. Such a two-dimensional model would per­

mit the use of beam holes for pile oscillator experiments which would not 

offer the penalty of the loss of a fuel element. 

Another area of fruitful research would be the investigation of 

feedback mechanisms ether than those of temperature- These mechanisms 

include among others void formation and. vibrational effects„ These ef­

fects would be interesting since the frequency range of interest for these 

effects would be the same frequency range in which spatial effects are 

pronounced. An experiment involving void formation in the GTRR could be 

simulated by the external introduction of helium bubbles <. 

A number of other topics in closely related areas would assist 

greatly in the further understanding of spatial kinetic effects. Among 

these are source transfer function studies in higher frequency regions 

using several, different reactor core configurations in which the resultant 

spatial effects are studied,, Also of interest would be long range studies 

of the at-power reactor noise for the determination of reactor character­

istics. Another area of practical application would be studies in non­

linear reactor system response. Such measurements would be similar to 

the transfer function measurements but would be describing function 

measurements instead. 

In future pile oscillator experiments there may be some advantage 

to using other methods of introducing desired frequency components rather 



than by the use of sinusoidal signals or PP.B sequences 0 One such tech-

86 
nique is that of ternary sequences where the driven signal has three 

levels rather than two levels as in the PRE sequences- The selection of 

the method of frequency response testing should, however, be governed by 

the requirements of the experiment= 
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APPENDIX. A 

FUEL AND MODERATOR TEMPETATURE FEEDBACK TRANSFER FUNCTIONS 

Temperature feedback effects can, in general, be expected from 

both the fuel and moderator. A change in fuel temperature results in 

both a change in the fuel density and a change in the U-238 resonance 

cross sections due to "Toppler broadening. f' A change in moderator tem­

perature changes the thermal neutron energy spectrum, in addition to the 

moderator density. This, in turn*, affects bctn the absorption cross 

sections and the neutror leakage. 

Feedback can then be assumed to occur through two feedback paths, 

through that of the fuel and that, of the moderator. The reactor power 

originates in the fuel element in the form of heat from the fissioning 

process. Then as the element heats up the +• herbal energy Is transferred 

to the moderator. Meanwhile the fuel. Is presumed to have a temperature 

coefficient of its own, cc,> thus changing reactivity quite quickly. It 
r 

should be noted that the fuel then has a short time constant for the 

temperature feedback effect. The moderator also is assumed to have a 

separate temperature coefficient, ct, whicn results in a reactivity change 

only after the heat is deposited in the moderator. This reactivity effect 

occurs much, later than the immediate fuel reactivity effect. The moder­

ator has a longer time constant than that of the fuel,'and the moderator 

feedback effect will, lag behind that of the fuel. This lag is related to 

the time required for the heat to flow from the fuel to the moderator. 
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Any resistance to the heat flow serves to increase the time constant. 

The fuel and moderator temperature feedback transfer functions are 

developed for the GTF.R model in this appendix. Consider the schematic 

diagram of the GTRR cooling system shown in Figure 39- The heat transfer 

is described in eight different equations from the generation of the heat; 

in the fuel, element to the dissipation of the heat in the cooling tover. 

The representation presented here assumes lumped fuel element-cladding 

thermal characteristics with no time deltay existing between the fuel 

temperature and cladding temperature. This is clearly a good approxima­

tion for a metallic-alloyp bonded cladding fuel element. 

For this model the heat transfer equations have been handled in 

the conventional manner for the unit cell, i.e. heat generation in the 

fuel with subsequent heat flow to the moderator- This heat transfer model 

assumes also that the fuel ard moderator are homogenized in the same 

manner that the neutronic properties are homogenized. This approach has 

the advantage of conforming tc the neuT.ronic model and further provides 

an approach for conforming to the simplified heat transfer equations. 

The power generated, at each spatial point is removed by the moderator at 

that spatial point with no heat flow between adjacent spatial points= 

This assumption implies that bhe fuel and moderator temperatures at a 

given location in the reactor core are a function of the power density at 

that point and vary only when that power density varies. 

The first two equations describe the flow of heat from, the reactor 

fuel which is assumed to be the sole source of heat to the moderator. 

dT (x,t) _ 
Mjx) — i - = P(x,t) - H(x)(Tjx,t) - T (x,t)) (79) 
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Figure 39. Schematic Diagram of GTRR Cooling System 
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yx,t) = (Tm (x,t) n- Tm (x,t))/2 (80) 
i o 

where 

P(x,t) is the power density in the fuel region (kw/cm3) 

M„(x) is the fuel heat capacity (mass of fuel-aluminum matrix* 

specific heat of the matrix)(kW sec/°C cm3) 

T (x,t) is the reactor fuel temperature (°C) 

T (x,t) is the average moderator temperature in the fuel cell (°C) 

T (x,t) is the moderator inlet temperature (°C) 
i 

T (x,t) is the moderator outlet temperature (°C) 
o 
H(x) is a lumped parameter coefficient which is a product 

of the heat transfer coefficient and the area of heat 

flow divided by the volume of the homogenized fuel 

region (kW/°C cm3 ). 

The third equation describes the heat balance within the fuel cell 

moderator. 

dT (' x t) 
Mm(x)

 m
dt' = Hvx) (If(x,t) - Tj5f,t)) (81) 

-F(x) Cm(Tm (x,t) -Tffi.(x,t)) 
O 1 

where 

Mffi(x) is the moderator heat capacity (kW sec/°C cm
3) 

F(x) is the moderator flow rate (gm/sec cm3) 

C is the moderator specific heat (kW sec/gm °c). 

The next equation describes the mixing delay as the moderator leaves 

the fuel cell and mixes in large bulk volume of moderator in the reactor 

vessel proper. 
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d'T (X t) 

V*> -ir1- = F ^ CJ\ <*'*> " V*' t ) } (82) 

o 
where 

M (x) is heat capacity of the bulk moderator (kW sec/°C cm ) 
B 

T (x,,t) is the temperature of the bulk moderator (°C) 
B 

T (x,t) is the outlet temperature from the fuel cell (°C). 
o 

The next two equations describe heat flow from the moderator in the 

heat exchanger to the secondary cooling water 

*r (t) 

"X - f t - ' FCm(TB(t) - V ^ " Hx<Tx(t) " T"(t)) (83) 

T (t) + Tm (t). 

T ( t ) = (-B
 2

 x ) m 
where 

ML is the heat capacity of the moderator in the heat exchanger 

and associated piping (kW sec/°c) 

F is the moderator flow rate (gm/sec) 

TT)(t) is the average temperature of the bulk moderator (°C) 

T (t) is the average temperature of the moderator in the heat 
X 

exchanger (°C) 

T (t) is the average inlet temperature of the moderator to the 
m. ' to 

1 

fuel cell (°C) 

T (t) is the average temperature of the secondary water on the 
W 

shell side of the heat exchanger (°C) 

HL is the product of the heat transfer coefficient and the area 

of heat flow from the primary cooling water to the secondary 

cooling water (kW/°C). 
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The last two equations describe the heat flow from the secondary 

coolant in the heat exchanger to the cooling tower. 

Tw(t) =. 1TW (t) + T (t))/2 (86) 
o i 

where 

M is the heat capacity of the secondary coolant in the heat 

exchanger (kW sec/°C) 

F is the flow rate of the secondary coolant (gm/sec) 
W 

C is the specific heat of the secondary coolant (cal/gm °C) 
w 

T (t) is the outlet temperature of the secondary coolant leaving 
W 
o 

the heat exchanger (°C) 

T (t) is the inlet temperature of the secondary coolant entering 
W. 
1 

the heat exchanger (°c). 

With these eight equations to describe the system transient response 

a small perturbation will, be introduced in. the power density in a manner 

similar to the perturbation in Chapter II. The response of the various 

temperatures In the system will vary about some steady state value and can 

be expressed in the following manner, 

Tf(X,t) - Tf (x) + 6Tf(x,t) (87) 
o 

T (x,t) - (T (x)) + 6T (x,t) (88) 
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T'B(x,+.) » TB (x) + 6TB(x
:
?t) (89) 

o 

TW(Xjt) • ; V x ) ) o + %,<*>*) (90) 

Now assume that the power is uniformly generated across the core 

such that T„(t) = T„(ac,t) and T (t) = T (x.t). Now further assume that 
f f mv ' mv ' ' 

the bulk moderator is uniformly mixed such that 6T (t) = 6T_(x,t). Mixing 
B B 

is such in the GTRR that this assumption is probably very reasonable, 

Since the inlet coolant temperature is- constant, 6T ft) = 6T (x.t). 
m. m. ' ' 
1 1 

This latter condition is a physical requirement of the system-

Now further assume that 6T (t) - 0, i.e. the return "water tempera-
w, 
1 

ture from the cooling tower remains a constant. This condition implies 

that the cooling tower has an excess cooling capacity such that slight 

variations in power have no decisive effect on the return water tempera­

ture. This capacity is determined primarily by weather and atmospheric 

conditions, but this assumption should be reasonably correct„ 

Based on the foregoing assumptions it becomes straightforward to 

substitute equations (8?) through. (90) into equations (79) through (86), 

subtract the steady state portions} and take the Laplace transforms in the 

conventional manner. 

Consider first the moderator temperature feedback transfer func­

tion. The input disturbance is the 6P(x,jou) and the system output is the 

6T (x,j(u) which is a slight temperature variation characteristic of the 

moderator. For the GTRR analysis no single temperature variation is 

characteristic of the moderator since each fuel cell has a volume fraction 
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with fuel cell moderator and another surrounding volume fraction of bulk 

volume moderator. The characteristic moderator is volume weighed such 

that the moderator 6Tr:(x;, ju>) is defined 

5T_(x,ja») = VFE 6T (x, .jw) + VFB 6T_(x,j<u) (91) 
III ill Jj 

where 

VFE is the volume fraction of the moderator in the fuel element 

per unit cell 

VFB is the volume fraction of the moderator in the bulk moderator 

per unit cell. 

The moderator feedback transfer function is then expressed as 

follows: 

FM(x, jou) = Moderator temperature feedback transfer function (92) 

= 6T_(x,ju>)/6P(x,ja>) 

= (VFE) 6TBL(x,ju>)/5P(x,jQ>) + (VFB) 6TB(x, ju))/6P(x, jcu) 

The moderator feedback transfer function can be directly solved 

from simultaneous solution of the eight heat transfer equations with the 

eight unknowns. The solution for FM(x, Jou) is as follows. 

/ 6T (x,jU))N f 61 (x,ju>K 
m&>M = (VFB ~im^)+ lVFE

 -6P7X7M)
 (93) 

= (HMTT.-^^Xci^)(™^^™TB) + V F B ®) 

where 
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F(x)c 
m CDENOM = (TMFTM*RTMTB) + 2 ,,._, ( T jcu+l ) 

F(x)C 
TMPTM = V ^ + 1 * 2 -^~y ' (l/(T fjciH-l)) 

F(x)c 
TMPTXX = T ^ J U H - 1 - 2 - _ £ - ( l / ( T ^ I ^ C ^ ) 

X 

RTMTB = ((2FU)C / K J + (T.^W/2)(TMPTXX))/(TMPTXX) 
in X _D 

Tf = M f(x)/H(x) 

T = M (x)/H(x) 

TB = ^<x>/(*(«)(cm; 

Tw = 

Txx 
= MA 

The fuel feedback transfer function is denoted by FF(x^Jcu) and is 

defined as follows 

^ ' « = -*mM (95) 

where 6T„(x,juj) is the slight variation of the fuel temperature which is 

the fuel response to the input 6P{x, jcu) „ 

As before,, the equation is ieng::ny^ however^ the solution is again 

straightforwards 

FF(x,ju)) = (1/^H^X)(T oaM-l)))(CNUM/CEENOM) (96) 

whe re 

CMJM = (TmJOH-l - 2F(x) Cm/H(x))(2F(x) cj(l^*TMPTXX) + T^'w/2) 

+ (2F(x) Cm/H(x))(T jUH-1) 
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with CDENOM and TMPTXX as defined in equation (9U). 

This approach provides a spatial solution for the moderator and 

fuel feedback transfer functions; however, the conditions imposed in this 

derivation result in constant values for these feedback transfer functions 

over the limits of the reactor core. This condition is true for a first 

order approximation much in the manner that the thermal flux is assumed 

constant across the reactor core. 
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APPENDIX B 

PSEUDO-RANDOM BINARY SIGNAL FOR FREQUENCY RESPONSE TESTING 

An experimental tool commonly used for determining the dynamic 

behavior of a reactor system is the frequency-response measurement-

These measurements are useful because they Indicate changes in system 

52 
stability under varying conditions. 

A number of different testing procedures may be used to measure 

the frequency response. These methods include sine-wave testing, binary 

approximation to sine-wave signals, pseudo-random binary sequences, pseudo­

random ternary sequences, and vai_ous non-periodic test signals. Each 

method has particular advantages for certain experiments depending on 

experiment requirements, For the purpose of this research a pseudo-random 

binary sequence was chosen. Iris approach for this experiment has several 

advantages. First., this approach is simple and hence relatively easy to 

Implement, Second, this technique permits investigation over a band of 

frequencies rather than a single frequency for a given experimental run, 

Third, this approach is quite applicable to low frequency testing which 

Is the frequency band of interest for this investigation, 

A pseudo-random binary sequence is a special sequence of equal-

amplitude positive and negative pulses that are applied in "step" fashion. 

Hence, the term binary indicates that such a procedure or sequence has 

two levels (positive or negative) applied as a step function. The term 

pseudo-random is a bit misleading. The signal has a definite wave form 
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and is strictly periodic. The reason for this term in the title is due 

to the characteristics of the sequence. For example, the autocorrelation 

function of the sequence is similar to the autocorrelation function of a 

random signalo In addition, the power spectrum for a large bit sequence 

is similar in form to the spectral density of a random signal. 

The pseudo-random binary sequence is characterized by the number 

of bits in the sequence and the period of the sequence. A bit is defined 

as a minimum width pulse. All pulses in the sequence are minimum width 

or multiples thereof. A typical pseudo-random sequence (referred to as 

PRB sequence) is shown in Figure kO. 

Algorithms are known for generating PRE sequences, but sequences 

can be generated only with a certain number of bits, Z, in the sequence„ 

85 
Two different methods can be used for generating a sequence of length Z} 

either Z = 2 -1 or Z - W-l where m is an integer. A technique for 

generating signals will be presented later, 

Frequency Spectrum 

The equation for a period of the autocorrelation function of the 

85 . 
general PRB sequence is 

C X X(T) = 1 - (^) T , 0 ^ T =E T/Z (97) 

« - i/z > I - T - (z-1) I ^ 

= - Z + (~) T , (Z-l) | STST (99) 

where 

T = variable correlation time 

Z = number of bits in the sequence 
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T = period of the sequence 

At = minimum pulse width« 

The general form of the autocorrelation function for a sequence of 

Z bits and a periodicity T is shown in Figure k±„ It has the general 

features of one spike per period which is somewhat similar to a delta 

function= 

Using the properties of the PKB sequence and its autocorrelation 

function,, C (T), a brief discussion will be presented on the frequency 
XX 

spectrum of the signal* The essential point to be covered is that fre­

quency spectrum or the spectra.] power., denoted by P(f ) , varies with the 

number of bits in the sequence. A small number concentrates the signal 

power in a few harmonics, whereas a larger value of Z tends to distribute 

the signal power over more i.armcnicso As Z approaches a large number the 

frequency spectrum approaches a constant value-

From Wiener's theorem the signal spectral power is related to the 

autocorrelation function for a periodic iunction in the following manner. 

pT/2 
P(f ) - C V V(T) exp(-jO> T) dT , cu = 2nf (100) 

n' 'XXV ' ** w n ' n • n 

In order to bring out certain pertinent points It will, be necessary 

to express the C ( T ) value as a Fourier series. litis can be expressed by 
XX 

the following equation 

CO 

cxx(T) " *% + I \ cosV (101) 

where an coefficients are the standard Fourier series coefficients., The 
k 
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b term equation is zero since the equations for the autocorrelation func­

tion are even. This property can be seen from Figure Ul. 

Substituting C T ) in Wiener's equation yields the following rela-
XX 

t i o n s h i p . 

P( f k ) = ^ ( T / 2 ) (102) 

where 
r+T/2 

\ = 2,/T J C X X ( T ) COSCJ^T dt , k ^ 1 (103) 

The spectral power density, P(f ) is t'therefore directly proportional 

to the coefficient a, 0 
k 

The a coefficient can be determined by the above equation in con­

junction with the C (T) equations which are a function of T and Z= 
XX 

Carrying out the integration one solves for a . 

= 2(Z+1) [sin kn/z
n£ 

*k Z2 L kn/z 
a, - — ^ - I^L^UJL , k ^ lo (loll) 

L krr/7, -I 

The spectral power density P(f, ) is therefore related to Z and k by 

this unusual equation. This equation now permits one to evaluate a given 

sequence for the distribution of the spectral power density- The total. 

spectral power P is therefore 
u 

oo 

P. = I P(f. ) (105) 

By the selection of Z one is able to obtain the distribution of 

the spectral power and with the selection of At (T=ZAt) one selects fre-
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quencies of interest. 

The effect of varying Z can be seen from the envelopes of the power 

spectrum plots for several sequences shown in Figure 42 . These curves are 

for the same period, I, but for different numbers of bits, Z, in the sequence 

The effect of the number of bits per sequence is clear from this 

figure. For sequences with few bits per sequence, the signal strength is 

concentrated in the low frequency end of the spectrumo For sequences with 

many bits per sequence, the amplitudes change less from harmonic to har­

monic, but the low frequency amplitudes are lower than for the sequences 

with few bits per sequence, It should ce poinded out that this scheme pro­

vides and contains information relar-ed to harmonic frequencies only. No 

information is available for non-harmonic frequencies. 

It is frequently useful to know the harmonic number at which the 

harmonic amplitude is down to half of the amplitude of the first harmonic. 

This value can be determined by solving the following expression for k. 

TTk \2 
sin — 

ti 

rte 

a k / a i = *, Z T̂ ir 
sin-

For Z greater than 20, the following relation holds 

where 

k^ - 0.44Z (107) 

k =.- harmonic number of the harmonic whose amplitude is half the 

amplitude of the fundamental 

Z = number of bits in the sequence. 
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Another quantify that is useful for evaluating the test signal is 

the fraction of the signal power concentrated in the desired frequencies, 

Considering those harmonics at which the amplitudes are at least half as 

large as for the fundamental than the total spectral power in these har­

monics , V± is given by 
2 

*" I P(fk} ( 1 ° 8 ) 
2 k~i 

The average power per harmoni ! in this range is given by 

Pi ̂  Pi/00UUZ 
2 "g 

For a study of several sequence lengths it was observed that the harmonics 

with amplitudes at least naif as large as the amplitude of the fundamental 

contain about 71 percent of -he total signal power, 

Implementing the PPB Signal 

There are two procedures which may be used to generate PRB sequences 

In each method, the number of bits is restricted to certain specific values 

For one type the allowable number of bits, Z, is given by 

Z =* 2m-l (109) 

where m is an integer. 

The allowable values of Z are 3; 7, 15, 31, 63, 127, 255, 5H, 

1023, etc, 

The other type of sequence permits values for the number of bits,, 

Z, given by 
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Z = Urn-".... ill.0' 

where m is an integer, 

The allowable values of Z are 3> 7, il } 19* 23 > etc. Algorithms for 

generating both sequences are available. 

The method for computing the sequence with lengths, Z = 2 - 1 , lends 

itself quite readily to generation wit i the use of a digital computer., 

This sequence may be generated by employing modulo-2 adder feedback. 

Consider the 3 registers (1, 2, and j ; shown below -

StS-acH 1 

~JL 

3 

Generation of a sequence proceeds in the following manner» 

1. Set initial values (0 or l) for each register,, Selection may 

be arbitrary, however, one of trem must be 1.0 

2, Generate a new set of digits for each register as follows 

a. Add moduli-2 the values in the registers specified for 
feedback* 

bo Shift all existing register values one stage to the right 
and insert the feedback term from step (a) into register. 
Note that the value in the last register is removed when 
shifting is accomplished. 

3° Repeat until the initial values reappear in all registers -

This set of operations produces a series of digits (0 or 1) for 

each stage in a pattern which repeats periodically* The pattern in each 

stage is the same, but they are offset relative to one another,, The 0 and 

1 indicate which value of the two-level input signal to use. Either 0 or 1 
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may be interpreted as trie high level input or the low level input* The 

correlation functions and power spectra are identical in each case. 

As an example consider the following sequence where the number of 

registers is 3 with modulo -2 feedback from registers 1 and 3° 

**T 1 2 
„ 

1 2 3 1 1 

:li :li 

initial values 1 0 0 

1st shift 1 1 0 

2nd shift I 1 _. 

3rd shift 0 1 1 

J+th shift i 
,-L. 

0 1 

5th shift 0 1 0 

6th shift 0 0 1 

7th shift 1 0 c cycle repeats 

Thus a 7 bit PRB sequence is ( 1 1 1 0 1 0 0 ). 

It is known that the maximum number of bits in such, a periodic se™ 

q_uence generated by n-stage registers with modulo-2 adder feedback is 

n 
2 -1. Other shorter periodic sequences are obtained for certain feedback 

connections, but only the maximum, length sequence has the desired pseudo­

random character. The arrangement of the feedback registers needed to 

generate maximum length sequences has been determined for a number of se­

quences. Some of the sequences ma;y be generated with one modulo-2 adder 



1-55 

and others require several. Table 1 gives feedback registers which require 

only one modulo-2 adder for sequences up to m = 20= 

Table 1. Data for Generating PPJ3 Sequences 

m (registers) 2 (bits/sequence) Stages to be added 
Modulo-2 

2 3 1, 2 

3 i 1, 3 

k 15 l , h 

5 31 3, 5 

6 63 1, 6 

7 127 l , 7 

9 511 ^ 9 

10 1,023 3, 10 

i i 2,OV7 2, 11 

15 32/767 I , 15 

17 13i ,07i . 3 , 17 

18 262,1^3 7, 18 

20 1,C*8,575 3, 20 
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APPENDIX C 

GTRR AND NORA REACTOR DATA AND CONSTANTS 

The Georgia Tech Research Reactor 

The GTRR is a heavy-water moderated and cooled reactor consisting 

of enriched. U-235 fuel in an aluminum-uranium alloy. A description of the 

reactor is presented in the chapter or Instrumentation and Equipment-

The intent of this appendix is -0 present the two-group cross sections and 

heat transfer data used for the diffusion and source transfer function 

calculations in the program SPARE* 

Neutronic data came primarily from a Technical Report on Reactor 

Physics Calculations ~ for the 5 MW GTRR and are presented in Table 2. 

The reactor was divided, into four zones<, Zone 1 consisted of a Dp0 and 

aluminum mixture. Zone 2 consisted of a homogenized region of fuel (U-235)> 

Dp0, and aluminum. Zone 3 consisted primarily of Dp0 with some graphite 

and aluminum. Zone k consisted of the graphite reflector. 

Table 3 contains the heat transfer parameters most of which were 

taken from the Safeguards Report for the GTRR. The heat transfer coeffi­

cient between the fuel and moderator was calculated using the Dittus-

Boelter equation. It is interesting to note that this particular calcula­

tion was quite similar to some earlier independent calculations using the 

modified Colburn equation. 

The feedback coefficients are tabulated in Table k. In each case 

the computation of the coefficients was based on two assumptions. The 
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Table 2. Two-Group Constants for the GTRR Analysis 

- 1 \ ^ / „ ~ 1 \ v / _ - l \ . . v / _ - 1 \ . . ^ / . "I Zone Temp Dj. D2 £ (cm ) Z (cm ) E (cm ) v£ (cm" 1 ) v l ^ (cm" 
( °C) (cm) (cm) a i ^ * ^ f s 

Zone 1 35 1-3280 0.81+82 1.620 X 10"4 5-853 X 10~4 9-21+3 X IO"2 0 .0 0.0 
Al-Dp0 

R=8T00 cm 

Zone 2 22 1.3281 O.8880 7-551 x 10~4 I.I+05 x 10~2 7-93^ x 10~3 9.006 x 10"4 2,277 x 10° 
U a n d 5 A l D 2 ^ 3 5 1 ' 3 2 2 0 O.896I 7-539 X 10~4 1.393 X 10~2 7-902 X 10~3 8.99I+ X 10~4 2.253 X 10" 

K=34.89 c m ^5 1.3900 O.9012 7-521 x 10~4 I .383 x 10~2 7.861 x 10"3 8.972 x 10~4 2.233 x 10' 

Zone 3 
D2°' I t1' u-4- 35 1-322 0.871+7 1-610 X 10~4 7-689 X IO"4 8.299 X IO"3 0 .0 0.0 

and. Grapnix-e 
R=90.5 cm 

Zone k 
Graphite 35 1.111 0.8620 0.00 2-537 X 10 4 2.338 X IO"3 0,0 0.0 
R=154.5 cm 

Additional Two-Group Values: Vx = 2.000 X 10
s cm/sec V2 = 2.550 X IO

6 cm/sec 

(Bz)f = 7.216 X 10~
4 cm"2 (Bz)f = 7-216 X IO"

4 cm"2 
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Table 3. GTRR Core Data 

Number of Fuel Elements 18 

Mass (lb): 

Fuel aluminum matrix 122ok 
Moderator in fuel cells 130.0 
Moderator in reactor vessel (1100 gal) 10,000*0 
Moderator in heat exchanger and adjoining pipe U,960o0 
Secondary water in heat exchanger 2,170°0 

Flow Rates (gpm): 

Primary coolant 1?280 
Secondary coolant 1,050 

1 MW Temperature Differentials (°C): 

Moderator in/out fuel elements 2.71 
Moderator in/out heat exchanger 2.71 
Primary/secondary water in heat exchanger 3°38 

Heat Transfer Coefficient (Btu/hr ft2°F):; 

Fuel-Moderator 1,275 

Moderator Temperature Coefficient @ 100°F (Ak/k/°C) -3»3 X 10 

Area (cm3): 

Fuel Cell 201.3 
Fuel element 58.1 
Moderator in fuel element 39°1 
Metal area in fuel element 19=0 
Heat transfer area per element (ft2) 8082 

-4 
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Table 4„ Parameter Temperature Coefficients 

Parameter Coefficient Temperature Coefficient 
(Range 22-^+5°C) 

Ds 

a i 

a2 

4 

K« 
r 

K " 

4 

+ 3.1+35 x 10~4 

+ 5°739 x 10"4 

- 3=17^ X 10"6 

- 1.30^ x 10"7 

- 9.565 x 10 - 6 

- 60059 x i o " a 

- 7.8U0 x 10~6 
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first assumption is that the change in a given parameter with temperature 

is due wholly to the moderator temperature, i.e. to assume the fuel feed­

back term is always zero. For this highly enriched thermal reactor this 

should prove to be a reasonable assumption. Second, the average value 

for the coefficient over the entire temperature range is the most appro­

priate value. The parameters have been evaluated in an earlier study at 

three temperatures, 22°C, 35°C, and V>°C The experiments in most cases 

were in the range of or close to 35°C for the moderator. The coefficients 

for a parameter then were evaluated in the following manner 

JVI _ /(parameter value @ T=^5°C)-(parameter"value @ T=22°C)>\, v 
(parameter) \ 23° C /K± 

This served to provide somewhat of an average value for the parameter change 

with temperature. 

The GTRR delayed neutron constants are tabulated in Table 5 and are 

86 
based on studies by Graham. 

The NORA Reactor 

NORA is a critical assembly using natural and enriched uranium fuel 

in D O and mixed DpO/HpO moderators with a graphite reflector. 

This facility, located in Kjeller, Norway, is used for reactor 

physics and kinetics studies. Some of the experimental investigations at 

NORA in spatial reactor kinetics were amenable to a one-dimensional digital 

'33 analysis. This was done by Johnson" in earlier studies for a zero-power 

or no feedback case. The one-dimensional, calculations by Johnson proved 

to be very close to the experimental values. Johnson used the diffusion 
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Table 5° Delayed Neutron Constants for the GTRR 

c, 2.5^ x io~4 

7 2.33 x 10~5 

8 1,51 x 10~5 

9 1.07 x 10"5 

10 1.70 X 1C~5 

11 3*79 x 10"6 

12 2.10 X 10"7 

P+ ., , = Oo007558 

z^^"1 
Group 3. L (sec 

1 1,85 x 10"3 

2 6012 X 10"4 

3 2.06 X 10~3 

k 1.21 X 10~3 

5 1.50 X 1C"3 

1.96 

k.kl X 10"1 

2.88 X 1C"1 

1.17 X 10"
1 

3°05 X 10 "2 

9»25 X 10"3 

2o27 X l u ~ 3 

7»73 X 10 "
4 

3ol5 X 10 "
4 

1.18 X 10~4 

5*85 X 10 "& 

1.37 X io"
e 

total 
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programs CHARLIE and CRAM in his method for the complex calculations-. In 

an attempt to test SPARE, calculations were done on the NORA reactor using 

the data used by Johnson., This provided an experimental check in addition 

to a separate independent analytical calculation. 

33 
The two-group data used by Johnson for NORA are tabulated in 

Table 6. The delayed neutron constants for NORA are presented in Table 7° 



Table 6* Two-Group Constants for the NORA Analysis 

Zone Di Do L E £ v£„ v£ 
ai as. r fx fs 

(cm) (cm) (cm"1) (cm"1) (cm"1) (cm"1) (cm"1; 

Reactor Core 1.292 0 .8 l80 2.382 X 10~4 3-65k X 10~3 9.676 X 10" 3 0.00 5.560 X 10" 
R=59-7 cm 

DO Reflector 

t mo c 1-305 0.8255 0.00 1.110 x io~4 1.090 x 10"2 0.00 0.00 
R=112.5 cm J 

Graphite 
Reflector 1.192 1.050 0.00 8,250 X 10~4 2.820 X 10~3 0.00 0.00 
R=l62c 5 cm 

Additional Two-Group Values: Vi = 2.00 X 10 cm/sec V2 = 2.20 X 10
5 cm/sec 

'4 -2 (B )l = (B )| - 5-536 X 10 cm 
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Table 7. Delayed Neutron Constants^ f0r the NORA Reactor 

Group p. A., (sec 1) 

1 2 . 5 0 0 X 10~ 4 l o 2 7 0 X 10~ 2 

2 L t o O X 10*"a 3 -170 X 1 0 " 2 

3 1.250 x 1 0 " 3 1 .150 x 1 0 " 1 

k 2 . 7 0 0 x 1 0 " 3 3 -110 x 1 0 " 1 

5 80 7Q0 X 10~'4 loi+OO X 10° 

6 10800 x 10~ 4 3°870 x 1C° 

7 k08OO X 1 0 " 4 2o780 X 1 0 " 1 

8 1 .500 x 1 0 " 4 1 .690 x 10~ 2 

9 5»ooo x 1 0 " 5 ^ . 9 0 0 x 1 0 " 3 

10 3»000 X 10~ 5 l o 5 2 0 X 10~ a 

11 2 . 0 0 0 X 10~ 5 U.300 X 10~4 

12 2 . 0 0 0 X 10~ 5 1 .200 X 10~ 4 

13 2 . 0 0 0 X 1 0 " 6 ^+.000 X 10"B 

Ik 7 -000 X 10~7 3 -700 X 10" 6 

K^n, = 0.0073907 total 
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APPENDIX D 

SCHEMATIC DIAGRAMS OF ELECTRONIC EQUIPMENT 

The electronic circuits for the pile oscillator solenoid drive 

units and the electrometers used in this research are presented on the 

following pages. The solenoid drive units were designed by Mr. John 

Alderman of the Georgia Tech Nuclear Research Center. These drive units 

were built and tested by Mr. Jay Noble and the author. The electrometer 

units were procured commercially,, but were built to the experimental 

specifications by Mr. J. C. Gundlach of Reactor Controls,, Inc. 
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APPENDIX E 

A POINT MODEL STUDY OF THE GTRR TRANSFER FUNCTION 

AT ZERO POWER AND FULL POWER 

The purpose of this appendix is to present the point model studies 

of the GTRR transfer function for full-power (1000 kW) and for zero-power 

conditions. This work was completed early in the overall investigation 

in order to establish the presence of temperature feedback and to deter­

mine the feasibility of attaining the low frequencies required in such an 

experimental investigation. 

Define now a system with a forward transfer function, KG(JCJU)J, and 

a temperature feedback transfer function FD(juu). The closed loop trans­

fer function TF(jou), can be shown from elementary servo theory to respond 

in the following manner. 

™M " 1 - FoSfLtJ.) ^ 

The feedback term is assumed to be positive in this derivation. 

For the particular case of a reactor the output or response Is the 

fractional change in neutron population, 6n(jou)/n0, and the input is the 

small sinusoidal introduction of reactivity, 6k(jcu), where ja> is the fre-

63 
quency of interest. For the point model reactor 

KG(jO)) = l/'(**J®*(l + S i Oi/X(3CU+A.i)))) (113) 
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where 

i is the prompt neutron lifetime 

(3. is the percent of group i delayed neutrons 

\ . is the decay constant for the group i neutrons. 

Assuming that feedback is primarily due to the moderator, then 

FD(jou) is proportional to FM(jou) which was derived in Appendix A= 

The constants of proportionality necessary are a power term which 

serves to relate the moderator temperature change to a fractional change 

in power as in the case of 6n(ju))/n0, and a coefficient which corrects 

for the units and makes the denominator dimen-sionless - Therefore, 

FD(juo) = aP0 FM(jio) (11^) 

where 

a is a coefficient relating the reactivity change to the 

change in temperature 

P0 is the steady state power level 

FM(iou) is the moderator transfer function defined as 6T (juu)/6p(jau) 

FD(JCJU) is the moderator transfer function derived for a point model 

case. 

With the terms defined clearly and related to the various reactor 

parameters which are tabulated in Appendix C, the transfer function values 

can be evaluated for the zero-power and high-power cases over a wide range 

of frequencies. The results of this work are shown in Figures h^ and k6 

for P0 = 1000 kW, 900 kW, and zero power. 

From these calculations and the figures it can be ascertained that 
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temperature feedback becomes significant only at frequencies of 2 X 10 

Hz and less. Pronounced effects occur at frequencies below 1 X 10 3 Hz° 

This computation served to point out that significant temperature 

feedback effects were present and could be observed at reasonably low 

frequencies with the proper experimental planning and execution. 
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APPENDIX F 

EXPERIMENTAL DATA COLLECTION PROGRAM. FLOWCHARTS 

Two programs were required for the collection and storage of the 

experimental data. The program ACQUIRE was used in the PDP-8 computer 

and generally was used to establish experimental parameters, document the 

experiment, drive the oscillator, control the ADC operation by the sample 

and-hold unit, temporarily store, in-core the data from the ADC operation, 

and transmit these data to the PDP-8/l computer. The program HANDLE was 

used in the PDP-8/l computer and generally was used to accept the data 

from the PDP-8, store these data temporarily in-core, write the data on 

magnetic tape, and perform miscellaneous magnetic tape functions such as 

writing end-of-fil.es and rewinding the tapeo Both programs are written 

in PAL (Program Assembly Language), Flowcharts for the two programs are 

shown in Figures 47 and 48. 

In addition, the subroutine In ACQUIRE for driving the oscillator 

in accordance with the desired PRB sequence is shown in Figure 49° The 

teletype input to ACQUIRE determines the length and type of sequence. 

This was made variable in order to make the program more flexible„ 

il.es
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APPENDIX G 

FREQUENCY RESPONSE MEASUREMENTS OF THE OSCILLATOR 

AND DATA COLLECTION EQUIPMENT 

In the earlier discussion on the theoretical basis for experimental 

measurements and the experimental techniques, it was pointed out that, 

over certain frequency ranges, both the frequency response of the oscilla­

tor and the electrometers must be considered in the system analysis„ 

This is particularly true for high frequencies for obvious reasons. In 

the case of the pile oscillator the physical movement occurs in a finite 

time period rather than a step fashion; therefore, studies relating system 

response to this movement must be related to the true movement rather 

than an assumed step function. In the case of the electrometers, actual 

filters are employed to filter out undesirable high frequency components <, 

This reduction of equipment frequency response or electronic filtering 

is likewise not a step function and varies with frequency. High fre­

quency filters were used in this experiment to rid the experiment of sucn 

factors as AC 60 Hz components and practically all frequency components in 

excess of the Nyquist frequency. 

The purpose of this appendix is to present the results of studies 

made in this general area. The conclusion generally made from these mea­

surements for the conditions of this experimental program is that signifi­

cant corrections were necessary only for frequencies of one Hz and greater, 

The first result discussed is for the actual movement of the oscil-
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lator versus the theoretical movement. The measurements were made by 

attaching a position detector (Schavitz Engineering Company 200 DC Linear 

Variable Differential transformer) to an oscillator drive solenoid in the 

same manner that the drive solenoid is attached to the oscillator rotor. 

The output voltage signal from the position detector was then a function 

of the solenoid position. The output signal from the position detector 

was then wired directly to the sample-and-hold unit. The solenoid was 

driven in a typical experimental manner with a given PRB sequence and the 

actual response as measured by the position detector versus the theoreti­

cal response was investigated over a wide frequency range. The frequency 

range specifically investigated varied from k X 10 <! to 11 Hz. These 

limits varied from the lower frequency limit with practically no correc­

tion factors necessary to the highest frequency of interest for this in­

vestigation where there is a reasonably significant correction factor 

necessary. The frequency response of the physical movement is shown in 

Figure 50. The amplitude is only slightly affected at the highest fre­

quency with an amplitude attenuation of five percent. However; the phase 

angle lag is appreciable with a phase angle shift of ̂ -0° at 11 Hz. 

The amplitude and phase angle correction factors for the solenoid 

and rotor physical movement become quite large for frequencies in excess 

of 20 Hz. This feature makes the PRB sequence method of frequency response 

testing less desirable in the higher frequency ranges. In addition, for 

the very high frequencies introduced with very short bit times the two 

drive solenoids had a tendency to "jam up" since time was not permitted 

for one solenoid to deactivate and the other solenoid to activate. This 

investigation was limited to a maximum frequency of approximately ten Hz 
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therefore, the solenoid "jam up" did not occur and the corrections for 

the rotor movement were made directly from the graphs in Figure 50. 

The next area of interest was that of the frequency response of 

the electrometers. It has been pointed out that the electrometers had 

several settings for the low pass filters for the filtering or removal of 

unwanted high frequency components. Transfer function measurements were 

made for all range or current settings and several values of the low pass 

filters. The transfer function for the electrometer settings with the 

physical movement attenuation included is shown in Figure 51« This com­

bination of factors was done as a matter of experimental ease since the 

position detector signal from the solenoid drive was attached to the 

electrometer with the appropriate settings and the resultant electrometer 

signal given to the sample-and-hold* By comparing this resultant output 

signal to the theoretical signal., one then gets the transfer function 

that includes attenuation and phase shift from both the finite movement 

time and electrometer response. This result provides the data of interest 

since it is much more inclusive and includes the information for the true 

correction. The transfer function amplitude of the electrometer filter­

ing is equal to the amplitude of the combined effect divided by the ampli­

tude of the finite movement. Likewise, the phase angle shift due to the 

electrometer filtering is the difference in phase angles between the com­

bined effect and finite movement alone. 

The electrometer transfer function studies were conducted with the 

current range set at 10 4 amp with, the low pass filter set at 100 rad/sec0 

The low pass filter is a first order filter, therefore the amplitude at­

tenuation should be 20 decibels per decade with the amplitude reduced by 
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a factor of three decibels (/2) at the break frequency of 15° 9 Hz (100 

rad/sec) with a ̂ 5° phase shift. From an analysis of the two graphs, it 

can be seen that the electrometer amplitude of 0.707 with a phase shift 

of ̂ 5° occurs close to the designed value of 15•9 Hz. To further check 

the amplitude attenuation through the electrometer, a sinusoidal wave 

generator was used as an electrometer input signal with the output from 

the instrument measured on an oscilloscope. The resulting ratio of output 

to input signals at various frequencies produced a curve similar to the 

curve shown in Figure 51- The resultant curve plotted was duplicated by 

the oscilloscope measurements within the accuracy of the scope readings= 

Very little of this information could be used in the main experi­

mental investigation since only a limited amount of the work was concerned 

with measurements above one Hz. 
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