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SUMMARY

The nature of this investigation lies in the area of transfer
functions in the general field of nuclesar reactor dynamics. Transfer
functions indicate the linear dynamic characteristics of a gystem and are
used frequently in control and stability studies. The specific nature of
this research involved the study, both theoretically and experimentally,
of the space-dependent reactor scurce transfer function with temperature
feedback.

An existing theoretical model, known as the complex source method
and capable of predicting neutron flux response to a small periodic dis-
turbance, was extended to include temperature feedback effects. Tempera-
ture feedback terms were included by relating reactor parameter changes
to the fluctuating flux levels. This derivation based on two-group dif-
fusion theory resulted in two sets of nonhomogeneous complex equations.
These general equations were applied to & one-dimensional model of the
Georgia Tech Research Reactor (GTRR) and a computer program, SPARE, was
developed for computing the source transfer function as a function of the
reactor power level. The validity of the SPARE calculations was tested
over six orders of frequency magnitude from 1 X 107% Hz to 1iX 1g'e Hz for
both no feedback (zero-power) and temperature feedback (full-power) condi-
tions. The results of the checks against the SPARE calculations were very
good and served to validate the SPARE calculations.

The experimental portion of this investigation involved the design

and ccnstruction of an in-core pile oscillator. The pile oscillator was
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located in the center of the reactor since this arrangement permitted the
experimental verification of a one-dimensional calculation. The pile
oscillator employed a pseudo-random binary sequence for introducing flux
disturbances with the desired freguency components. This approach offered
the advantage of investigating a broad band of frequencies in a single
experimental run. Measurements were made for several spatial detector
locations within the reactor for zero-power and at-power (900 kW) condi-
tions. The frequency range from 4 X 10™* Hz to 8.5 Hz was investigated.
Data were taken and stored on magnetic tape using a network of two PDP-8
computers and a magnetic tape unit. Data analysis was deone using a Fast
Fourier Transform program on a Univac 1108 computer.

The results from the SPARE calculations and the experiments agreed
quite closely. Temperature feedback effects for the GTER were cobserved
to occur at frequencies of 2 X 107® Hz and less, and to become quite pro-
nounced at frequencies of 1 X 10"° Hz and smaller. The extent of tempera-
ture feedback over the freguency spectrum was correctily predicted by the
SPARE calculations.

Spatial effects were observed to be significant only for the higher
frequencies. For the frequency range less than one Hz the experimental
results indicated a point model response for the GTRR. SPARE calculations
indicated true point model response at low freguencies of 1 X 10™® Hz and
less, with only slight spatial response over the limifs of the reactor for
frequencies as high as one Hz. The amplitude calculation over this fre-
quency range showed no spatial dependence and the calculated phase angle
variation over the sgpatial limits of the reactor increased from less than

one degree variation at 1 X 10 2 Hz to slightly over six degrees variation
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at one Hz. Further, the majority of the phase angle variation in this
frequency range was calculated to cccur between the oscillator and the
first detector location (R=15 cm). The phase angle variation over the
limits of the reactor for this frequency range was not large enough to be
significant. 1In this sense the experimental measurements confirmed the
SPARE calculations.

Spatial effects were observed for frequencies above one Hz. The
higher frequency end of this study was investigated to a maximum of 8.5
Hz since this frequency region was found to be well ocutside the range of
interest for temperature feedback and this frequency region had been the
subject of an earlier investigation.

From the results of this investigation it was concluded that this
approach for predicting the spatial source transfer function with tempera-
ture feedback is valid. This technique should be useful for predicting
at-power spatial transfer functions for reactor system stability studies
where temperature feedback and spatial effects are much more pronounced
than in the GTRR. Also, this approach should be useful in dynamic studies
for predicting at-power flux response to reactivity fluctuations. In
general, this technique should find application in the study of space and

energy effects in the area of reactor system dynamics.



CHAPTER I
INTRODUCTION

In recent years much interest has developed in the area of nuclear
reactor dynamic behavior. The study of nuclear reactor dynamics is con-
cerned with the spatial and transient behavior of the reactor and is
usually called space-time kinetics. This interest in space-time behavior
has been stimulated by the practical need to understand and control com-
plex nuclear reactor systems. The subject of space-time kinetics becomes
more important as nuclear reactor cores grow larger becausge of reduced
neutron coupling between parts of the larger system.l With the advent of
larger power reactors it has become necessary from a safety standpoint to
understand more thoroughly the space-time effects in reactor performance.
Results of kinetics studies indicate clearly that space effects can be
important and a priori cannot be neglected in the interpretation of reac-
tor experiments or in the analysis of reactor behavior, safety, or
bkt Ty

The material in this chapter presents a background discussion in
the space-time kinetics area and states the objective of this particular
kinetics investigation. Specifically, the background discussion includes
a. rather brief, general discussion on the rajor space-time analysis methods,
a review of work in the more specialized arsa of spatial transfer functions,
and a review of modulated experiments which is the experimental technique

for measurement of transfer functions. The concept and use of reactor



transfer funetions are presented in detail in the chapter on Theoretical
Development; however, consider for now that the use of transfer functions
is a specialized technique for studying certain dynamic characteristics

of the reactor system.

Space~Time Kinetizs

Factors important in reactor kinetic studies include the energy
generated in the system; its distribution between fuel, moderator, and
coolant; and the time rate of change of energy production and its spatial
distribution. Comprehensively describing these complex interactions,
experimentally evaluating certain parareters, and the difficulty of han-
dling analytically or numerically the time-dependent transport egquations
have led to the wide use of the space-independent conventional kinetics
equations.2 The space-independent equations have subsequently been used
extensively, both for the interpretation of experimental data and for the
prediction of dynamic response.

The development of larger reactor cores for higher power reactors
led to an emphasis on spatial effects. Theorstical work in this area was
assisted by the increased capability of larger and faster computers.
Studies in the slow transient region for the investigation of spatial
xenon oscillations were among the first space-time investigations. Em-
phasls in this area of space-time work was on determining conditions for
stability. Methods for analyzing these slow transients have been thor-

3

oughly reviewed by Stone” and Wilson.
o
In a review paper by Hsu and Mulcahey) on space-dependent reactor

dynamics it was pointed out that spatial methods developed tc date have



indicated the need for more complete methods to calculate spatial effects.
These methods are needed for predicting the existence of potentially
hazardous conditions in reactors due %o spatial effects. For instance,
large discrepancies have been reported in reactor transients calculated

6, T

with and without considering spatial effects. It was concluded

that, for large reactors, the standard non-spatial methods for
caleulating reactor kinetics are inadequate to predict some
situations. To insure the safe opera*ion of an advanced power
reactor throughout its life it is necessary to consider spatial
dynamics in the design of reactor and plant control and safety
systems.5
‘It was also pointed out that the spatial methods should be capable of tak-
ing into account for heat transfer, fluid flcw, and multiple-energy-group
kinetics considerations.
The present principal methods have been discussed thoroughly in
the review papers of Hsu and Mulcahey5 and Ker;in,8 Among the methods
discussed is the point-model reactor kinetics method. The concept of this
model is the study of reactor dynamic behavior by means of spatially aver-
aged or weighted-average quantities of system variables. The basic as-
sumption is that the space-time solution of the system variables can be
separated into a single product of a spsce-dependent function and a time-
dependent function. The most general discussion on the derivation of the

9

point model kinetics equations is given by Henry. The most often used
weighting function for this model is the steady-state adjoint solution

of the system equations.lo The basic assumption used in deriving the point
model implies that no knowledge of the spatial variation is obtainable with

this model, so this approasch is not suitable for studying large-size power

reactors, fast or thermal.



Arother common method of space-time analysis is the "adiabatic
method."” This method introduced by Henry and Curleell is essentially based
on the same principle as the point model. The difference is that the adia-
batic method modifies the solution of the system variables as well as the
spatial weighting function at various time intervals while retaining the
point model formulation. This method implies that the flux shape responds
instantaneously to the change of reachor properties. The application of
this approach to large power reactors has similar drawbacks as the point
model, although to a lesser extent.

Lkl o ; :
e is another frequently used method of space-

The "modal method
time analysis. In concept this method approximates the space-time solution
of the system variables by a linear combination of some krnown space func-
tions (modes) with undetermined time-dependent coefficiernts. The space-
time system equations can be reduced to a set of time-dependent equations
of the modal coefficients by performing spatial integration over the
reactor. The various types of modal methods involve the selection or
construction of the space functions. It has beern noted that the modal
method is adequate for simple linear space~time reactor systems. For
more complex or nonlinear systems, the method becomes undesirable because
of the amount of effort required in the analysis.

The "nodal method"’ 1& another common method. This approach
(coupled core) considers a space-time reactor system as a finite number
of points (nodes) or smaller reactor systems coupled by the interaction
between adjacent nodes (e.g., due to flux leakage or heat transfer between
interface boundaries). The procedure is to divide the entire reactor

system into strategically located smaller regions or zones. The same basic
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assumption used in the point model is imposed in each and every region,
and the final node squations are derived by the same procedure as in the
point model formulation. The coupling coefficients are obtained by means
of' the boundary conditions given for each region. The adequacy of this
approach is limited only by the number of regions that can be considered
in practice. The number of node equaticns becomes very large and the
determination of coupling coefficients usually poses a problem for the
degired accuracy.

Another principal method described is the "transfer function
method." This method is applicable for linear dynamic processes only
and, although limited in general application, does have wide application
in the field of stability anaiysis. The transfer function approach is a
method for studying the reacter dynamic characteristics by relating the
system response to a sinuscidal input foreing function. This general
method is used in this Investigation and will be discussed in greater
detall in the chapters on the thecretical and experimental portions of

this work.

13 d}lbr, B e

Other methods include Flux Synthesis, the Direct Metho
a number of other methods in related disciplinea,5 These methods have
lesser applicability than the previocusly described methods and will not
be discussed herein.

The general opinion seems to be that the theoretical investiga-

tions have reached a state of maturity and the current need is for

practical application of these theories.5



Review of 3patial Transfer Function Methods

In practice the most widely used approach for determining stability
is the method of transfer function analysis employing Bode or Nyquist
plots.l6 Transfer functions simplify the study of stability by the use
of highly developed analytical and graphical methods. The transfer func-
tion is frequency dependent and is described qualitatively as the ratio
of the system response to a sinusoidal input signal.

The transfer function approach to reactor system response dates
back as early as l9h9,1? The analysis of reactor control using transfer
functions was given early Jjustification as a result of experimental trans-
fer function measurements on the Argonne CP-2 reactor"l8 Transfer func-
tion representation and utilization has played a vital role in the develop=-
ment of reactor systems. The concept of transfer function representation
of nuclear power plants has proved a very fruitful tool both from points
of view of dynamic analysis and the interpretation of experimental dataolg
A vast amount of stability analysis has been based on transfer function
equations derived from the conventional point reacter kinetics equations
and suffers the same spatiasl shortcomings as do the point-kinetics flux
space-time analysis.

The experimental technique for transfer function measurements makes
use of a modulated source and dates back to the paper of Weinberg and
Schweinler.go The pile oscillator technique has been used many times for
reactor studies and trensfer function mesasurements. The uses are far teco
numerous to list; however, a few outstanding transfer function experiments
are referenced.21’22’23’2u’25

Hanson and Foulke26 have done significant experimental work using



a pile oscillator to observe spatial effects in the gzero power transfer
function for a reflected reactor (NORA Reactor). Experimental results
compared favorably with two-group theory spatial calculations by the method
of finite differences using an analog computer.

Nomura27 did extensive work on developing a technique for predict-
ing space-dependent transfer functions usirg a modal expansion technigue
with orthogonal functions. This work was applied to one- and two-energy
group eguations and, in addition, the evaluation of the transfer function
was utilized to determine subecriticality as well as fast and thermal life-
times. A somewhat similar method was developed by Sanathanan.

Loewe29 developed a theoretical model for the spatial source trans-
fer function by considering the two-group neutron diffusion equations in
a multiregion reactor for an arbitrarily located oscillatory absorber and
detector. The modal method of analysis was employed with the space func-
tions expanded in terms of solutions to the Helmholtz equation. Loewe
found that there was not general agreement between the space-deperdent
and the space-independent functions and that particularly high-freqguency
transfer function data must be interpreted in terms of space-~dependent
effects. He concluded that the evaluation of data using several detector
locations in terms cf the conventional model could give results gquite
different.

30

Kylstra and Uhrig obtained the spatial scurce transfer function
in a manner similar to Loewe. The gensral equation was developed for a
single region, isotropic, homogeneous medium using the time-dependent

Fermi age and diffusion theories. They found that, in general, there was



no agreement between the freguency response obtained with the lumped-
parameter (conventional) model and the space-dependent model. The results
obtained from experiments with a light and heavy water subcritical as-
sembly indicated that the lumped-parameter model is not capable of accu-
rate results.

Hoshino, Wakabayashi, and Hayashi3l have also developed a theoreti-
cal model for predicting the scurce transfer function using a modal expan-
sion technique with the Laplace transformed diffusion equations. An example
was presented for a single group model with the theory amenable for exten-
sion to multienergy, multiregion systems.

32,33, 34

Cohn, Johnson, and Macdonald introduced a technique for
calculating the zeroepower source trensfer function using a sinusoidal
source input with the time varying flux and source expressed as complex
guantities. This approach permitted solution of the spatial transfer
function using normal statics techniques. Results from experiments con-
ducted on the heavy water-moderated Georgia Tech Research Eeactor and the
NORA Reactor closely reproduced the celeulations for the zero-power spatial
source transfer function.

Poncelet35’36 developed an approach for calculating the spatial
source transfer function using the multienergy, multiregion diffusion
equations. Poncelet's equations were expressed in the frequency regime

by Laplace transformations of the diffusion equations. This approach was
extended to include feedback effects for predicting at-power source trans-
fer functions.

37

Bridges, Clement, and Renier~' extended the zerc-power model of

Johnson33 to include feedback terms. This permitted an approach for

-



calculating the power-dependent source transfer function taking into
account temperature feedback terms. The equations derived in this manner
were similar to the equations developed by Poncelet35 using a different

approach. Some of the constants in the equations were slightly different
since a few of the constants evaluatec by Bridges, Clement, and Renier37

were developed considering additional terms beyond those of Poncelet.

Review of Noise Analysis and Modulated Neutron Experiments

As pointed out earlier, the idea of modulated scurces dates back
to 1948 with subsequent oscillator experiments on the Oak Ridge reactor

18,20 Transfer function

and the original University of Chicago reactor.
measurements through oscillation ftests have been used for the measurement
of prompt neutron lifetimes, coefficients of reactivity and associated
time constants, cross sections, the prediction of power level at which

38

linear stabllity no longer exists, shut down reactivity, etc. As one
might expect, the large majority of pile oscillator experiments was done
with sinuscidal absorber input signals. This sinusoidal apprcach proved
to be rather time consuming since such a method examines each frequency
separately. The introduction of noise analysis techniques alleviated the
requirement for single frequency experimental runs. Noise analysis as
such has been employed in the study of reactor "noise" or the random
nature of neutron fluctuations. The technique for analyzing the data
normally involves a correlation process and then a conversion of these
data from the time regime to the frequency regime by a Fourier transform.

39,k0

It has long been recognized that, in the zero power (and sub-

critical) condition, the reactor neutron population fluctuates and that
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qualitative studies of these fluctuations give information about reactor
kinetic parameters. Despite the promise of the early zero-power studies
the application of noise analysis to power reactors was dormant until
Moorej+l suggested the determination of reactor transfer functions from
measurements at steady operatiort. This suggestion was applied shortly
thereafter to the analysis of the Experimental Boiling Water Reactor

il
(EBWR)aug Subsequently, CohnhB’LL

made several contributions in this
Tield related to the determination of kinetic parameters.
Numerous noise spectra have since been measured in both zero-and

k5

full=power reactors, mostly for the purpose of determining transfer
function measurements for stability analysis. This experimental tool has
had particular use in power reactors whose experimental programs could
net conveniently include a rod oscillator test. Ehieué pointed out sig-
nificant advantages for the determination of transfer functions by noise
analysis methods rather than by the more conventional pile oscillator
technique. Among these advantages were the investigation of a broad band
of frequencies in an experimental run rather than a single frequency.
This determination can be made by frequency analyzing the input and re-
sponse signals for any given phenomenon, such as flux response to input
reactivity, etc. over the frequency bands of interest. This information
then provides the basis for the transfer function determination.

The use of noise analysis techniques can, of course, be applied
whether the noise is introduced as in the case of modulated sources or
whether the noise is normal self excitation governed by stochastic pro-

cesses. The introduction of input perturbations of reactivity to measure

the dynamic characteristics of a highepower nuclear reactor system was
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b7

piloneered by Balcomb, et al. The irput chosen was the pseudo-random
binary sequence which was used to perturb the reactivity by introducing
the signal into the control loop., This type of testing has been carried
out in subsequent nuclear rocket reactor and engine tests (NERVA, KIWT,
and Phoebus). Perturbations of both reactivity and coolant flow rate were
used. The technique gave good results even under adverse experimental
conditions.

Hara and SudahB used the pseudc-random binary sequence for dy-
namics measurements on the Japanese Resgearch Reactor-3. Results were not
very good and 1t was conjectured that this was due to the difficulty in
maintaining the zero-power reactor at exactly critical and in maintaining
a constant power level without drift for the power low-freguency runs.

The frequency response measurements agreed Tairly well in medium and high
frequency regions but rather poorly in low frequency regions (frequency

< O«Ol,radians/see).

A number of other experiments has usad external excitation,h9’5o’5l
External excitation such as a pile oseillator device provides the distinct
advantage of selectively permitting investigation of a band of frequencies
in a desired interval. A discussion of the various methods used in fre-

52

quency response testing is presented by Kerlin. The specific approach
of using a binary sequence for frequency testing is presented in Appendix
B.

Recent developments in the application of the Fast Fourier Trans-
f‘orm53’5l+’55 to signal analysis have resulted in greatly improved tech-

niques for analyzing noise analysis data. The Fast Fourier Transform

(hereafter referred to as FFT) method is a technique for effieciently
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computing the discrete Fourier transform of a series of dats samples.
The FFT takes advantage of the fact that calculation of the coefficients
of the discrete Fourier transform can be carried out iteratively result-
ing in considerable savings of computation time. The FFT is a scheme of
sequentially combining progressively larger weighted sums of data samples
that, at the start, may be considered asg a series of two-point data samples.
This procedure is continued until all data polnts are considered using
the recursion techniques inherent to the method. The main advantages in
the application of the FFT to noise analysis are due to the fact that
this approach permits analysis of much larger data records with appreci-
ably less computational round off errcr than before. Reynclds56 has ap-
plied the FFT to work on the spectral analysis of the Georgia Tech Research
Reactor.

With a great deal of zero-power noise analysis completed57’58’59 the
most recent effort is a concentration of noise analysis work in the field
of power reactors with the problems of spatial effects, feedback, and sta-

bility analysis.6o’6l

Thig includes the practical application of the exist-
ing spatial techniques with multidimensional analysis and experimental

verification.

Objective of this Research

The objective of this investigation was to study theoretically and
experimentally the zero-power and the at-power reactor source transfer
functions. Emphasis of this research was on measuring and predicting the
effect of temperature feedback on the spatial source transfer function

values for the Georgia Tech Research Keactor.



The theoretical aspect of this investigation consisted of extending
a model for predicting the spatially depencent source transfer function to
include feedback terms which are necessary to describe at-power operation.
In support of this model a computer code has been developed for a one-
dimensional theoretical calculation of the source transfer function as a
function of the reactor power level.

The experimental aspect of this investigation consisted of measur-
ing the source transfer function of the Georgia Tech Research Reactor over
a wide range of spatial locations with emphasis in the low-frequency
range. Measurements heve been made both at 900 kW power level and at
zero~power level. For this experiment a pile osciliator for perturbing
the reactor flux has been designed and constructed for insertion and
operation in a fuel element position in the reactor core. The pile os-
cillator was driven in a pseudo-random binary seguence which permitted
the selective investigation of desirable frequency ranges.

Experimental data have been taken on a system of PDP-8 computers
with the analysis done on the Univac 1108 computer using a Fast Fourier
Transform Program. The experimental results were then used to test the

validity and accuracy of the theoretical predictions.
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CHAPTIEE 1I
THEORETICAL DEVELCPMENT

The investigation of a dynamic system considering feedback effects
and spatial response is desirable gince an adequate consideration of these
factors can lead to a satisfactory prediction of system performance. In
the development of equations describing such a system one 1s inherently
limited to assumptions and considerations intrinsic to the approach taken.
In this discussion the system under consideration is a nuclear reactor
and one such condition is that of at-power operation, since feedback ef-
fects are under investigation. The development in this chapter will pro-
ceed from a basic definition of terms and concepts employed to a final set
of equations for predicting the spatially dependent reactor response under
the influence of feedback mechanisms. Throughout this discussion care
will be taken to point out the approximations and limitations of this
approach and, hence, establish the applicability of such a technigque.

The approach taken in this presentation for calculating the spa-
tially dependent response with feedback will be similar to the developuent
by Johnson33 for the zero-power case. However, the model herein is ex-
tended to include feedback effects.37 The general approach lends itself
to multigroup, multiregion analysis with the capability for the intro-
duction of any number of feedback mechanisms such as temperature feedback,

xenon feedback, void formation, etc. For the purposes of this research

the analysis and experimental investigation was restricted to the consid-



eration of two-group equations with temperature feedback only.

Before proceeding with the development of the equations, a brief
introduction to the physical phenomenon causing temperature feedback in
a thermal reactor will be presented. Temperature feedback occurs in such
a reactor when the operating temperature changes for some reason, such as
an increase in power over the steady state level. This change in tempera-
ture introduces a slight reactivity and this reactivity change per degree
temperature is called the temperature coefficient of reactivity. Tempera-
ture changes in a reactor introduce reactivity primarily in three ways62:
(1) by altering the mean energy of thermal neutrons in the reactor, (2)
by changing reactor core densities, and (3) by changing the overall size
of the reactor. The temperature coefficient of a reactor can be separated
into three parts: & nuclear temperature coefficient, a density temperature
coefficient, and a volume temperature coefficient. The nuclear tempera-
ture coefficient is an effect related tc the change in nuclear cross sec-
tions with the change in temperature. In many cases the thermal absorption
cross sections follow the 1/V law and thus sharply decrease with an increase
in temperature. The primary result iz that this effect reduces the micro-
scopic cross sections and increases the thermal leakage. 1In addition, the
increase in temperature causes a slight decrease in the value of the reso-
nance escape probability. This is due to the increased resonance absorp-
tion of neutrons in the resonance energy range (the Doppler effect) and be-
cause more thermal neutrons, on shifting of energy spectrum with tempera-
ture, enter the resonance energy range. Both the increase in leakage and

decrease in resonance escape probability contribute to a negative tempera-
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ture coefficient. Other factors contribute to the negative nuclear
temperature coefficient, however, they are lesser in magnitude.

The density temperature coefficient is related to the change in
reactor material density with temperature. An increase in temperature
reduces densities and macroscopic absorption and scattering cross sections.
This increases the corresponding mean free paths and therefore increases
leakage. This, likewise, contributes toc a negative temperature coeffi-
cient.

The volume temperature coefficient 1s an effect related to the
increase in the size of the reactor with an increase in temperature.

This increased size tends to reduce legksge with increased temperature

and, hence, contributes in a positive manner with increasing temperature.
This volume effect is usually the smallest of the three ef‘fécts° The net
result from the combination of these three effects is a negative tempera-

ture coefficient for the reactor.

The Transfer Function

The use of transfer functions has become widespread in frequency
response studies and stability analysis and, hence, has become a standard
tool in nuclear reactor analysis. The concept of the transfer function
ag presented herein will be in the traditional sense as a measure of the
response at a given point in a linear system to the input at ancther point
in the system for a given frequency of sinusoidal excitation. This ap-
proach linearizes the equations by means of the small signal approximation}
Consider the input parameter P of a system and subject this parameter to

a small sinuscidal variation. Thus, if Py is the steady state value of P,



jw
then P =P, + 8P =P + |6P] &

where 1t is understood that only the real part of P is interpreted to
have physical significance.

Now if R represents another parameter within the system, the vari-
ation of P will result in an oscillation in R since the two are related
by the physical system. The variation will be of amplitude |R| and of

the same frequency w. Thus, if Ry is the steady state value of R, then

R=Ro + BR = Ro + |OR] (L wtE)

where « is a phase shift which is in general a function of w.

The quantity P is called the input and is the independent variable
or the so-called driving function. The quantity R is the output or re-
sponse which is a dependent variable. The transfer function is freguently

designated by the notation

a(w) = 8r/8P = (|6R|/|6P|) oL

where o is the phase shifs.

Thus, in general, a transfer function is a mathematical expression
which describes the effect of a physical system on the information trans-
ferred through it, e.g. SR = G(w) 8P. More specifically, the transfer
function is obtained by Laplace transformation of the generalized differ-
ential equations describing a linear system. The transfer function is
then defined as the ratio of the transfcrmed output to the transformed

6’
input with the Laplace transformation variable, s, replaced by Jjw. 3 The
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prior notation reflects this approach where G(w) = G(jw) for notational
purposes.

The transfer function G(w) is clearly a complex quantity where the
amplitude of G(w) represents the gain, or the ratio of the amplitude of
the output sinusoid to the input sinusoid, and the phase angle of G(w)
represents the phase shift or the phase angle difference between the input
and output sinusoids.

Co‘:m6LL has pointed out that small changes in the absorption of the
reactor, i.e. reactivity changes, may be treated as external sources for
the case of small signal disturbances. Therefore, an oscillating abscrber
in a reactor enviromnment meeting the smell signal criteria may appropri-
ately be called a negative source. Considering this disturbance as the
source, the term "source transfer function" then follcows in observing the

spatial regponse to such g disturbance or source.

Derivation of FRquations for the Source Transfer Funciion

In the development of the equations for the source transfer func-
tions the reactor is assumed to operate at steady state at an average
power Pg. A small sinusoidal reactivity disturbance is then introduced
by oscillating an absorber in the reactor. The equations used in this
development will proceed from the two-group diffusion theory equations.
However, the general approach could equally well proceed from a more com-

65

plex equation such as the telegrapher's equation. The equations thus
developed will be limited to the conditions and validity of diffusion
theory. In addition, the source disturbance must be of sufficlently small

magnitude as to meet the criteria for small signal approximation.
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The time-dependent two-group diffusion equations for a critical
reactor are written as follows:

Fast group:
V- (x,8) V& (x,8) - Z(3%,1) &(xt) - T, (x,8) &%t (1)

+ (L@ - By I (658) B06t) + v B (61) & (1))

= e 1 3% (x,t)
+Z ?\ﬂ Cni\}{,t) + 5 ()‘.’.,t) S -\}:‘ —l—éTCJ—L
Il

Thermal group:

V'DQ(;:t) v@afi,t) = Zag(z’t) %(Eﬁ) + Zr'\l'}_{;t) QI 1'I;t) (2)

+ g (x,t) = = Lant)

- Va at

Precursor densities;

BV Zp (658) B(6,t) + v 5 (64) &051)] - A, ¢ 068 (3)

d cn(i,t)
ot

where
8(x,t) is the space- and time-dependent flux
D(X,t) is the space- and time-dependent diffusion coefficient
Er(x,t) is the space- and time-cependent fast removal cross section
Za(i,t) is the space- and time-dependent macroscopic absorption
cross section
v is the neutron velocity

v is the mean number of neutrons per fission
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x,t) is the space- and time-dependent macroscopic fission cross
section
3(x,t) is the external source term (independent of neutron flux)

B is the fractiﬁn of neubrons from the nth delayed neutron

~

precursor ( E: By = B)
Ii=
hn is the decay cgnstant of the nth delayed neutron precursor

Cn(g,t) is the space- and time-dependent concentration of the nth

delayed neutron precursor

subscripts 1 and 2 indicate fast and thermal groups, respectively

X is the three-dimensionsl coordinate.

The factor 1/k in equation (1) was introduced for mathematical con-
venience. By adjusting k, the eigenvelue, corrections can be made for
slight errors in the values of the resctor parameters. For the remainder
of the derivation the value of k will be taken as 1.00 with the implicit
assumption that the reactor constants and cross sections used predict the
atationary state with the reactor critical.

As mentioned earlier the power level cr flux is subjected to =
small time-dependent disturbance about some steady state value. Consider
now the resolution of the time varying flux and neutron precursor densi-
ties into a steady part, dependent cnly on position (denoted by subscript

0), and a fluctuating part dependent cn both position and time and repre-

sented by

8. (x,t) = & (%) + 8 §(%,t) (&)

and

2
‘-/'_‘\
1

S
ct

S
|

= Qe (x) + 8 ¢, (x,t) (5)

respectively.
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With the time variation of the flux and neutron precursor density,
the rate of heat or energy generation will vary, causing some fluctuation
in the reactor core temperatures which will in turn lead to temperature
feedback effects. The effect of temperature feedback effects will be con-
sidered for the diffusion ceocefficients and the removal, absorption, and
fission cross sections. Feedback effects are considered for both modera-
tor and fuel temperature changes. The time-dependent parameters mentioned
above will be considered as having a steady state value which, of course,
is dependent on position with a small time varying component superimposed
upon their steady state values. The parameters, considering feedback, are

represented in the following manner for energy group i (i=1,2):

+

D, (x,t) = Dy (x)

8 Di(igf:) (6)

= 0y G0+ L () 8 T + K (®) 8 G5 0)]
zr(?c,t) =z, (x) + 8 E (%,t) (7)
- I, (@) 4 [K () 8 T(%t) + K (%) 8 T,(%,t)]
£, (5t) =E, (x) +8 zasi,t.) (8)
=T (8) +[x, () 6 T (%t) + K (%) & T (x,¢)]
i E ' i
Z, (x,t) = B, (x) + 8 I (x,t) (9)
el i !
= I, (x) + [K? (x) 8 TF(x,t) + Kg (%) & TM(E,t)]
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where
6Tf is the variation in fuel tempersture
GTM is the variation in moderator temperature
K is the coefficient that relates change in temperature to a
change in value of the parameter under consideration
K is the fuel coefficient
Kﬂ is the moderator coefficient
subscripts D, r, &, £, F, and M indicate diffusion coeffieient,
removal, absorption, fission cross sections, fuel, and modera-
tor, resrechtively, and
superscripts F and M indicate fuel and moderator, respectively,
Similar equations could be written for any oiher parameters subject to
feedback.
The substitution of the steady state pius time=-dependent component
representation of equations (4) through (9) is made in the time-dependent
diffusion equations (equations (1) through (3)). The resulting equations

are then
Ve (D (%) + 8Dy (5, 1))9(8, (%) + 8% (x,t)) - (%) (10)
+ 82 (%, t)(8  (x) + 88 (x,%)) - (zal(-;z) + azal(i‘,t)}
x (8 (%) + 801(x,1)) + (1-B)Iv(Z, (x) + 8T, (x,1))

X (élc(E) + 6% (%,t)) + v(zfa(ij ¥ 88, (%,8)) (3, (%) + 8% (x,1))]

fe

z ; M€, () + 80, (F0) + 8 (K,8) = o 2 (e
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V(D2 () + 8Da(x,1)) V(g (x) + 8% (x,t)) - (Z,, (x) (11)
roer (6, ) (& (%) + 8%a(x,1)) + (Z,(x) + 8L (x,1t))

X (8, (2) + 60(51) + 8(X,0) = 3= 55 (4, () + 8% (X,1))

B Lv(zZ

A V(E, (x) + 6, (E,t))(@lo(ii) + 8% (%,1)) + v(Z, (%) (12)

+ 8T, (61))(8 (%) + 8% (x,1))] - A (C (X) + 6C_(x,1))

_ 9 = .2y
= 3% (Cno(x) + 6Cn(x,t),

In carrying out the algebra it is seen that fterms involving the
steady state parameters describe the steady state condition of the reactor
which in turn has all time derivatives equal to zero. Now by subtracting

the steady state portion and linearizing the solution one obtains

VoD (x) 988 (X,t) + VeODy(X,8) Vo ,(x) - 8 I (x,t) & (x)  (13)
X

- (x) 83 (x,t) - 8 £ (x,t) B
=] 1‘“ o

(x) = Z_(x) 68 (x,t)
a1 r

+ (1-B)[v 8 Efz (x,t) @10(}; +\ zfl{;?) 8% (x,1t)
+ v b zfz(i,t) @20(;) + v z:fz{i) 8y (x,t)] + E A, 8 cn(?:,t)
I
r 8 (X,t) = ;Ji_ o b gt X,t
VDo (x) V88 (X,t) + V*6Dg(x%,t) v@ac(i) - zag('i} 88 (x,t) (14)
-8 Eaa("}f,t) @20(2) + zr(”}Z) 88 (x,t) + az:r(E,t) @10&)
b gl g) o o B 8 (x,t)

Vo ot
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B[v &2, (x,t) & (x) + v I, {x) 68 (x,t) + v 8 . (X,%) {15)
I fl fz

B B 3 N 208 ch(i,t)

- o |"r A = = e A

Further substitutions are now made in equations (13) through (15)
for the linearized time-dependent reactor parameter variations as a func-
tion of the varying moderator and fuel temperature values. The functional
relationships between the time-dependent parameter values and the slight
fuel and moderator temperature changes are spelled out in equations (6)

through (9). This substitution results in the follewing equations.

VeDy (X) 68, (X,t) + V- (;{ ((®) ez, 8) + g; oT, (X, £)) V8, (%) (16)

(K (x) 8T, (%,t) + KM (x,t)) & {I) - zal (x) 8% (x,t)

1

- — - _ _
(Kr(x) GTF(x,t) + Kﬁ 6TM(X,t);@1o(x} - Zr{x) 8%  x,t)

(1-8) (KL () sm“)-:«M

+

2 wp iR = %
f1 (XJ 6TM(A?-E))I Q].O\K) + ¥V Z\f‘l (X)

x 88 (%,t) + v (Kp (%) O1,(K,%) + Kp (X) on(%,8)) &, (%)

+

vZf (x) 68,(x,t)] +§;K C K'ﬂ % By %, t)
%

1 3

;;' _BTL' (6@1 (E:t)‘)

() sr(%,t) + K (%) en (X,e)ve,  (17)

‘-:i

VeDo (%) V885 (x,t) + 7+ (K -

f— — pry 'I = L
- ZaE(X) 6% (x) - (K; (%) 6Tﬂ\x t) + Kb \K STM(x,t)} éao(x)

+ E (%) 88(%,t) + (K,(%) 81(%,t) + K“_;’(E) b7, (X,8)) & (%)

(continued)
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+ 5(%,t) = = = (8%a(x,1))
Bl V(K (%) STL(E,t) + Kp (X) em,(K,6))8, () + v 2, () (18)

x 88(5,t) + v (K (X) o7 (%,0) + K (X) 81,(%,1)) 8, (%)

— — - 3 -
+ v Efa(x) 89:(x,t)] - A 8¢ (xt) = 5t (8 C (%))

The above equations are rather cumbersome and contain both time=-
dependent temperature variations and time-dependent flux variations. An
attempt will now be made to simplify these equations somewhat. irst,
by expressing the time-dependent flux wvariation in the frequency regime
and then in turn relating the temperature variations with the flux varia-
tione for eventual substitution in and simplification of equations (16)
through (18).

As noted earlier, for the purposes of the development we have re-
stricted the analysis to the consideration of small sinusoidal disturb-
ances. This approach is adequate for other types of disturbances since a
nonsinusoidal disturbance could be Fourier analyzed and each frequency
component considered individually. As a matter of interest the experi-
mental measurements were done in such a manner using a periodic binary
input disturbance. This i1s the subject of considerable discussion in the
chapter on experimental procedure.

With the sinusoidal external source, the fluxes, precursor den-
sities, and parameter responses are also sinusoidal with the same fre-

quency. We then have
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62, (x,t) = & (x,0) exp(jut) {19)
601,1{;:'5) = _Qb(;!w) ex?(jwt) (20)
8,(x,¢) = 5, (x) exp(Jjut) (21)

where Ei(i,w) and gn{E,wj are the complex representation, dependent on
position and frequency, for the flux and precursor densities, respectively.
§i(§) is the complex representation of the source cr disturbance term de-
pendent on location.

At this point a number of time-dependent gquantities can be shifted
to the frequency domain by the use of equations (19) through (21). How-
ever, equations (16) through (18) still contain time-dependent temperature
fluctuations of moderator and fuel. These time varying temperature values
will now be examined more clesely in an effort to reduce equations (16)
through (18) to a set of equations that can be solved for the thermal and
fast &(x,w) terms.

For the fuel region the moderator and fuel will be smeared together
as in a homogenized mixture analysis. However, both 6TF(E,t) and GTM(E,t)
will retain their unique values as arrived at from conventional reactor
heat transfer calculations. For the relationship between flux and tem-~

perature variations consider now the following definitions.

L]

FF(J_c,t) 6TF(E,t}/6P(E,t) 5 FM(EE,'t) = STM{E,t)/sp(E,t) (22)

where



GTF(E,t) is the small variation of the space-dependent fuel
temperature about the steady state value

8T E,t) is the small variation of the space-dependent moderator

(
M
temperature about the steady state value
6P(x,t) is the small variation of the space-dependent power
density about the steady state value.
From the concepts of power generation introduced by these definitions,
the subsequent analysis applies only to a homogeneous reactor core or a
heterogeneous core which lends itself to a "homogenized mixture" analy-
$is. This is true since the power density in the moderator alone is

relatively small compared to the power generation in the fuel. The power

density is defined in the following manner:
TEN oo e Fros : e o
Po(¥) = BV E, (%) & (%) + vE, (X) & (@] (23)

where § is the ratio of the power density to the neutron production rate.
The time-dependent power variation due to the sinusoidal pertur-

bation is now introduced in equation (23) and the effect of feedback on

the fission cross sections is considered. Temperature feedback is con-

gidered for both the fuel and the moderator. This is expressed as

Po(¥) + 8 P(x,t) = &[v (Z, (%) + & T, (x,1)) (% (x) + 881(x,%)) (24)

+ v (B (%) + 6 I, (%,))(8, (x) + 8% (x,1))]

fa
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§ P(x,t) = g v Efl(E) 8%, (x,1) + v zfa(:?) 885 (X,t) (25)

—_ ‘ | (- - M o ,— —~—
+ v Qlo(x) \Kfl(x) 8TL(%, %) + Kfl(x) 8T, (x,t))

ik

+v g, (1) (K (1) 61,005) + Ky (%) 61,(%,t))]

but from our prior definition

H

X
N
o

Therefore,

6T _(%,t) = F_(x,t) v s (x) 6% (x,t) + v zfe (x) 682(x,t)] / (27)
. ~ — F = - F = -

{1 - FF(x,t} E[ v élo(x) Kfl(x) + v %o(x) K.f.akx)] - F‘M(x,t)

Sy 8, (%) Kp (0 + v & (%) K (D)])

o1, (%, %) = Fy(x,t) §[v zfl(ij 8a(6,8) + v B, (x) 85511/ (28)
- Ft) € 8 () K () + v g (®) K (©)] - F(% 1)

v & (%) kg (%) + v g, (%) K (1],

The use of the definitions for FF(E,t) and FM(E,t) permits us to
relate the variation in fuel and moderator temperatures to the flux vari-

ation in a rather direct manner. The values for FF(E,t) and T, (x,t) can

M

now be cconsidered in the frequency regime since 6TF(§;t) for the fuel and

6TM(§,t) for the moderator are the time varylng responses or outputs for

a given frequency of input perturbation. These definitions also fit the
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conditions for a transfer function with a time-dependent temperature
variation output of the fuel and moderator resulting from the source
driven sinusoidal variation in the power level. Considering FF(EQt) and
EM(E,E) in the frequency domain they tecome the fuel and moderator tem-
perature to power transfer functions, respectively.

The transfer functions FF(E,w) and T (x,w) have been defined by

M
Sehultz®3 66,67,68

and a number of other experimenters. The fuel and
moderator temperature to power transfer functions are derived for the
GTRR model in Appendix A. The values for FF(;’w) and FM{E,w) are shown
te be functions of the frequency and the reactor heat transfer character-
istics.

The relationship between the fuel and moderator temperature varia-

tions and the flux variations is then

6T (%, t) = of (K,0) 881 (K,1) + o (%,0) 8% (%, t) (29)
o (%) = o (%,0) 82 (X,t) + o (x,w) 68 (X,t) (30)
where
a(x,) = {1 - Fy(%,0) &v & (&) K () + v & (X) kg )] (31)
- B &) Bv & _(®) K (0 = v 4, (X) K (9]
Fo(x,0) € v I, (x)
af(z,w) = E : " (32)

(%, w)

FF(E,w) E v Efz(i)

dg(}_t,w)

(33)
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F (%) §v I, (%)
H(x,0) = M £ (34)

a(x,w)

R (%) v &) .

]

o (%, )

a(x,w)

The fuel and moderator temperature to power transfer functions can be cal-
culated on a unit cell basis much in the manner that a unit cell is
homogenized for neutronic calculations. An extensive heat transfer analy-
sis of a unit cell has been described by Hsu,69

At this point in the development it may be of some advantage to
summarize briefly the steps taken to this stage and then provide some
insight in the direction for the final development of the equations. Thke
derivation started with the diffusion equations to describe the cscillator-
driven reactor. The resulting flux was then assumed to consist of a
steady state wvalue plus a fluctuating component with the time-dependent
flux and precursor densities expressed in complex representation, e.g.
68(x,t) = $(x,w) exp(jwt). The reactor parameters used in the diffusion
equations were also expressed in terms of a time-dependent fluctuation
due to temperature feedback effects about some steady state value. This

parameter variation was then related to the fluctuating fuel and modera-

tor temperatures, e.g.
D, (x,t) = D, (x) + 8D, (¥, t)

(X,t) + K%i(;;‘} bz, &, &)1

= 0y (®) + [y () o

Substitution of the above representation intc the diffusion equations
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and subtraction of the steady state condition yielded equations that were

a function of & x,w), reactor parameters, temperature coefficients, and

5 €
the 8T(x,t) values for the fuel and moderator. A further observation
regarding the temperature to power trasnsfer functions related the 6T(x,t)
in the fuel and moderator to the ﬁ@i{g,t) or the Ei(g’w)’

Appropriate substitution as Jjust noted will be made for the GTF(E,t)
and GTM(E,t) terms. This then yields equations that are a function of
gi(i,w), the reactor parameters and properties, and the temperature coef-
ficients. More specifically, equaticrs (6) through (9) (the time-dependent
parameter equations) and equations (19) through (21) (the complex repre-
sentation of the time-dependent fluctuating flux) are substituted into
the modified diffusion equations, equations (16) tkrough (18). In addi-
tion, the terms relating flux and temperature variation, equations (27)
and (28) are further combined in these same equations.

In the manipulation of the equations by the previously noted sub-
stitutions, the time dependency is removed by cancellation of the common
term, exp (jwt). It then requires only a series of algebraic operations
to collect terms. The resulting frequency-dependent equations are as
follows.

VD (x) Véh(g;w) - Z_(x) El(g:w) - L (x,w) El(iyw} (36)

X Ay

+ [v Z, (%) W(w) + Ty (x,w)] & (x,w) + [v Z, (%) W(w)
y T2

i Ta(i.!w)l 22(;{:‘”) ske V'Yl{gaw) El(i,'w) + V"Yz(g,w) EE(J_{:‘U)
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VD (x) Vs (x,w) - 2, (60 & (x,0) + Z_(x) & (x,0) (37)
+ e (x,w) 5 (x,w) + ez(x,w) Ez(;?:w) + Vepy (%,w) El(i,w)

+ V‘Pa(g:wj gz(iaw) t: §2(§) =0

where
nEe) = )« @ odFe) e @ (38)
j=F,M
Yo (%,0) = € (%) d(x0) vg (® (39)
j=F,M !
£, (%0) =z (%) + %3 (40)
< i i
jo B
W(w) = 1 - = jw (k1)
n@e) = - €® dEe) & @ - E dEe g @ (L)
- Ky (B A(®0) & (®) - K (7) d(®e) g &)
Jw B
v{1-) = in) (v 3 () Kgl(z) dd(®0) + v & _(X)
n
Ke, (®) i (tu) + v 8, (%) KL (X) o (%,0)
vve, 3 K@ diEw) ]
o) T
ra®0) = [- G dEo) & @ - E dEo) 4 @ (43)

- () () 8 (7) - K (%) di(xe) & ()

o Jw B - _ -
s (1) ) 08 B G @ EEw
= n L (continued)
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ey g (X zc“i’fl(;z) H(®,0) + v 2, (%) K, (%) o (X,0)

oy e, () KL E dEe)

2

mGe) = ) KL ® dEe) vy (1)
J-:-'F;M

(xw) = ) K (®) dEw) v (45)
S2FoM Dy 0

e1(%,0) = [- K (0) di(n0) &, (7) -k (0 de) g, @ (%)
+ I(E) @(X) 4 (7) + K (F) d(Ee) & ()]

- F o s M - ;
a(G0) = [- K, () 4(H0) 4, & -k @ aEe) g & G0
+ LX) B0 & (X) + €N d(Fe) & (%)

r 1p r 1y

These equations are complex, &s noted earlier, and relate the
response Ei(f,w) due to the disturbance §i(ﬁa), ‘The solution to these
complex equations then provides the gpatisl source transfer function as
it was defined at the beginning of this development. The output is the
response Ei(g,w) at some arbitrary position E, and the input is the source
or disturbance §i(§d) at location id" The ratio of the amplitudes of
Ei(x,m) to §i(§d) provides the source transfer function amplitude or gain
and the phase angle difference or phase shift represents the transfer

function phase angle.

The practical approach in the solution of the spatial source transfer
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function is to divide equations (36) and (37) by §i(§d). This then pro-
vides for the direct solution for the source transfer function rather
than the response alone. In addition, by making the §i(§d) term a real
number (say 1.00) with the imaginary component equal to zero, then the
phase angle for the source term is then initially zero and the transfer
function phase angle then represents the phase shift between the source
and the response, Ei(g,w). This approach results in a direect solution
for the phase angle of _i(E,w). A more detailed description of the physi-
cal processes involved is presented by Jo‘str.sson‘.33
The boundary conditions which nmust be satisfied by the equations
for the source transfer function are the result of boundary conditions
which must be satisfied by the true flux.
These boundary conditions for the solutions of the flux equations
are

§4(§S,t) =0 {i =1,2) for t 20 (L8)

where Es denotes the extrapolated exterior boundary of the reactor,

lim [&.(x. ,t) = &.(X_ ,t)] (i=1,2 (49)
12*0[ l(ibﬁe ; 1<Xb+e ) (lfor % =0

i.e., the flux is continuous across a boundary, b,

tn 10 0p) V8 (5 0%) = Dyli,.) 706, 000 (2h2) (50

i.e&., the current is continuous across a boundary, b.

Substituting equaticn (L) into equation (48) through (50) and
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subtracting the steady state components, which must be equal by defini-
tion, gives the boundary conditions for 6@4(§,t) which must be satisfied
by 3. (x,w) and are spelled out in equations (48) through (50). Replacing

6@1(E;t) by the complex representation and cancelling the exp(jwt) tewrm

results in the following boundary conditions for Ei(E,w).
gi(SEs,w) =0 (i=1,2) for w > 0O (51)

lil:_,o{-?i(;b-e’w) = gi(ib+€,w}j| (i=1,2) for w >0 (52)

n:;ogpi(;b_s) V8, () = Dy (% oy V8, (R sw)] ‘izi;il N C()53)

The solution of equations (36) ani (37) subject to the boundary
conditions spelled out by equations (51) through (53) is somewhat similar
to the solution of the ordinary diffusion equations. This is, however,
considerably more difficult since the equations represented involve com=-
plex gquantities.

As a matter of interest it may be pointed out that a similar set
of equations not involving feedback strongly resembled the diffusion
equations. As a result of this resemblance, Johnson33 developed an ap-
proach for solving these complex equations by the separation of each
equation into the real and imaginary parts which resulted in the solution
of four coupled equations for the two groups. Two sets of equations were
used to solve for the real components in each of the two groups and two
sets of equations were used to solve for the imaginary components in each

of the two groups. From the solution of the four equations, one was able



to predict both amplitude and phase angle for the source transfer function.

It should be noted that, in the general approach, the introducticn
of feedback mechanisms precludes the direct adoption of the method em-
ployed by Johnson since the general equation contains the normal diffusion
type terms and, in addition, the V-Yigi and V-pigi terms. The intro-
duction of these terms would involve the modification of a normal statics
code to include these additional terms as 'source terms."” This was found
to be difficult for the large two-dimensional statics codes now availlable
and was not undertaken.

For these reasons a special one-dimensional computer code was
written for the solutions to these equetions. This solution, which in-
volved direct complex arithmetic, is described at some length later in the

text.

Conecluding FRemarks

Starting with the two group, multiregion representation of the dir-
fusion equations, a derivation has been presented that resulis in two
linear coupled, nonhomocgeneous equations applicable to a power reactor
system for predicting the spatial source transfer funetion under the in-
fluence of temperature feedback. This development was done under a number
of approximations and assumptions which were pointed out throughout the
discussion. A primary assumption was the linear system response to the

small oscillatory "driver" signal.



CHAPTER ITI
COMPUTATIONAL SOLUTION OF THE TRANSFER FUNCTIION EQUATIONS

The objective of this chapter is to describe the approach taken
in solving the spatial source transfer function equations {equations (36)
and (37)) for a one-dimensional (1D) model of the Georgia Tech Research
Reactor (hereafter referred to as the GIRR). From the earliest stages of
this research when it was deemed feasible that an oscillator could be
placed in the geometrical center of the reactor core, it was decided tc
do a one-dimensional study of the GTER spatial transfer function with
temperature feedback. The one-dimensicral study 18 obviously the simplest
case and a reasonable first step. It will be shown presently that this
case presents a formidable challenge. The computer code written to solve
the spatial source transfer function eguations was named SPARE, the
mnemonic for spatial reactor effects.

As a matter of convenience in the discussion, the equations de-
scribing the spatial source transfer function with temperature feedback
will be rewritten below. The definition of all the terms and coefficients

is as presented in Chapter II. The equations are
v-Dy (%) V& (%,0) - Z (%) &(x,0) - Eﬂl(i,w) 3 (x,0) (54)

+ [\’ Ef (BE) W(UJ) + 'rl (E,w)] ?il (E,LU) + [V Zf (E) W(w)
1 2

+ Taig,w)]gz(iﬁw) + Vg (x,0) E;(E,w) + VoY (X,0) E;(E,w)

+§1(;)=O
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V.De (%) V8 (x,w) =&y () B2 (x,0) + I (%) &(x,0) (55)
+ e (3X,0) & (X,0) + e2(x,w0) 2(X,0) + V-0 (X,0) & (X,0)

+ V'Pe(i’w) Ea(zyw} +.§2(E) = 0.

A review of equations (54) and (55) indicates that, in addition
to reactor parameters, many of the coefficients involve steady state
fluxes (@10 and @20). These coefficients include T, (X,w) and Ts(X,w)
and e€; (X,w) and es(X,w). Also many ccefficients involve the gradient
term for the steady state fluxes. 1In order to proceed with this develop-
ment, it was first necessary to define the reactor in terms of zones with
physical dimensions aad properties. Eased on this model the diffusion
equations representing the neutronic properties of these zones were
written and the solutions cbtained. This information then served as an

input data source for the computer code SPARE.

Reactor Model and Parameters

The model and dimensions chosen to physically approximate the GTRR
in one-dimensional geometry are shown in Figure 1. This model has four
regions with the first zone representing the region occupied by the pile
oscillator, the second zone representing the fuel region, the third zone
representing the heavy water moderator and reflector, and the fourth zone
representing the graphite reflector. The third and fourth zones are based

70,71 of the reactor tank and the radius of the

on the physical dimensions
graphite reflector.

The dimensions of the first two regions were determined by cell
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Oscillator

\

Heavy Water and
Aluminum

..--/
Heavy Water,
Aluminum, and
Graphite

--...____._./

Graphite

Figure 1. One-Dimensional Model of the GTRR Used
in the Analytical Studies
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calculations where a unit cell represents a fuel element and its surround-
ing moderator. Cell calculations have teen made for the GTRR 1 MW f‘uel?g;
the unit cell area is 201.29 sq cm. This unit cell area results in a
radius of 8.004 em for the first region, which is a single unit cell oc-
cupied by the pile oscillator. Considering the pile oscillator to be at
mid-plane in the reactor the first cell contains 1.9 percent aluminum and
98.1 percent heavy water by volume. The pile oscillator is represented
by a seven-eighths inch diameter cross sectional area of aluminum with the
remaining portion of the cell being the Deo.

The second region consists of &n area such that the remaining 18
fuel element unit cells are included in this zone. .The'properties of
this zone have been determined earlier in a Reactor Physics Technical
Repc:rt72 by homogenizing and flux weighting the constants for the fuel,
aluminum, and heavy water in a unit cell.

The third zone consists primarily of heavy water; however, the
presence of gluminum in the beam tubes and structural members, and graph-
ite in the beam holes was also considered. Based on prior studies the
values used were 87.2 percent heavy water, 7.2 percent graphite, and 5.5
percent aluminum. The outer radius and limit of this region is the inside
radius of the aluminum reactor vessel.

The fourth and last region is the graphite reflector region. The
boundary of the reactor excluding any shielding has a total radius of
154.2 cm which consists of a physical dimension of 152.4 cm plus an ex-
trapolation distance of 1.8 cm.

The reactor parameters for this analysis were used from an earlier

study at a reactor temperature of 35°C with two exceptions. 1In the first
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instance the thermal abscrption cross section was increased slightly in
the first zone in an attempt to match the analytical worth of the assembly
to the experimentally measured value of 0.539 percent ﬁk/k, This approach
provided a method for accounting for the presence of the cadmium ring:s in
the oscillator. In the second instance the thermal absorption cross sec-
tion was inecreased in the fuel zone to accourt for the poiscn bulldup due
to the normal fission process. This additional poisoning was determined
by an external buckling calculation based on the normal fuel zone thermal
absorption cross section and assumed criticality witk 1C elements which

-

was the case at initial criticality tor tbhe GTERR.'

[P

With the erternal
buckling known it was then a matter of increasing the thermal absorption
in the fuel zone for the 18-element core until the diffusion code measure-
ments indicated = keff value of 1.000.

The values of the reactor parameters used in this study are tabu-

lated and presented in Appendix C.

Diffusion Code Development

The one-dimensicnal form of the steady state neutron diffusion

equations is then

E.!-as‘f Xai}{ % (E)\) - Za (E) @EQ{E) E DQ(:)'{BE)E @20(;‘:) (57)

Dz (%) k% R g

+ ::r(E) B,(x) = 0
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where B°
Z3

explained in the discussion in Chapter IT.

is the transverse buckling term. The other terms have been

The Di(i} BZ term was added to account for leakage in the axial
i

or Z direction and is based on the assumption
a%i(i)
- = — = f—
D, (x) —5z— = - b, (X)(8}); & (®) (58)
for slab geometry in the third direction.

For the solution of the GTRE mcdel the radial dimensions were
graduated such that grid points were established at 1 em interwvals the
first 50 em of the radial dimension, then at 2 cm intervals the next 50 om,
and finally at 3 cm intervals the remaining distance of approximately 55
cm. In additicn, intermediate grid points were established near the reac-
tor center and the outer edge and at the zone or region boundaries. This
grid scheme resulted in approximately 110 grid points for the GTRR model.

At the zone or region boundaries a grid point was established, and,
in addition, grid points on both sides of the boundary were established
at a spacing of l/hoth the normal grid spacing noted previously from the
boundary. At the boundary the flux and current continuity equations were
used and the arbitrary reduced grid spacing employed to more accurately
describe the gradient term in the current continulty equations. The cur-
rent continuity equations at the boundary, based on the numerical approxi-

mation to equation (50), were written in the following manner

) - & (x)

& () = Wkw, o) JQ‘(X,+1
Di(xj_l)(l - = Jl)zDi{xj.;.l)kl 1 J) (59)

J=1 J
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where

Y piux at the 5% spatial location

¢ (x.) denotes the i
1
xj denotes the spatial location of the boundary
1 ; :
hj denotes the distance from the J & spatial point to the
(j+l)th spatial point.
For the interior panels or grid points the numerical approximations
to the leakage terms in eguations (56) and (57) are presented in the fol-
lowing discussion. The qui(E) v@i(i} leakage term is evaluated for

cylindrical coordinates with D, (x) remaining constant over a given grid
e

spacing; therefore,

oy v, « 0, (T . 2 wi(;)) D, () (BY); 2, (X)  (60)
oL (X LA X = LAX v - - X & AKX
i i i k 3x° % d% i /el i
e, (x) 38, (x) _
The - and ~———— terms were evaluated and related to adjacent
3x dx "

grid points assuming a second degree curve and using Taylor's formula,
The first and second derivative approximations are shown in equations (61)
and (62). This approach yielded the same result one would obtain using

normal central difference egquations with uniform spacing intervals.

B@i(x_) B, . _
3x s (h. l+h.) [ %.l (@itxj+l) B Qi(xj)) (61)
J=1 "3 J
h, =
+ EE%I (@i(xj) - Ql(xa_l))J
%8, (x.) 2 .
. (hi_fhj)[h:; (8,0x1,1) - x)) (62)
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where
Qi{xj) denctes the ith flux at the jth spatial location
hj denotes the distance from the jth gpatial point to the
(j+l)th gpatial point.

With the equations now written for each spatial point the approach
taken for solution of the fluxes was the Gauss-Seidel iterative procedure.
In this approach the fast flux was arbitrarily assigned =& wvalue at all
spatial peints. With the fast flux known from this assignment then the
thermal flux could be solved. The thermal flux was solved using a Gauss
reduction scheme on the individual thkermal flux ftridiagonal matrix. The
solution proved to be quite straightforward. Then, with the thermal flux
solved, the thermal flux values were used and solutions acquired for the
fast fluxes. As in the earlier case of the thermal flux matrix the indi-
vidual fast flux tridiagonal matrix was solved using the Gauss reduction
method. The iterative scheme was then continued between the two fluxes
until the eigenvalue, k, converged. The convergence criterion used in
this particular case was that Ak/k vary less than 1.0 X 10~ with each
additional iteration.

Convergence for the two group scheme was very good with only 12
to 15 iterations required for each group. The resultant power density
using the flux soluticn was integrated over the volume of the reactor and
normalized to the correct power level such that the flux values were then
available as data input for the SPARE program which computed the source
transfer function data.

In a similar manner the flux gradients were computed at each spa-

tial point for data input for calculating the source transfer function.
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The diffusion code flux values were run for several different models of
the GTRR and compared with other diffusion cocde results.75 The results
were very good, with the resultant graphs in most cases providing also
identical curves.

A flux plot of the GTRR using the diffusion code with an 18-element
core and a dummy element in the center position is shown in Figure 2. The

composition of the other zones is as discussed earlier in this chapter on

the reactor model.

SPARE--A Program for Computation of Power-Dependent

Source Transfer Function

The computer program SPARE is a one-dimensional program written in
Fortran IV and implemented on the Univac 1108 computer for computation of
the power-dependent reactor source transfer function. The equations used
in the program invelve complex numbers and calculations are done in normal
complex arithmetic using the capability of the Univac for complex opera-

33

tions. This method is in contrast te that used by Johnson and others

of solving four groups of equations for a two-group analysis with a real
and an imaginary equation for each group. This earlier approach was taken
in order to utilize features of the existing diffusion codes.

The equations solved in the pregram are the two following equa-

tions derived in the theoretical analysis.

(Continued)
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+ v Zfa(i) W(w) + TB(E:W}] EQ(SE:W} + VeYq (}‘C-,(.U) EI(EJU-’)

+ Veva(x,w) &(x,w) = 0

I~

D, (%) ( Do 3 é,w)) - I (x,0) & (x,0) - Da(B;nz ¥ (x,w)  (6k)

9
X 9% dx =R

+ Er(i) _@_l(ifw) + €y (E,UJ) El(i;w) + ea(i;w) EB(E}UJ)

+ Vepy (X,0) $ (x,0) + Vepz(x,w) Ez(iaw) + §2(3E) =0

The terms are defined in Chapter II. Note that the §1(§) term
has been removed from equation (63). This theoretical analysis was in-
tended to evaluate the source transfer function for subsequent comparison
with experimental measurements. The pile oscillator used for the experi-
mentsl measurements operated on the cadmium shading principlie with cadmium
movement serving to periodically disturb the flux levels. Since the ratic
of the thermal to fast neutron absorption cross sections in cadmium is
approximately 500 to one and the slow and fast flux values at the oscilla-
tor were very nearly equal, the fast neutron absorptions were only 0.2
percent of the thermal absorptions. The fast neutron absorptions have

then been neglected and the numerical solution made for the thermal source

transfer function. The EE{E,m) represents the thermal flux response to

the source; therefore, the ratio, E;{E,w)/g;(xc), represents the thermal
gource transfer function with the source at the center, X of the reactor.
By dividing equation (64) by gg{xc} and solving the two sets of simul-
taneous equations one then solved directly for the source transfer func-

tion. This was done by setting §;(xp) = (1.0 + 0.0j). This notation
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indicates a real component of 1.0 and a zero imaginary component. The
source §3(xc) was considered to be located at the reactor center since the
experiments were conducted with the oscillator in that location. The
source term §2(XC) was given the zero imaginary component since this served
to give a starting point for the phase angle calculations, i.e. the source
term had a zero phase angle; hence, further calculations indicated the

true phase shift between the source and the response.

The program required a number of constants and values for input
such as flux levels, heat transfer characteristics, reactor physics con-
stants, etc. These were read 1n and computed in several subroutines priocr
to the transfer function calculations. The parameters used for Zhe GTRR
are presented in Appendix C.

The calculations for the complex fluxes were made in the same
manner as in the case of the diffusion calculations, i.e. a Gauss=-Seidel
iterative procedure where one of the flux groups is assumed the next group
computed and then continuval iterations between the two groups until the
calculations converge to a solution, always based on the latest calcula-
tions. The calculations involving complex numbers were much more time
consuming and, in addition, convergence was much slower. This increased
difficulty was to be expected since the two-group complex equations in
essence represented a normal four-group approach.

The solution within each matrix is likewilse similar to the diffu-
sion caleculations since the matrix contains a tridiagonal system of equa-
tions which can be readily solved by & Gauss elimination scheme even with
complex numbers. As noted earlier the convergence did prove to be some-

what time consuming. For instance, the diffusion equations typically
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required 10 to 20 iterations between each group for all gpatial calcula-
tions before convergence. In the case of the complex flux calculations

a typical calculation per freguency required 1500 iterations for both sets
of eguations, the fast complex and the thermel complex fluxes.

The convergence criterion applied for the transfer function calcu-
lations was that all thermal complex flux components, both real and
imaginary, at every spatial point not exceed a fracticnal change with
each iteration of 1 X 10 °. This criterion meant that the maximum percent
change at any given spatial point did not exceed 0.0C1 percent. Since
some spatial points converge slightly quicker than others and one flux
component (real or imaginary) converges siightly gquicker than the other,
then the more typical fractional change in the amplitude value was C.0005
percent at convergence. This criterion was felt to be more than adequate.
However, some of the computations were iterated until the fractional
change for each spatial point did not exceed 1.0 X 10°°. This latter
criterion did not noticeably change the results but did reguire excessive
amounts of computer time. For this more restrictive convergence criterion
in the low freguency range a single freguency determination could require
as much as 30 minutes of Univac time. For this reason the more resgtric-
tive convergence criterion was felt o be neither justifiable nor

warranted.

Results of the SPARE Computations

The results of the SPARE computations for the GTRR model over a
frequency range of five orders of magnitude are shown in Figures 3 and L.

Curves are presented both for zero power and for a power level of 900 kW.
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The amplitude results are presented in Figure 3 for five spatial positic-~
varying from R=0 cm &t the reactor center to R=150 cm at the outer edge
of the reactor. Likewise, phase angle results are presented in Figure L
over the same spatial range.

A detalled review of these curves indicates the presence of both
temperature feedback effects and spatial effects. Each of these effects
is quite pronounced in certain frequency ranges. Consider first the ef-
feet of temperature feedback by comparing the results of the zero-power
calculations to those of the 900 kW power level. The results of the am-
plitude calculations indicate the beginning of temperature feedback at
approximately 4 X 10™2 hertz (Hz).

The first effect of the temperature feedback is to increase the
amplitude slightly over the zerc-power cage. Then, as the frequency is
further reduced the amplitude is significartly reduced as compared with
the zero-power case. This becomes gsignificant as the frequency is reduced
to 1 X 10 ° Hz and less. The first slight increase in amplitude is quite
interesting and can be attributed to an optimal phase shift between the
input signal and the feedback signal, which serves to boost the original
input signal for the negative feedback case. However, this effect does
not become very significant, as evidenced by the curves. The amplitude
then decreases in value with decreasing frequency. The phase angle curves
for the at-power condition indicate a departure from the zero-power case
at approximately 2 X 10 ° Hz. As the frequency continues to decrease the
phage angle differences become guite pronounced. The phase angle for the
zero-power case approaches -90 degrees with very low frequencies whereas

the at-power condition approaches a phase lead angle of +20 degrees and



then decreases asymptotically to zero degrees with decreasing frequency.
One can conclude from these data that temperature effects for the GTRR
are not appreciable at frequencies of 2 X 10°® and higher. Above thig
frequency the at-power model reduces to a zero-power model.

It can further be observed from those curves that gpatial effects
are more significant in the high frequency ranges. At frequencies of one
Hz and lower for the GTRR the transfer function amplitude curves remain
constant in shape for all spatial positions, with the thermsl amplitudes
proportional to the spatial static thermal flux. The phase angle response
varies slightly over six degrees cver the spatial limits of the reactor
at cne Hz. Thils phase angle variation decreases to less than three de-
grees at 2 X 10 ° Hz and less than one degree at 1 X 10 > Hz. These cal-
culations indicate that the spatial model essentially degenerates to a
point model for frequencies of 1 X 107® Hz and less.

For frequencies of 10 Hz and larger spatisl effects become quite
pronounced. At this point the amplitude curves begin to vary in shape de-
pending on spatial position. Likewise, the phase angle variation over the
spatial limits of the reactor becomes quite large with a phase angle vari-
ation of over 100 degrees at 30 Hz. Both amplitude and phase angle vayri-
ations with spatial position increase with higher frequencies.

The primary aobjective of this irnvestigation was to measure the
at-power transfer function and observe the effects of temperature feed-
back, Experimentally the range of interest wvaried from 5 X 107* Hz to
5 Hz. This wide range of frequency investigation permitted comparison
between experiment and theory for both feedback and non-feedback cases.

This investigation, however, did not provide comparison in the high

a
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frequency range of 10 Hz and higher. In this high frequency range SPARE

33

was run and compared with both prior caleculations and experimenﬁ326 on
the NORA reactor. A brief description of this reactor is presented in
Appendix C, and additional, more comprehensive information is available
from references (26) and (34). The results of the comparison for the
zero-power case were excellent. The experimental values were very close
to the calculated values and the values cbtained by SPAREE were almost
identical to earlier one-dimensional calculations by Johnson33 in his in-
vestigation in this area. These results are displayed in Figures 5 and 6,
which are graphs of the amplitude and phase angles, respectively. These

results served to validate the computations from SPARE for the high end

of the frequency spectrum.
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CHAPTER IV

INSTRUMENTATTION AND EQUTEMENT

The Georgia Tech Research Reactor

The experimental phase of this investigation was performed on the
Georgia Tech Research Reactor (referred to as the GTRE). The fuel used
in this heterogeneous, heavy water-moderated and cocled reactor consists
of highly enriched (greater than 93 percent U-235) plates of an aluminum-
uranium alloy which are aluminum clad.Tl Figure 7 is a cutaway view of
a typical fuel element. Each plate is approximately 2.8 inches wide and
0.06 inch thick and has an active fuel region 23.5 inches long.

The reactor core configuration consists of fuel elements standing
vertically in the plenum of the core tank and arranged on a six-inch
triangular pitch. A fully loaded core with 19 elements has an approxi-
mate radius of 13.5 inches, with a core height of 23.5 inches. The fuel
is centrally located in a six-foot diameter aluminum reactor vessel which
contains the heavy water. This configuration provides a radial D20 rew
flector thickness of 24 inches and a top reflector thickness of 29 inches.

A vertical section through the reactor is shown in Figure 8. This
figure provides a view of the fuel elements, the semaphore control blades,
and the beam-tube entry to the reactor core. Figure 9, a horizontal sec-
tion of the GTRR, illustrates the fuel element triangular pitched posi-
tions within the D.0 reflector. A two-fool thick graphite reflector cup

2

surrounds the core tank. A concrete biclogical shield completely encloses
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the reflector system. The configuration of the horizontal beam tubes,
H-1 through H-10, which are all centered on the core mid-plane, is also
shown in Figure 9. To indicate the relationship of the radial beam ports,
reflector regions, fuel elements, and control blades, a cultaway perspec-

tive view of the reactor is provided in Figure 10.

Pile (QOscilllisator

The experimental aspect of this investigation was primarily concerned
with the measurement of the source transfer function; therefore, a periodi-
cally varying source was utilized. Specifically, the source effect was
introduced by varying the degree of neutron absorption with the selective
movement of cadmium within the reactor. The use of this approach assumesg
that small changes in the configuration of the reactor, e.g. varying absorp-
tion, produce the same kinetic behavior in the reactor as a varying exter-
nal source. The selective movement of cadmium is done in accordance with
a method of frequency response testing known as the pseudo-random binary
sequence. A discussion of the pseudo-random blnary sequence is presented
in Appendix B.

The device constructed for this task was a pile oscillator which
was the major piece of equipment for the experiment. The pile oscillator
was designed for and operated in the active core region in a fuel element
position. The fuel element position used was V-10 which is at the geo-
metrical center of the reactor. This selection was made for reasons of
symmetry. This experimental arrangement allowed comparison between
measurements and theoretical results attained from a one-dimensional

analysis with the perturbing socurce at the center. The flux response was
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Figure 10. Cutaway View of Georgia Tech Research Reactor
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measured and computed at varicus known radial positicns in the reactor
from the pile osecillator.

The basic design of the pile oscillator used the cadmium shading
principle. Cadmium sheets that are 20 mils thick or greater absorb prac-
tically all thermal neutrons impinging on the sheet. Thus, if two cadmium
sheets are placed in such a manner as to shadow each other, the net re-
sult is that the same amount of absorption occurs as if only one sheet
were present. However, if the two sheets of cadmium do not shadow each
other, then the two sheets give a greater absorption than the single
sheet. It follows then that the amount of absorption is proportional to
the exposed surface arca rather than the total volume or weight of cadmium.
This technique was implemented by a telescopic movement. Two rings of
cadmium, three-eighths inch wide by three-fourths inch outside diameter
were mounted around a three-fourths inch tube inside an aluminum housing.
Two other rings, one-fourth inch wide by five-eighths inch diameter, were
mounted inside the three-fourths inch tubing on a movable shaft. The
shaft was then designed for a linear movement of one-eighth inch. One
position of the movable shaft was in a completely shaded position, 1.e.
the small cadmium rings inside the larger rings. The other position
occurred with the small rings projecting one-eighth inch beyond the large
cadmium rings thereby exposing a larger cadmium area. The effect of the
cadmium.movement\is shown in az radiograph of the oscillator in Figure 11.
The small cadmium rings mounted on the movable shaft constituted the rotor
agsembly and the large rings attached to the structural housing consti-
tuted the stator assembly.

The oscillator is shown in Figure 12 suspended in the reactor
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Figure 11. Radiograph of the Pile Oscillator Rotor in Both the
Shadowed (Upper) and Unshadowed (Lower) Positions

Figure 12. Pile Osecillator
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containment building. The top end of the assembly houses the driving
units in the upper portion of a modified lower shield plug. The oscil-
lator rotor is housed in a seven-eighthg inch aluminum tube which extends
from the top of the shield plug to the plenum opening at the bottom of
the reactor vessel, a distance of approximately 10 feet. The rotor cad-
mium is shaded with the stator cadmium at the center of the reactor core
at approximately 12 inches from the flexible Joint in the housing unit.
This arrangement is shown in the schematic drawing of the pile oscillator
in Figure 13. More debailed photographs of the pile oscillator are shown
in Figures 1k and 15. The drive unit for the oscillator comsists of two
solenoids which are alternately operated depending upon the binary posi-
tion desired. Upon a signal from the computer one solenoid holding a
given position was deactivated and the second sclencoid activated to pro-
vide the driving and holding force for the second position. A schematic
drawing of the power system for driving the solencids is shown in Figure
16. A voltage pulse from the computer was used to drive a flip-flop
cireuit which in turn provided the voltage level for activating one of
the solenoids through a solenoid driver or power card. Activation of

T

solenoid one drives the oscillator to the "one" position or the higher
power level position and activation of solenoid zero drives the oscillator
to the "zero" position or the lower power level position. These two posi-
tions, one and zero, corresgpond to the two positions spelled out and used
in the pseudo-random binary sequence. The time of movement between the
two positions was approximately 40 milliseconds. The solenoid driver or

power card was housed in the computer interface section. A schematic

drawing of the solenoid driver is shown in Appendix D.
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The drive units were housed in the upper end of the shield plug.
The lower end of the shield plug was filled with iead {balls) to protect
the drive unit from the high radiation levels of the reactor. 8Since the
experiment was run with the reactor at full power, the unshielded gamms
radiation could cause significant damage to the solenoid cireuitry.
Barlier models of the pile oscillator with the drive unit located at the
bottom of the shield plug were somewhat less reliable in coperation. This
was due to a combination of factors which included among others such prob-
lems as gamms radiation damage, gamma heating, and excessively high neu-
tron activation of the drive assembly.

The cadmium rings used for the oscillatory effect were mounted in
the center of the reactor core which is approximately 58% inches below tre
bottom of the lower shield plug. Below the core center a flexiblie coup-
ling was lccated in the aluminum housing rmember. The flexible jelnt was
necessary to permit seating of the assenbly in tre fuel element plenum
opening, since the remaining portion above the joint was attached rigidiy

to the lower shield plug.

Detection and Data Recording Sysiem

Detectors

The neutron detectors used for this investigation were U-235 lined
fission chambers. Fission chambers were necessary since a great deal of
the experimental measurements were made in the active core region with the
reactor at full power where fluxes as high as 2 X 10*® n/en®/sec were en-
countered. In order to conduct the sxperiment with an adequate number of

detectors it was necesgsary to use two different types of detectors.
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Although two different types of commercial fission chambers were used,
the physical and electrical characteristics of the two were quite similar,
One type used was the Reuter-Stokes Electronic Components, Inc. In-Core
Flux Probe, designated RSN-1865-M2. This mcdel had a miniature stainless
steel chamber one-fourth inch by two inches long, with a sensitive length
of one inch and an integral 16 foot~long one-eigath inch diameter stain-
iess steel cable. The Feuter-Stokes fission chamber was filled with helium
gas and lined with 3.1 mg of U-235.

The second type of fission chamber used was the Reactor Controls,
Ine. RC-2810 Series Weutron Sensitive In-Core Ionization chamber unit.
The RC-2810 ionization chambers were designed for practically *“he same
conditions of high temperature and neutron flux as the Reuter-gStokes Model.
The RC-2810 fission chamber rad a miniature stairless steel chamber three-
sixteenths inch diameter by two inches long, with a sensitive length or
one and one-half inches and an integral 20 foot-long one-sixteenth inch
diameter stainless steel cable. The EFeactor Controls fissicrn chamber was
lined with 5.0 mg of U-235.

A typical neutron detector used in this experiment is shown in Fig-
ure 17. The neutron detectors were mounted in small aluminum tubes 12
feet long for handling and positiocning in the wvarious fuel element and
beam hole locations.

Both types of detectors were operated at 100 V and exhibited simi-
lar output characteristics for reactor operation between zero power and
full power of one megawatt.

Current Electrometer

The electrometer system and accompanying power supply used in the
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Figure 17. In-Core Neutron Detector with Integral
Cable and Aluminum Tube Detector Mount

Figure 18. The Electrometer and Electrometer Power Supply
Mounted in the NIM Bin
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experiment was a special instrument package designed by Reactor Controls,
Inc. and designated In-Core Instrumentation Current FElectrometer Model
®-908., The system was built to accommodate a wide range of reactor
kinetic experiments based on specifications submitted by several experi-
menters at Georgia Tech.

The nuclear instrument module (hereafter referred to as NIM) cur-
rent amplifiers were designrned to operate in two basic modes. One mode,
the more conventional use, was the so called current mode. In the current
mode the electrometer received a current input from a detector and output
a voltage sigral proportional to the ratio of current reading tc the cur-
rent full scale. This electrometer output signal varied from O to +1C
volts. The input to the electrometer could vary from 1070 to0 107% amps
depending on the range setting. The voltage output from the electromener
was transmitted to the PDP-8 computer-interfaced sample-and-hold device,

The suppressed mode was Tre mode designed to accommodate noise
analysis and other frequency domain experiments. The suppressed mode was
the mode selected for use in this experimental work. The distinguishing
feature of the suppressed mede is the manner in which it filters the sig-
nal from a detector. The range of current for the suppressed mode is the
same range mentioned earlier. The first part of the filtering operation
is the removal of the mean value (DC) portion of the current. Hence, &
fluctuating signal frcm the detector results in an output from the ampli-
fier indicative of the current fluctuation about some mean value. Since
the suppressed mode was planned for freguency regime experiments, this
mode also had the characteristic of filtering undesired frequencies. The

electrometer had bullt-in high-pass and low-pass filters. This feature
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had the obvious advantage of removing frequencies outside the range of
interest and preventing interference with the analysis such as might be
introduced by "aliasing" effects. The high-pass filters had time con-
stants ranging from 10* seconds (10™* radians/sec) to one second (1 radian/
sec) and low-pass filters with time constants ranging from 10 ° seconds
(1000 radians/sec) to 10 seconds (10 ' radians/sec). Ary combination of
band widths could be obtained by a switch selection. The output of the
fluctuating signal was also a voltage signal. However, the cutput varied
Tfrom -10 V to +10 V full scale which also served as a signal to the sample-
and-hold device. The sample-and-hold device had biasing and gain adjust-
ments for conditioning the signal such that the output after a necessary
inversion was from O teo -10 V. The electrometers also had calibration
circuits for checking out the equipment before use.

Four electrometers were svallable providing the capacity for an
equal number of different detectors per experiment. The electrometers
were mounted in a separate NIM bin along with a single power supply desig-
nated the Reactor Controls, Inc. Voltage and Power Unit Model E-908. A
view of the electrometers and the bin is shown in Figure 18 (page 71).
A schematic drawing of the electrometer circuitry is presented in Appen-
dix D.

Sample-and-Hold Device

The sample-and-hold circuit was used to convert the voltage sig-
nals from the detector electrometers to conditioned signals for an analog
to digital operation by the PDP-8 computer at given time intervals. Sample-
and-hold circuitry is normally usged when it is necessary to convert one or

more rapidly changing signals at discrete time intervals. Upon receiving
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a signal from a sample command pulse at preset time intervals the sample-
and-heold unit holds the analog voltage present on its input until the
converter has completed its operation. The sample-and-heold is basically
an operational amplifier which charges a capacitor during the track or
sample mode and retains the value of the charge on the capacitor during
the hold mode. The sample-and-hold unit kad adjustable gain and bias
levels for the input signals which removed the stringent requirement for
an input signal of O to +1iC volts. The sample-and-hold device inverted
the input signal such that, after bias and gain adjustments, the output
signal ranged from O to =10 V. The latter voltage range was required by
the PDP-8 computer for the analog *to digital signal conversion (referred
to as an ADC).

The sample-and-ancld unit used in this investigation was designed
and constructed at Georgia Tech by members cf the Nuclear Engineering
Staff. For this experimental work the gain of the sample-and-hold ampli-
fier was usually close to one although the available range of the gain
varied from approximately one tenth to ten.

PDP-8 Computer and Peripheral Equipment

The computer used for the data handling and complete control and
operation of the experiment was one of a series of small general purpose
computers manufactured by the Digital Equipment Corporationﬂ?6 This par-
ticular model, PDP-8 (Programmed Data Processor), had the standard 12-bit
word length with a 4096 word core memory and buffered input-output control
for peripheral devices.

The peripheral devices used in the experiment included a teletype,

an interface tie-in with a sample-and-hold device, and a teletype link to
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another small computer, the PDP-8/T.

The teletype used with the PDP-8 was a standard model 33 ASR (Auto-
matic send-receive) and was used for the programatic input of information
via the keyboard or paper tape reader and special output via the tele-
printer. The teletype transmitted and received at a rate of 10 characters
per second in an 8-bit ASCIT (American Standard Code for Information Inter-
change).

The sample-and-hold device is in effect a standard I/0 device for
the PDP-8 computer and has been described previously. The sample-and-hold
provides up to an input of four simultanecusly sampled signal voltages for
analog to digital conversion by the computer. This was done in the ex-
periment at regular intervals by programmatic control of an interface
timer.

A teletype link to the PDP*B/I computer was used for the transfer
of data stored in the PDP-8 memory to the PDP-8/I where the data were in
turn stored in a PDP—8/I memery buffer for subsequent transferral to mag-
netic tape. The process seems to be a bit cumbersome, but this was neces-
sary since the magnetic tape unit was physically near and interfaced to
the PDP-8/I computer. The PDP-8 and other data recording system components
are shown in Figure 19.

The teletype communications link between the two computers is called
a PTO8 line and sinces this type of line was similar to the teletype line
the logic elements were identical. This meant that the capability for
transmission was 8 bits per transmission. Data were taken by the ADC
operation and stored as a 12-bit word. Therefore, more than one trans-

mission was required per data word transmitted. This, of course, was under
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programmatic control and in this particular experimental program a single
(12-bit) datae word was broken down into two separate six-bit words and
reconstructed at the PDP-8/T as a 12-bit data word from the two six-bit
transmissions.

The PDP-8 computer has the capability for a number of different
symbolic language programs such as PAL (program assembly language),
FORTRAN, FOCAL, etc. The symbolic language used in this experiment was
the PAL language. This particular language is very basic and quite simi-
lar to direct binary coding. As a result, this type of programming per-
mits operation of the PDP-8 computer at maximum speed and efficiency. The
PDP-8/T had a disc loaded PAL Assembler for translation of the PAL sym-

bolic programs to binary coded programs.
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CHAPTER V

EXFERTMENTAL PROCEDURES AND EESULTS

Theoretical Basis for the Experimental Approach

The experimental approach often ftaken for transfer function measure-
ments with a pile oscillator is limited by realistic considerations and
these limitations in many cases lead to a modified approach for the trans-
fer function measurements. The most basic approach is the measurement of
the system response with a known input sinusoid. When this approach is
applied to a real situation the resultant response is often not a true
sirusoid. The reason for the deviations from the ideal performance is
that practically all physical phenomena are to some degree statistical in
nature or subject to small perturbations due to unpredictable environmental
changes. For example, the fission process varies statistically in a reactor.

The net effect of these inherent or externally stimulated statistical
fluctuations on oscillation tests performed on reactors is that either the
input reactivity amplitude may be required to be large enough so that the
power oscillations have an amplitude much larger than the statistical fluc-
tuations or the power oscillations must be Fourier-analyzed, in order to
extract the fundamental frequency component and reduce the contribution
from the inherent fluctuation.3

Increasing the amplitud¢ is undesirable on two counts. First, the
output is distorted because the system no longer behaves as a linear sys-

tem. One then tends to measure the describing function rather than the
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transfer function. Second, it may be unsafe or mechanically difficult to
use large amplitude reactivity inputs.

Fourier analysis of the power oscillations is in a sense a cross-
correlation of the cutput with a sinusoid. Consequently, if cross-
correlation is to be used in order to reduce the errors due to statistical
fluctuations, it is not necessary to excite the reactor by a pure sinusoid
irput reactivity. Any small amplitude periodic reactivity will accomplish
the same purpose. The reason is that any periodic waveform (square wave,
saw-tooth, etc.) may be considered as a sum of pure sinusoids. Each
sinusoid results in its own contribution to the steady-state response of
the output power. Thus by comparing respective input and response fre-
quency compohents, it is possible to measure the transfer functiona38

The presence of statistical fluctuations in the reactor system
indicates the need for Fourier analysis of the power oscillations and, in
turn, suggests that it may be more appropriate to excite the reactor with
an input reactivity that contains a broad band of frequencies with nearly
equal amplitudes and to cross-correlate this input with the corresponding
output. The result of this cperation is again the measurement of the dy-
namic characteristic of the reactor system, the transfer function. In
addition, this suggests a more expedient approach for the transfer func-
tion measurements since a broad band of frequencies can be investigated
in a single experimental run rather than a single frequency value per run.

One such periodic signal for introducing a band of frequency inputs
is that of the pseudo-random binary sequence. For this investigation a
pseudo-~random binary sequence was chosen as the technique for introducing

the input signal. A description of the binary sequence as a method of



frequency response testing is presented in Appendix B.

Considering that the input signal and the output signal have been
either measured or are known, this section will now be concerned with de-
riving a method for evaluating the transfer function using a conventional
correlation approach.

A few definitions will be presented first and then the necessary
intermediate steps taken for arriving at the final equabtions. The equa-
tions and definitions as presented will be peculiar to a pericdic signal
since the pseudo-random binary sequence is periodic. For non-periodic
signals the same general definitions apply with the limit taken as the
pericd, T, approaches infinity.

Consider a system with an input signal x(t) and an output signal,
y(t), for a stationary process. The autocorrelation function at time

delay, T, for a periodic signal of period, T, is defined77 as

I+

J+T/2

 (T) = Blx(t) x(t+7)] = x(t)x(5+7)ds (65)

—

L]

~T/2

The cross-correlation function for a time delay, T, where T i1s the period

is defined as

Y

¢ (1)

i x( &)y (ErT)db. {66)

E[x(t)y(t+7)] =

Definitions also of interest are the covariance functions which are special

7
cases of the correlation functions. The autocovariance funcﬁion{} is de-
fined as

{ =y o( - 2: - a
Co (™) = BLx(8)ex(t+7)] - ui = 8 _(7) - wg (67)
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where p  is the mean value of x(t).

The cross-covariance function is defined as

ny(T) = Blx(t) -y (t+7)] - phy = 2 (T) = by (68)
where b and My are the mean values of x(t) and y(t); respectively.

For a case where either of the terms W, or py is zero then the
cerrelation and covariance functions are identical. For the purposes of
this discussion all values of px and uy will be assumed zero. This is
the case in our experimental situation since these averages are normally
removed by either the detector electrometers or by the FFT analysis pro-

ram. This essentially removes the DC component of the signal since IC
represents a frequency component egual to zero.

The above definitions can be considered in the frequency regime

by the application of Wiener s theorem.TB This results in the follewing

definitions.79
+T/2 :
spectral density: B_(v) = I g (1) e 9¥ar (69)
-1/2
ard
+T/2 -jwT
cross-spectral density: ny(W} = J @Ky{T) e at (70)
-1/2

Let us consider a linear system having an impulse response h(t)
and an input x(t). The output of the system y(t) is given by the convo-

lution integral8o to be

+7/2
y(t) = | p MEWEE-R (71)
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The cross-gspectral density is then given by

+T/2 .
o =] g (1) e ar < |

+1/2 +T/2 g
J x(z)y(t+T) e J dtar/T (72)
-r/2 X

~r/2" /2

with the substitution for @Xy(T] introduced.
Substituting the value for y(%) in the cross-spectral density term results

in the following identity.

+T/2 o+T/2 o+T/2
1 j T J T J T

21 P VRN s e —JwT oy £ 72y
ny(m) = - x(t)h(Ajx(t+T-A) e dhdrdt (73)

-7/2" -1 /2

By introducing the definition, E = T-A the cross-spectral density ny(w)

then becomes

HT/2 AT/2 +T/2
[ J

B(N)x{t)x(t+E) o 35 ¢ I gnaras (74)

=
S

e

P
¥ -p/2¥ -/ <1 /2

By further reduction with the use of the above eguations the cross-

spectral density P__{w) reduces in the following manner.
Xy

+T/2 3 +T/2 ik
P _(w) = (1) e g, 8 (g) e %5 (75)
Xy XK
\=-T/2 £=-7/2
therefore ny\w) = H({w) me(m) (76)
( Xyiw} .
and Hlw) = ;;;(57 (77)

The result is that the impulse response term in the time realm is

the transfer function in the frequency regime and that the transfer func-
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tion, H(w), for a given linear system is equal to the ratio of the cross-
spectral density between the input and the output signals to the spectral
density for the input signal for a given frequency. &Since the spectral
density terms can be determined from noise analysis procedures 1t can be
easily seen that this technique provides a straightforward method for
determining the transfer function for a given system.

The derivation provided above zpplies to an ideal system where the
transfer function, H(w), is ideal and is not concerned with such practical
problems as electronic noise, data system transfer functions, ete. Con-
gider now a more practical approach where electrenic roise and electronic
transfer functions are included. The output signal then consists of the
input signal operated upon by the system transfer function and the elec-
tronic channel transfer function, in addition to an electronic ncise com-
ponent. The correlation process betweer the input and output signals is
then carried out in a manner just described. The terms involving the
correlation of the input signal and the electronic ncise are assumed to
be zero since there shculd be no correlation between the two signals.

It then is straightforward to arrive at the following equation for

experimentally measuring the system transfer function for a given fre-

guency, w
P (@)
XY
Hq (W) = (78)
S PXY(w) HE(w)
where
Hs(w) is the system transfer function

PXY(w) is the cross-spectral density between the input signal,

X(t), and the output signal, Y{t)
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Pxx(w} is the auto spectral density for the input signal, X(t)
HE(w) is the electronic channel transfer function.
This results in a direct method for computing the transfer functicn
from the spectral power measurements and the known characteristics of the

electronic channel.

Range of Freguency Selection and Binary Seguence

The frequency range of interest for this investigation was the

63

temperature effects region which has been shown by Schultz to be gener-
ally from 107® Hz to 10" Hz. Point model studies {see Appendix E) and
studies of the spatial model for the GTER indicated that indeed the fre-
duency range of interest was from 5 X 10°® Hz to 2 X 10°% Hz.

Based on the theoretical prediction it was decided to investigate
the frequency range from 5 X 107* Hz to 10 Hz. This broad range per-
mitted study of the region affected by feedback effects and, in addition,
a large portion that would probably be unaffected by temperature feedback
effects.

The pseudeo~random binary seqguence, hereafter referred to as the
PRB sequence, was chosen, as noted earlier, as the method for frequency
response testing. The use of the PRB sequence permitted the investiga-
tion of a broad range of frequencies for a given seguence depending on
bit selection and the length of the pericd. One has the choice of in-
vestigating a few numbers of frequencies with a great deal of spectral
power per frequency interval by selecting a small value of Z, the number

of sequence bits, or a much larger number of frequencies with a smaller

amount of spectral power per frequency interval with a large value of Z.



85

The subject of PRB sequence frequéhcy spectrums is discussed in Appendix
B along with a theoretical development for predicting the frequency spec-
trum for a given sequence.

Once the PRB sequence was determined, the spectrum shape was se-
lected, i.e. the spectral power was distributed in a known manner. The
next selection necessary is the time interval per bit which results in
the PRB sequence period and the first harmonic frequency. This time
interval selection was based on the frequency of interest. It was then
necessary to select the sampling interval or the number of samples per
bit which determines the Nyguist frequency (1/2% sampling interval).

The Nyquist frequency, fN’ is the maximum frequency at which frequencies
are detected in the Fourier analysis. 1In the event freguencies above fN
are actually present in the continuocus signal, & phenomenon known as
"aliasing" takes place. An intrinsic consequence of Fourier analysis of
digital data 1s to give spectral answers for frequencies only up to fN°
Frequencies above the Nyquist fregquency appear as frequencies below the
Nyquist frequency in a "foldback" pattern which accounts for the term
"aliasing.” This phenomenon is discussed at great detail in Blackman
and Tukey.79

Since the frequency range of interest varied over four orders of
magnitude it was felt that a single sequence would be inadequate to
span this expanse with sufficient spectral power per frequency interval.
Theoretically, this would be possible, but, one would have the practical
problem of collecting enough data points over several periods to make

the investigation statistically sound. It was, therefore, decided to

investigate the frequency range with two PRB sequences, each covering
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slightly over two orders of magnitude.

The first low-freguency range PRB sequence chosen had the following
characteristics

Z = number of bits = 511

sampling interval = 600 milliseconds

bit time = 9.6 seconds

T = period = LOO6 seconds

number of data points/period = 8176
This sequence contained the large majority of the spectral power in the
first 500 harmonics, although there was a finite spectral power in the
harmonics as high as the 10,000th and higher. With the sampling interval
of 600 milliseconds the Nyquist frequency cccurred at the 4088 narmonie.
This PRB sequence was used for the investigation of the first 400 har-
monics; therefore, the error due tc the foldback phenomenon was negligible
for this fregquency band. The spectral power of the li'OOJGh harmonic is ap~
proximately six percent of the spectral power of the fundamentsal harmonic.
The spectral power density continues to decrease with increasing fre-
quencles. This effect can be geen from the spectrum for Z = 511 shown in
Figure 20. It is interesting to note that 89.%4 percent of the total spec-
tral power for this PRB sequence is in the first L4OO harmonics and that
98.7 percent of the total spectral power is in the first 4088 harmonics.
This sequence permitted the thorough investigation of the freguency range
from 2 X 10> Hz to 8 X 10 ° Hz. This range, however, proved to be in-
adequate for measurements of the lowest desired frequencies and was sub-
sequently replaced by a different PRB sequence. Nevertheless, for this

first experimental run, two cycles of the PRB sequence were chosen with
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a total run time of two hours and forty-five minutes and a collection of
16,384 data points per detector.

The second low~frequency PRB sequence was chosen with a bit number
of 127 in an effort to concentrate more spectral power in the lower fre-
guencies ard permit more thorough investigation in this range. A typical
sequence used then head the following characteristics

7 = number of bits = 127

At = sampling interval = 700 milliseconds

bit time = 89.6 seconds

T = period = 11,379 seconds = 3.16 rours

number of data points/period = 16,384

Thie sequence essentially has the same features for the first 100 har-
monics that the previously described sequence had for the first 40O harmonics,
i.e. 89.4 percent of the total spectral power in the First 100 harmonics and
the ratio of the speciral power in the 1OOth harmonic to the first harmonic
approximately six percent. This reduced FRB sequence permits a more thorough
investigation of the lower harmonics since the harmonic frequencies are both
lower in magnitude and, in addition, have an increased spectral power per
harmonic. A diagram of the spectral power distribution for this PRB sequence
is shown in Figure 21. The use of this PRB sequence permitted measurements
for frequencies as low as b4 X 107 Hz which then proved to be adequate.

Measurements in the original high-frequency PRB sequence chosen
proved to be adequate. The high-frequency range PRB seguence had the fol-
lowing characteristics

7 = number of bits = 511

At = sampling interval = 30 milliseconds
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bit time = 240 milliseconds

T = period = 122.6 seconds
For this experimental run the Nyquist frequency occurred at the 20Mhth ‘\\\\
harmonic frequency. Again the first 400 harmonics were used in the analy-
sis. The "aliasing" problem was a bit more prominent in this sequence
with the error due tc the foldback pheromeron being approximately two per-
cent at the J-I-OOth harmonic and completely negligible for the 300th har-
monic and below. This sequence permitted the investigation of the range
from 1.6 X 10 2 Hz to 5.5 Hz. The sampling time could have been reduced
to remove the foldback problem but this would have required a great deal
more data points in the analysis and provided no additional information
in the lower end of the frequency scale. These additional data were not
added, but rather more cycles of the PRB sequence taken. Iikewise, the
bit time could have been reduced but mechanical considerstions dictated
that the rotor not be driven a* bit times cf iesg than the 200 milli-
seconds. The oscillator could be driven at bit times of as low as L0
milliseconds; however, this results in an astonishing amount of wear and
tear in the system which in turn, leads to frequent mechanical breakdowns.
For this portion of the experiment four cycles of the PRB sequence were
run with a total run time of approximately eight minutes and a collection

of 16,384 data points per detector.

Reactor Configuration for the Experiments

For reasons of symmetry the pile oscillator was placed in the center
of the GQTRR in fuel element position V-10. This configuration permitted

the development of a one-dimensional theoretical model for comparison with
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the experimental results. As pointed out in the description of the GTRR,
there are 19 fuel element positicns availablza. The fuel loading for this
experimental work was done with both 17- and 18-element cores. The 17-
element core measurements required the insertion of a dummy fuel element
in the lattice position in which an in=-core detector was placed, in addi-
tion to the pile oscillator in the center element position. The dummy
for positioning the detector was located in position V-11.

In addition to the detector placement in the fuel elemen® location,
measurements were alsc made with detectors in a vertical thimble located
adjacent to the core position (V-23), and in the horizontal beam H-k.

The positioning of the detectors in the vertical thimble required a de-
tector holder very similar to the specially constructed dummy fuel element
for holding in-core detectors. A photograph of the fuel element dummy is
presented in Figure 22. Likewise, the horizontal_beam measurements re-
quired a special horizontal beam plug with an offset tubular opening ex-
tending from the reactor core to the outside of the reactor shielding. A
view of a detector inserted in beam H-4 is shown in Figure 23.

The core fuel loading in its state of fuel burnup and the experi-
mental equipment arrangement proved ideal with regard to possible flux
distortion from the semaphore control blades. 1In all experiments the con-
trol blades were very close to full out, thereby not imposing the unusual
flux distortions caused by the blades when they are down in the active
core region. The 17-element core loading was quite noteworthy since the
elements had reached such a degree of fuel burnup that the reactor con-
figuration would not maintain criticality withltbe moderator temperature

above 85°F. At xenon equilibrium all four shim blades were in the full



Figure 22. Dummy Fuel Element for Positioning the Detector
Used in Core Position V-11

Figure 23. Detector Inserted through External Shielding
to Beam H-4 for In-Core Measurements
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out position (55°) with the regulating rod at nire inches and the D,0
temperature ranging from 77°F on the cold leg to 82°F on the hot leg. As

a result the l7-element core configuration experiments were run at this
reduced temperature.

The 18-element core loading was somewhat more flexible. Equilibrium
configuration consisted of the shim blades at 30" with moderator tempera-
ture varying from 100°F to 105°F. This higher temperature was used for the
18-element core configuration experimert since temperature feedback effects
are slightly mcre pronounced at the higher temperatures. This increased
temperature coefficient is primary due to the increased coetfficient of
expansion of the heavy water with increasing temperature in this tempera-
ture range.

The shim blade positions for the latter experiment were also very
good. A review of the shim blade calibration cur"--_:esT1 indicates that the
individual blade worths between 30° (experiment position) and the full out

osition of 55° is practically negligible {approximately 0.6 percent Ak/k).
In a full out position the distortion of the reactor flux by the control
blades is not significeant. This provides the decided advantage of makin
the experimental configuration more nearly approximate the theoretical
medel configuration.

The pile oscillator contains two strips of cadmium in the stator
and two strips in the rotor. The stator mounted strips are three-fourths
inch outer diameter by three-eighths inch long and mounted three inches
apart at the reactor core center. The rotor cadmium strips are five-
eighths inch in diameter by one-fourth inch long and the rotor effectively

shades and unshades an effective length of one-eighth inch. The entire
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oscillator worth was approximately Q.54 percent ak/k and the movable
reactivity about 0.02 percent Ak/k.

The reactivity worth of the dummy fuel element and the dummy verti-
cal thimble for pocsitioning the detectors was approximately Q.10 percent
&k/k; depending on the exact location. Overall, the total experimental
worth was approximately 0.65 percent Ak/k. This was considerably below
the upper limit of 1.5 percent &k/k approved by the Atomic Energy Commis-~
sicn for pile oscillator experiments of this type in the GTRR.

Detector locatiors were positioned in such g manner as to make
experimental measurements from very clecse to the core center to radii
well out into the graphite reflector at the outer limits of the reactor.

Throughout this entire experimental program a great deal of effort
was expended on proklems of a radiation kazards nature. The concept of
an at-power experiment requires such special considerations from the
outset, since this involves full-power activation of the assembly and alil
adjacent mechanical and electrical components, activation of detector
equipment, and radiaticn streaming from the reactor core by the introduc-
tion of these devices to the core. In the area of neutron activation of
the experimental equipment, a number of rather basic ideas were implemented
in order to reduce tre radiation hazard from this source. These ideas in
the equipment design stage included minimizing the amount of material
introduced into the gctive region of the reactor, locating experimental
components as far as possible from the active core and shielded from both
the gamma and thermal neutron radiation, and the use of materials in the
equipment such as aluminum with smell neutron cross sections and short

half-lives. In the experimental procedure the radiation exposure rrom
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the neutron activation was reduced by allowing a three day "cooling"
period after each experiment before relocating the apparatus from the
regctor. This time period permitted sufficient decay of the induced
radicactivity to insure relatively low exposure levels for the removal
operations. The problem of radiation streaming from the reactor core at
the entry points of the osciliator and the neutron detectors to the reactor
required a number of special shielding measures. These special shielding
measures included the constructiorn of special horizontal and vertical
shield plugs with the entry holes offset one diameter over the length of
the sghield plug to remove direct radiation streaming. In addition, this
shielding work included the construction of special beam catchers such as
the one shown 1n Figure 23, and the use of speclal stacked temporary
shieldirg around tne openings.

This brief discussicn was included to point out the magnitude of
the radiation hazards considerations for an experimental program such as

this.

Data Collection and Procedure

The equipment used for data collection and storage has been de-
scribed in the chapter on Instrumentation and Equipment. A block diagram
of the equipment used in the experimental system is shown in Figure 2k
which shows the relationship between the various components. The objective
of this section is to describe in some detail the techniques and procedureg
used during an experiment.

Since these experiments were designed to cobserve temperature ef-
fects, it was necessary to conduct the experiments at both zero power and

full power. The full-power experimenﬁs were conducted such that the
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maximum power atitained was 1000 kW, which is the maximum power authorized
under the GTRR license. Since the power fluctuated about some steady
state level and went as high as 1000 kW at the maximum level, this re-
sulted in the mean power level of from 90C kW to 950 kW.

In preparing for a full~power experiment it was first necessary to
operate the reactor under near xenon equilibrium conditicns. In order to
conduct the experiment the reactcr was necessarily on manual control and
unless the xenon was at or very near eguilibrium, the build-up of xenon
to the equilibrium value tended to shut the reactor down. From a practi-
cal aspect it was necessary to operate approximately 32 to 35 coneecutive
hours prior to the experimental runs. This operating time established the
xenon concentration at a value in excess cf $5 percent of the equilibrium
value. Changes in the xenon concentration then varied only slightly dur-
ing the remaining experimental time in the attaining of the equilibrium
value. The best experimental runs were made, however, when the reactor
had operated in excess of 40 continuous hours.

At the start of an experimental run the reactor was under manval
control and essentially self stabilized. The experiment was controlled
and operated from the PDP-8 computer under keykoard control from the com-
puter teletype. The first part of the computer program controlling the
experiment requested input parameters such as the experiment identifica-
tion number, the data sampling interval, the number of detectors to be
used, the number of data points, and the characteristics that describe
the PRB sequence. This input was done through the use of the teletype.
This approach was taken for two primary reasons. One was that this methcd

permitted the experimenter the most flexible use of such a program since



the input parameters could vary with each run. The second was that the
use of the teletype provided documentation in the form of a typewritten
sheet which identified the run by identification number and listed =all
the input parameters along with appropriate comments. After thig input
information was supplied the program was ready to start the pile oscillator.

Upon a keyboard signal the pile oseillator started operation of the
PREB sequence as defined by the input information. This was continued for
a varilable period of time controlled by the experimenter prior to actual
data c¢ollection. This initial period of operation was necessary to set
up and stabilize the reactor power level about some median level and make
desired switch and range settings on all tre electronic apparatus (which
consisted primarily of the electrometers and the sample-and-hold channels).
Upon signal from the experimenter the computer then, in addition to driv-
ing the pile osciilator In the desired manner, started takinhg datas using
previcusly established parameters.

It is interesting to note that, for the full-power runs, the reac-
tor system was completely driven and run by the pile oscillator. The
reactor was on mahtual control and the pile oscillator moving in the binary
sequence drove the reactor power up and down for periods in excess of
three hours without intervention by the operator. This required a great
deal of skill by the operators in establishing the power level during the
stabilization time such that subsequent action by the oscillator did not
tend to put the reactor on a short pericd or, on the other hand; drive
the reactor power to zero. This, needless to say, reguired several trial
and failure operations.

Once established correctly, the power tended to fluctuate between
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two levels with feedback occurring at both levels to stabilize the system.

A typical run showing the manner in which the flux was driven by
the osciliator is shown in Figure 25. This curve is from the reactor power
chart recorder. The scale 1s linear and the value of 80 on the power
chart. represents a power of one megawati. The example shown in the figure
is an experiment with s bit *time of 83.20 seconds. Notice how the feed-
back tends to oppose the oscillator-drivern power change. In several cases
the feedback not only stops the rise of power, but it tends to drive the
power back down before the cscillator drives the power further down with
a downward movement. The next figure (Figure 26) shows the hot and cold
leg temperature response of the heavy water during a typical experiment.
The temperature variation in the hot leg is rather slight but definitely
present. The cold leg is more nearly constant in temperature.

The general remarks corcerning Teedback and self stabilization cf
course are obviously not applicable to the zero-power runs. The zero=-
power runs were generally accomplished at one kWw and likewise had fo be
gtabilized during the initial experimental phase. However, in many cases
for the extremely low frequency runs the pile oscillator would be posi-
tioned in, for example, a positive peosition {shaded cadmium position
causing & power rise) for a long period of time as is characteristic of
lew frequency runs. The power level would begin to rise beyond the limits
of acceptability; therefore, the reactor operator would of necessity drive
the power down slightly with the regulating rod. This power reduction
normally required only a "flick" of the regulating rod and had to be done
at fairly infreguent irtervals during the low=-power low-frequency runs.

Thig intervention, however, introduced an element of feedback into the
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system. This procedure was reguired simply because the cscillator approach
is really not very acceptable for very low=frequency low=-power rung. The
experimental results in the zero-power low frequency range should be judged
in light of this intervention and accepted as an approximation only.

For this investigation a total of four neutron detection channels
were used. Three of these incorporated procured in-core detectors. The
fourth detector was obtained from a picoammeter channel and was located
in the graphite which is a part of the normal reactor instrumentatiocn,

Upon command from the PDP-8 at a given sampling interval the sarple-
and-hold channel sampled the four input cheannels simultanecusly for a
pericd of one millisecond. This analog signal, Trom the detector through
the electrometer to the sample-arnd-nold channel, was inverted bty the
sample-and-hold unit and the output signal sampled and held. With the
appropriate electrometer and sample-and-kold electronic setfirgs this
signal varied between the 1limits of O to =~10 volits. On computer instruc-.
tlon the analog sampled value was then converted to a digital value by the
computer through the medium of gn analog to digital conversion operation,
hereafter referred to as an ADC, Tor each of the four channels. Upon
completing this aspect of the program the PDP-8 sent the ADC value for
each of the four channels to ancther computer, the PDP-8/I, over a commu-
nications line known technically as a PTO8 line. The PDP-8/I then stored
the input data in a buffer or table within the computer core, which was
of such a length as to be a single record length on the magnetic data
tape. On receipt of encugh data to fill a buffer the collection of data
was written on magnetic tape and another table started for the receipt of

additional data from the PDP-8. For these experiments the number of data
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pointe usually consisted of either 16,384 values or 32,768 values per
channel. The Fast Fourier Transform used in the digital analysis of thesge
data rad the capability of transforming o™ number of pcints with n  vary-
ing from 12 (LO9E points) to 15 (32,768 points).

The data collectior system outlined broadly abeve consisted of two
main programs. Tre program in the PDP-8 computer which was located on
the reactor floor near the bio-medical facility was named ACQUIRE and the
program in the PDP-S/I for receiving the data and writing on maghnetic
tape was named HANLDLE. The ACQUIRE and HANDLE programs were written in
program assembly langusge (PAL) which is unigue to ‘he Digital Equipment
Corporation’'s small computers. The flow diagrams for these two programs
are presented in Appendix F.

One gignificant feature of ACQUIEE will be discussed presently.
This is the matter of sending data from the PDP-8 to the PIP-8/I. The
number of 12-bit data word transmissions for each sampling interval was
made inflexible and this value was set at nine. This was done for reasons
to be discussed later buf primarily because of different word lengths be-
tween the PDP-8/I and the Univac 1108 which was used in the FFT analysis.
The number of input chanrels was variable and could have been as large as
eight. The ninth transmission wag always the status bit of the PEB seguence.
The PRB status bit was always either zero or one, and depending on the
value of this number the cadmium of the pile oscillator rctor was either
unshaded or shaded. Tor this experiment the status bit of zero was used
for maximum or unshaded cadmium and a data transmission of O was made
since this value of zerc would result from the ADC operation on a O volt

analog signal or the minimum level of the two levels in the PRB sequence.
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The status bit of one was used for minimum cor shaded cadmium and a data
transmission of 77778 was made since this value would result from the ADC
operation on a +10 volt input signal to the sample-and-hold channel (as-
suming a gain of one) which then represented the maximum level in the PRR
sequence. When the number of input data chanrels was less than eight, the
remaining trarsmissions counsisted of sending zeros.

The data were handled in this way for the purpose of having actual
data in the first eight words transmitted and then having the ftheoretical
value sent ninth in the serding of nine data wordg. This approach facili-
tates subsequent data shuffling in the analysis whick is discussed in the
next section. In the aralysis the actual data were correlated against
the thecretical values of the status tit data. Having taken this approach

T was then rnecessary to do experimerts comparing theoretical performance

Frin

to actual performance in the rotor movement. This consisted of ancther
transfer function measurement with the PRE status bit as the input, the
solenoid drive system as the system, and the actual performance of rotor
movement as the output signal. This work was done in addition to routine
frequency response measurements on the electrometers and the sample-and-
hold unit. The discussion and results from this work are presented in
Appendix G. Tris aspect was not overly important in the measurement of
feedback effects since the feedback becomes signiticant in the 1078 to
10°% #z range whereas the actual performance to theoretical movement trans-
fer function is essentially one for frequencies up to one Hz.

Although the speed of data collection was unimportant because this
happened to be a low frequency experiment, 1t is Interesting to note that

this data collection system had a capability in excess of 2000 total data



points per second.

The teletype at the PDP-8 computer was used for keyboard control
in additicn to the irnput of experimental parameters to the program ACQUIRE.
Thig keyboard control was useful in other areas such as interrupting or
aborting the experimert, controlling the magnetic tape unit both before
ard after an experiment in writing end-of-files or rewinding, and ityping
appropriate messages. In addition to documenting the experiment the tele-
type typed out messesges indicating such items as program completicon, in-
gtructions for restartihg the experiment, Instructions for the magnetic
tape operstions, and the program interrupht message if the keyboard was
used to stop the experiment. This approach proved to be ar invaluakle

aid in minimizing human operator errors during the experimental runs.

Data Reduction arnd Aralysis

The experimental data taker and stored on magnetic tape were ana-
lyzed at the Rich Electronic Computer Center cn the Univac 1108. The
digital analysis was dore using a Fourier Transform program” developed
at Georgia Tech.

This Fourier Transform program was based primarily on the particu-
larly efficient method reported by Cooley and Tukey for computing the
discrete Fourier transform of a series of data samples. This method is
known as the Fast Fourier Transform and referred to as the FFT. The FFT
program used had a capability for transforming up 4o 32,768 data points.
In addition tec the transform calculations this FFT package had a number
of other interesting features. Among them was the capability of inputing

two different time series of data samples. The FFT package computed auto-



and cross-power spectrums for the two data records and calculated the
transfer function in a manner described earlier. In addition, this FET
package did an error analysls on the input data and was programmed to
compute certain confidence levels. The statistical calculations for the
transfer function determinations were based on a formalism developed by
Goodman.82 Thisg approach implies that for a series of transfer function
measurements at a given frequency there will be some average value for
the transfer furnction Fourier coefficients and these vaiuves willi be dis-
tributed about the mean value in an appreoximately normal distribution.
Gausesilan statistics then apply and this provides an interpretation of the
data in a probabilistic sense. For example,; the chance that an average
value measurement differs from tre true mean value by more than the
standard deviation is 0.317 for the normal dis:ribution.83 In a similsr
manner, limits can be established about the measured value such that the
true value lies within these 1limits with a given prebability. TFor the
FFT program this probability wae established at C.80 and the limits were
referred to as the 8C percert confidence limite. The 80 percent confi-
dence limits were calculated and printed out on all transfer function
amplitude and phasé angle determinations using the FFT program.

In order to use the FFT program 1t was necegsary to write a program
that would interface the PDP-8/I data tape with +the FFT program on the
Univac 1108. One of +the main reasons for this was the incompatibility
between the word length of PDP-8/I words which consist of 12 bits and the
Univac words which consist of 36 bits. The first task completed by the
interface program SPCTRM was to read the nine PBP-BfI data words from the

data tape by the Univac, which interpreted this as three words. The next
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task then consisted of breaking the three Univac words irte nine Univac
words by the use of the FORTRAN field (FLD) functions. This data mani-
pulation was continued until all the data words from the PDP-8/I were
converted te an equivalent number of Urnivac words. Upon completion of
this, a number of two-dimensioral arrays were created which consisted of
the status bit data word and the detector input data word. The number of
such arrays, of course, depended cn the number of input detector channels,
which for this experimert was usually four.

This set of operations then prepared the collected data in the
correct fTormat Tor the subsequent arnalyzing program which related the

theoretical input (status it data word) to the detector response for each

of the input detector signels. Mcst data records for the experimental

runs had either 16,384 or 32,768 data weords.

The FFT program did the calculations and output the trarnsfer func-
tion amplitude and phase angle information as & function of frequencys
This information provided the spatial response of the reactor flux to the

input perturbations for the frequercy bands investigated.

Experimental Results

The purpose of this experimental program was to measure the GTRE
source transfer function over a wide range cf frequencies with emphasis
in the low frequency range. These measurements were to observe spatial
and temperature Teedback effects and to be compared with theoretical
values from a model developed for this purpose.

The experimental program was conducted in three phases and in all

cases the measurements were made with the pile oscillater in the center
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of the OTFE. The first phase consisted of measurements on the 18-element
core with the moderator at a relatively high temperature (100° to 105°F),
the seccond phase was characterized by the 17-element core with the rela-
tively cool moderator (77° to 82°F), and the third phase consisted of the
zero-power (1 kW) measurements. Discussion will then follow in that
manner.

The measurements on the 18-element core were made at seven spatial
locations with the radius from the center of the core to the detector
varying from 40 cm to 150 cm. The experimental results for four of these
spatial positions are presented in the following figures. Filgure 27 dis-
piays a comparison between the experimental values for detector posgition
V-23 (R=40 cm) and the SPAFE calculations for E = 40 cm with the transfer
function amplitudes normalized a® 1 X 10 ® Hz. The experimental data in
Figure 27 and all subsequent graphs are plotted with the 80 percent confi-
dence limits which were discussed in the previous section on Data Reduc~
tion and Analysis. The confidence 1imits are not necessarily symmetrical
about the data point since the amplitude and phase angle confidence limits
are derived from the ervror analysis on the Fourier coefficients from the
FFT program.

The SPARE computeatlorns are remarkably close to the experimentally
determined values. The transfer Tunction measurements indicate definitely
the effect of temperature feedback with the characteristic downward break
in the amplitude curve with decreasing frequency at approximately 2 X i
Hz., Thig is contrasted to the ever increasing smplitude curve with de-
creasing frequency for the zero-power condition. The phase angle measure-

ments alsc show the temperature feedback effect with an upward break in
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from three other locations, R = 60 cmy, R = 75 cm, and the reactor pico-
ammeter. From an analysis of these data it 1s concluded that the QTER
spatial response degenerates to that of a point model for frequencies of
less than one Hz. This phenomenon is predicted by the anaiytical program
SPARE. Calculations from SPARE indlicate no spatlal effects at all for the
transfer function amplitude for frequencies of one Hz and smaller, and
only slight phase angle differences over the limits of the reactor for
these lower frequencies. The phase angle variations as calculated by
SPARE range from less than one degree at 1 X 10°% Hz and increase to ap-
proximately six degrees at one Hz. At the frequency of one Hz over rour
degrees of the six degree phase angle variation was calculated to occur
between the oscillator and the first spatial lccation iavestigated (E=UO
cm). The phase angle variations at one Hz were not considered suffici-
ently large to be significanft. For this reascn the calculations and the
experiments were considered to be consistent with sach other within the
experimental error. Spatial effects were observed experimentally for
frequencies above one Hz.

The second phase of the experimental program was conducted on
the 17-element core with the 181_"rl fuel element position used to position
a detector. The fuel element position vacated for the neutron desector
afforded an opportunity for a true in-core measurement. Four spatial
measurements were made during this aspect of the investigation at posi-
tions V-11 (R=15 cm), V-23 (R=4O cm), H-4 (R=100 cm), and H-4 (R=150 cm).
The next three figures, Figures 31, 32, and 33, display the results of
the 17-element core transfer function measurements for positions V-11

(R=15 cm), V-23 (R=40 em), and H-4 (R=150 em), respectively. Curves
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in these figures are visual fits to the data. The data from the H-4
(E=100 c¢m) position were not significantly different from the data at the
other three spatial positions.

No significant additional information is available from the 17-
element core data. This is true both for this experimental phase in
general and for the measurements from the in-core detector (V-11), in
particular.

The discussion of the 17-element core data is, therefore, essen-
tially the same as for the 18-element case. One interesting feature does
exist, however. It was noted earlier that the 1T7-element core experi-
ments were run with the relatively cocl mederstor temperature TT°F to
82°F. The cooler moderator temperatures offer less feedback effect and
this is borne out by comparison of the two sets of curves. The experi-
ments with the cooler temperatures indicate both the features of ampli-
tude curve "peaking” and the phase angle curve intersection with the zero
degree axis are shifted to a lower frequency. Thig effect is an indicator
of less feedback. The frequercy at the intersection with the zero degree
axis shifts from 1.5 X 10> Hz to 1.1 X 10 ° Hz. This is the general er-
fect one would predict since the temperature feedback coefficient lncreases
with inereasing temperature. This effect is primarily due to 1ncreased
coefficient of expansion of’IﬁO with increased temperature in this tem-
perature range. The increased-~temperature-coefficient effect as a func-
tion of increasing temperature has been observed experimentally in the
GTRR during temperature coefficient measurements.73

The last phase of the experimental investigation inveolved the zero-

power mezsurements. For practical reasons stemming from the sensitivity
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of the neutron detectors 1t was necessary to conduct the zero=-power mea-
surements at one kilowatt. The resulte from these measurements are shown
in Figures 34, 35, and 36 for detector locations V-11 (R=15 em), V-23
(R=40 cm), and H-4 (F=150 cm), respectively. There is an obvious differ-
ence between the zero-power and the at-power experimental runs. The
zero=-power amplitude measurements characteristically increase with the
decrease in frequency as would be expected. The phase angle measurements,
however, do indicate some feedback effect with the upward break in the
phase angle curve at approximately 4 X 107® Hz. This effect was not ob-
served in the amplitude measurements because feedback effects are re-
flected in the phase angle values before the ampiitude wvalues are affected.
That 1s to say, feedback effects can be cobserved at a higher frequency
with the measurement of phase angle response rather than amplitude re-
sponse. If the experiment had been designed to observe lower frequencies
the amplitude would indicate feedback also with the characteristic down-
ward break as the frequency further decreased. The phase angle in this
case indicates a small amcunt of feedback that can be attributed to the
external perturbation on the experiment by the reactor operators in the
regulating rod movements. It was noted earlier that for zero-power ex-
periments external control was required by regulation rod movement at
irregular intervals to maintain the zero-power (one kilowatt) experiments
within certain power limits. TIn the frequency range above L X 107% nz
where the external perturbation had no significant effect the zero-power
data fit the calculated zero-power amplitude and phase angle curves by
SPAEE. TFrom a comparison of the at-power data displayed in Figures 27

through 30 and the zero-power data displayed in Figures 34 through 36,
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it can be seen that temperature feedback first became significant at

2 X 107® Hz with the deviations between the zero-power and at-power phase
angle measurements. As frequency was further reduced the temperature
feedback effects became much more significant in both the transfer func-
tion amplitude and phase angle curves, At a frequency of 1 X 10 ° Hz the
difference between the zero-power and at-power curves is quite pronounced.
The zero-power data also indicate no spatial effects for frequencies less
than one Hz.

From the experimental data it was ascertained that, for the GTRER,
temperature feedback éffects are significant only at frequencies of
2 X 107® Hz and below. At frequencies in this range and even frequencies
as high as one Hz there are essentially no spatial effects present. The
transfer function amplitudes in the low Trequency range, of course, are
the single exception since the amplitude of the transfer function is pro-
portional to the thermal flux level at a given locaticn. This effect
was both predicted by SPARE and experimentally observed.

During this investigation experiments were run with data taken for
frequencies as high as 8.5 Hz. Spatial effects were observed in this
frequency region, but, as noted earlier, temperature feedback effects
were not significant in this range.

The transfer functicn measurements for the higher frequencies are
shown in Figures 37 and 38. The curves in these two figures are visual
fits to the data. TFigure 37 involves two spatial positions, V-23 (R=4O
cm) and H-4 (R=100 cm). No spatial effects are observed in the gain which
is normalized to 1.0 at one Hz; however, at four Hz and above there is a

vhase angle lag between the two positions which is indicative of spatial
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effects due to the physical distance between the two points. The curves
in Figure 37 were run in several experiments and the data confirmed more
than once. The curves in Figure 38 were run in a single experiment which
also was the experiment with the highest frequency component of 8.5 Hz.
The confidence limits in Figure 38 are quite large, however, there is a
definite spatial effect noted. As pointed out earlier, the spatial effect

observed ocecurg only in the phase angle.
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CHAPTER VI
CONCLUSIONS

The purpose of this investigation was to study theoretically and
experimentally the reactor source transfer function both at zero power
and full power. Particular emphasis was placed on temperature feedback
and spatial effects in the calculations and measurements of the spatial
source transfer function.

n existing theoretieal model, known as the complex source methodsa
and capable of predicting the neutron flux response to a small periocdic
disturbance, was extended to include temperature feedback effects. In
addition, the general equations derived were applied to a one-dimensional
model of the GTER and a computer program, SPARE, was developed for com-
puting the source transfer function as a funetion of power level. In
gsupport of this analytical code a one-dimensional two-energy group diffu-
sion code was developed for the GTRR and served as a source of power level
input for SPARE. The validity of SPARE transfer function calculations
was checked over the frequency range from 1 X 10°* nz to 1 x 10° Hz for
both zero-power and high-power (1 MW) conditions. These computaticral
checks included compariscns with independent prior calculations33 using
a different approach and with experimental results26 from the NORA reac-
tor. TFurther, at very low frequencies (e.g. 1 X 10 ° Hz) where the SPARE

calculations indicated practically no spatial response, results from

SPARE calculations were compared with point model calculations for zero
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and highk-power levels for the GTRR. The results from all of these compu-
tational checks were very good and served to establish the validity of
tre SPARE calculations.

An experimental program was undertaken to measure the source
transfer function in the GTRRE using an in-core pile ocscillator. The pile
oscillator, employing a pseudo-random binary sequence to introduce the
desired frequency components, was used to measure the source transfer
function over a frequency range of four orders of magnitude from 4 X T
Hz to 8.5 Hz. Experimental data were takern for several spatial detector
positions for zero-power and at-power (900 kW) conditions.

The results from the GTRR at-power and zerc-power experiments
verified the calculations by SPARE as to the extent of temperature feed-
back between the two power conditions. At-power measurements to fre-
quencies as low as 4 X 10™* Hz indicated gignificant temperature feedback
effects. Zero-power measurements were made for frequencies as low as
1 x10°° Hz; however, reliable resulfs were obtained in the zero-power
condition only for frequencies of 4 X 10"® Hz and higher. This result
was related to the practical restrictions of conducting low-frequency, low-
power pile oscilllator experiments. Comparisons between the zero-power
and at-power data indicated that temperature effects first became sig-
nificant in the low frequency range at a frequency of 2 X 107% Hz. As
the frequency further decreased the temperature feedback effects became
increasingly more pronounced.

The GTRR experiments also reflected a change in the temperature
feedback coefficient when measurements were made with the reactor at two

different temperatures. A reduced temperature effect shifted the amplitude
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and phase angle curves in a definite manner indicating less temperature
feedback.

The results from the GTRER experiments were also very close tc the
predicted values by SPARE with regard to spatial effects. The SPARE cal-
culations and the experiments indicated no spatial effects in the shape
of the transfer function amplitude curve for frequencies below one Hz for
both at-power and zero-power conditions. The experiments also indicated
a spatially independent phase angle response for frequencies below one Hz
for both at-power and zero-power conditions. The SPARE calculations in-
dicated slight phase angle variations cver the spatial 1limits of the
reactor but these phase angle variations were not significant for fre-
quencies less than one Hz. Experimental results indicating no phase angle
variaticn for the detector positions measured were consistent within ex-
perimental error. In this sense the experiments verified the phase angle
calculations.

Experiments in the frequency range from one Hz to 8.5 Hz indicated
spatial variations in the phase angle measurements but with no significant
variation in the amplitude measurements. No further work was done at
higher frequencies since this frequency region was outside the range of
interest for temperature feedback effects. In addition, spatial effects
had been cobserved in the GTRR for this frequency range by Johnson.33

From this invegtigation the following summarizing conclusions can
be drawn. A theoretical. model was developed and programmed as the program
SPARE to predict the power-dependent spatial source transfer function.

The results from the anslytical program SPARE were compared to both ex-

perimental results and cther digital calculations and found to yield
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correct results cover & frequency range of six orders of magnitude for both
zero-power and at-power conditions. Experiments were conducted on the
GTRR over a frequency range of four orders of magnitude for zero-power

and at-power conditions. Temperéture feedback effects were found to be
significant in the GTRR at 900 kW in the low frequency region, and the
extent of the temperature feedback predicted by SPARE was confirmed by the
experimental results. Experiments at two different temperatures with dif-
ferent temperature feedback coefficients yielded experimental results
which reflected this change in conditions. At very low frequencies the
SPARE calculations for the spatial response indicated a degeneration of
the spatial model to that of a point medel for both at-power and zero-
power conditlons. The experimental results served to confirm the SPARE
calculations in this respect also. The higher frequency experiments in-
dicated spatial effects in the frequency range above one Hz.

This approach has been shown to be valid for predicting spatial
source transfer functions with temperature feedback in the GTRR. This
technique should also be useful for predicting at-power spatial transfer
functions for larger reactor system stability studies where temperature
feedback and spatial effects are a great deal more pronounced than in the
GTRR. Further, this approach should be useful in dynamic studies for
predicting at-power response to reactivity fluctuations. In general,
this technique should find application Iin the study of space and energy

effects in the general area of reactor system dynamics.
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CHAPTER VII

RECOMMENDATIONS

The resul*s of the investigation in this area have demonstrated
the validity of introducing feedback in the analytical model for calcu-
lating the spatial scurce transfer function. However, it is felt that
this feedback model still needs further development and improvement in
two areas. The first of these is in the area of spatial feedback. In
this development the feedback effect was considered on a unit cell basis
with feedback considered in this case from the "average' unit cell. A
more descriptive modsl would relate the fuel and moderator transfer func-
tions as a function of spatial position much in the same way as the neu-
tron fiux is described spatially. The second area in need of improvement
relates to the regions which contribute to feedback. The model as it was
presented herein accounts for feedback cnly from the homogenized fuel
region. Admittedly this region contributes primarily to the feedback
effect, but surrounding moderstor and reflector regions should also be
considered to more fully describe the physical phenomencn. This latter
suggestion would probably not improve significantly the application of
this technique to large power reactors since these reactors consist of
a large number of unit cells and and are not affected by slight tempera-
ture changes in the reflector and moderator surrounding the entire group
of assemblies.

The extension of this one-dimensional model to a two-dimensional
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analysis with feedback would be a task worthy of accomplishment. TIn
addition to being much more descriptive as a two-dimensional model is,
this two-dimersional extension would permit analytical checks on experi-
mental results obtaired with a pile oscillator in positions other than at
the center of the reactor core. Such a two-dimensional model would per-~
mit the use of beam holes for pile osclllator experiments which would not
offer the peralty of the lpnss of a fuel element.

Another area of fruitful research would be the investigation of
feedback mechanisms other than those of temperature. These mechanisms
include among others void formation and vibrational effects. These ef-
fects would be interesting since the freguency range of interest for these
effects would be the same frequency range in which spatial effects are
pronounced. An experiment involving void formation in the GTRE could be
simulated by the exterral introduction of helium bukbles.

A nurber of other topics in closely related areas would assist
greatiy in the further understanding of spatial kinetic effects. Among
Lhese are source transfer Tunction studies in higher frequency regions
using several dirferent reactor core configurations in which the resultant
spatial effects are studied. Also of interest would be long range studies
of the at-power reactor noise for the determination of reactor character-
istics. Another area of practical application would be studies in non-
linear reactor system response., Such measurements would be similar to
the transfer function measurements but would be describing function
measurements instead.

In future pile cscillator experiments there may be some advantage

to using other methods of introducing desired frequency components rather
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than by the use of sinusoidal signals or PEB sequences. One such tech-
: y G i _ 8e : ; :
ique is that of terrary sequences where the driven signal has three

levels rather than two levels as in the PRB sequences. The selection of

the method of frequency response testing should, however, be governed by

the requirements of the experiment.
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APPENIIX A
FUEL AND MODERATOR TEMPEFATURE FEEDBACK TRANSFER FUNCTIONS

Temperature feedback effects can, in general, be expected from
both the fuel and moderator., A change in fuel temperature results in
both a change in the fuel density and a change in the U-238 resonance
cross sections due to "Loppler broadening." A change in moderator tem-
perature changes the thermal neutron energy spectrum, in addition to the
moderator density. This, in turn, affects bota the absorption cross
gections and the nevtron leakage.

Feedback can then be assumed to cccur through two feedback paths,
through that of the fuel and that of the moderator. The reactor power
originates in the fuel element in the form of heat from the fiseioning
process. Then as the elemert heats up the thermal energy 1s transferred
to the moderator. Meanwhile the fuel is presumed to have a temperature

coefficient of its own, «

o thus changing reactivity quite quickly. It
should be noted that the fuel then has a short time constant for the
temperature feedback effect. The moderator alsc is assumed to have a
separate temperature coefficient, &M, whicn results in a reactivity change
only after the heat is deposited iIn the moderator. This reactivity effect
occurs much later than the immediate fuel reactivity effect. The moder-
ator has a longer time constant than that of the fuel, and the moderator

feedback effect will lag behind that of the fuel. This lag is related to

the time required for the heat to flow from trhe fuel to the moderator.



Any resistance to the heat flow serves to increase the time constant.

The fuel arnd moderator temperature Teedback transfer functions are
developed for the GTER model in this appendix. Consider the schematic
diagram of the GTRE cooling system shown in Figure 39. The heat transfer
is described in eight different equations from the generation of the heat
in the fuel element to the dissipation of the heat in the cooling tower.
The representation presented here assumes lumped fuel element-cladding
thermal characteristics with no time delay existing between the fuel
temperature and cladding temperatiure. Thig is clearly a good approxima-
tion for a metallic-alloy, bonded cladding fuel element.

For this mcdel the heat transfer eguations have been handled in
the conventional manrer for the uwnit cell, i.e. heat generation in the
uel with subsequent heat flow Lo the moderator. This heat ftransfer model
assumes also that the fuel and mecderator are homogenized in the same
ménner that the neutronic properties are homogenized. This approack has
the advantage of conforming to the neutronic model and further provides
an approach for conforming to the simplitied heat transfer equations.

The power generated at each gpatial peoint is removed by the moderator at
that spatial point with no heat flow between adjacent spatial points.
This assumption implies that the fuel arnd moderator temperatures at a
given location in the reactor core are a function of the power denzity at
that point and vary only when that power density wvaries.

The first two equaticns describe the flow of heat from the reactor

fuel which is assumed to be the sole source of heat to the moderator.

s de(E?t) fia = s g
Mo(X) ——— = P(5,t) - HE)(T,(%,8) - T_(%,1)) (79)
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Tp(x,8) = (T, (1) » 1, (},%))/2 (80)
where ) °
P(X,t) is the power density in the fuel region (kW/cm®)
Mf(Ej is the fuel heat capacity (mass of fuel-aluminum matrix*
specific heat of the matrix) (kW sec/°C cm®)
Tf(i,t) is the reactor fuel temperature (°C)
Tm(g,t) is the average moderator temperature in the fuel cell (°C)
Tm.(i,t} is the moderator inlet temperasure (°C)
Tmi(g,t) is the moderator outlet temperature (°C)
Q
H(E) is a lumped parameter coefficient which is a product
of the heat transfer coefficient and the area of heat
flow divided by the volume of the homogenized fuel
region (k¥W/°C crf ).
The third equation describes the hesi balance within the fuel ceil
moderator.
o @ 0 s 1,5 - @) (81)
- F(x) cm(TmD(i,t} . Tmi(?c,t))
where

Mﬁ(%} is the moderator heat capacity (kW sec/°C cm®)
F(x) is the moderator flow rate (gm/sec cm®)
C_ is the moderator specific heat (kW sec/gm °C).
The next equation describes the mixing delay as the moderator leaves
the fuel cell and mixes in large bulk volume of moderator in the reactor

vessel proper.
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M () ——— = F(X) ¢ (T (%,t) - T,(%,t)) (82)

where
MB(;) is heat capacity of the bulk moderator (kW sec/°C cm®)

TB(E,t) is the temperature of the bulk moderator (°C)

T, (x,t) is the outlet temperature from the fuel cell (°C).
O

The next two equations deseribe heat flow from the moderator in the

heat exchanger to the secondary cooling water

dTX(t)

My —at

R, (Tg(8) - T (6)) ~ H(Ty(t) - T () (83)

(8k)

T,(t) + T (£)
= )

T (k) = 2
where
MX is the heat capacity of the moderator in the heat exchanger
and associated piping (kW sec/°C)
F is the moderator flow rate (gm/sec)
TB(t) is the average temperature of the bulk moderator (°C)
T (t) is the average temperature of the moderator in the heat
exchanger (°C)
T (t) is the average inlet temperature of the moderator to the
fuel cell (°C)
T (t) is the average temperature of the secondary water on the
shell side of the heat exchanger (°C)
Hk is the product of the heat transfer coefficient and the area
of heat flow from the primary cooling water to the secondary

cooling water (XW/°C).
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The last two equations describe the heat flow from the secondary

cooclant in the heat ewcharger to the cooling tower.

dT, (%) .
My —ar— = T (Te) - T(e)) - m(ny (8) - Twi(t)) (85)
T,(t) = (T, (t) + T (£))/2 (86)

o] 1

where
MW is the heat capacity of the secondary coolant in the heat
exchanger (kW sec/°C)

F. is the flow rate of the secondary coolant (gm/sec)

W
Cw is the specific heat of the secondary coolant (cal/em °C)
Ly (t) is the outlet temperature of the secondary coolant leaving
o

the heat exchanger (°C)
T. (t) is the inlet temperature of the secondary coolant entering
the heat exchanger (°C).
With these eight equations to describe the system transient response
a small perturbation will be introduced in the power density in a manner
similar to the perturbation in Chapter IT. The response of the various
temperatures in the system will vary about some steady state value and can

be expressed in the following manner.

To(X,t) = Tfo(i> + 8T, (%,t) (87)

Il

1, (Fst) = (1,(0), + 81, (%, t) (88)
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To(xt) = I (x) + 81,(%,t) (89)

O

—3
=
1
ot
S
]

(T,(8), + 8T.(%, 1) (90)

Now assume that the power is uniformly generated across the core
such that T.(t) = Tf(E;t) and T_(t) = rm(i,t), Now further assume that
the bulk moderator is uniformly mixed such that STB(t) = 6TB(£,t). Mixing
is such in the GTRR that this assumption is probably very reascnable.
Since the inlet coolant temperature ls constant, éTm (t) = 6T (x,%).

i H
This latter condition is a physical reguirement, of the system.

Now further assume that 6Tw,\t) = 0, i.e. the return water tempera-
1
ture from the cooling tower remains a cornstant. This condition implies
that the cooling tower has an excess ccoling capacity such that slight
variations in power here no decisive effect on the return water tempera-
ture. This capacity is determined primarily by weather ard atmospheric
conditions, but this assumption should be reasonably correct.

Based on the foregoing assumptions it becomes straightforward to
substitute equations (87) through (90) into equations (79) through (86),
subtract the steady state portions, and take the Laplace transforms in the
conventional manner.

Consider first the moderator temperature feedback transfer func-
tion. The input disturbance is the 6P(E,jw) and the system output is the
6TM(§,jw) which is a slight temperature variation characteristic of the

moderator. For the GTRR analysis no single temperature variation is

characteristic of the moderator since each fuel cell has a volume fraction
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with fuel cell moderator and another surrounding volume fraction of bulk
volume moderator. The characteristic moderator is volume weighed such

that the moderator 6Tﬁ(§,jm) is defined

aTﬁr;‘?c,jw) = VFE 6Tm(§, jw) + VFB 6TB(§,jwj (91)
where
VFE is the volume fraction of the moderator in the fuel element
per unit cell
VFB is the volume fraction of the moderator in the bulk moderator
per unit cell.
The moderator feedback transfer function is then expressed as
follows:
(%, jw) = Moderator temperature feedback transfer function (92)

Il

8T—(x, Jw) /6P (x, jw)

[}

(VEE) 6T (x,3w)/8P(x,J0) + (VFB) 875(x, jw)/6P(x, jw)

The moderator feedback transfer function can be directly solved
from simultanecus solution of the eight heat transfer equations with the

eight unknowns. The solution for FM(xX,jw) is as follows.

ﬁTB(x,Jw \ T (X Jo)\

(VE‘B ) (V"E m ) (93)

(X, jo)

i

- (H(x) fr )( WNW)(VFE(E)(RWTB) + VFB(E))

where
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F(x)c
] = 0 TM*ET . - m i
CIENOM = (TMPTM*RTMTB) + 2 e (TBju}JrJ.)
F(i)cm
TMPTM = T _Jotl = 2 —eey— - {l/('rfjwﬁrl))
F(x)C
= jw+l - B~ (1/(r. Jwri+2F C /H))
TMPTXX = TyyJw Lo~ 2 E wd o B
RIMIR = ((2F(E)cm/nx) + (TBjm/E)(TMPTXX))/(TMPTKX)
Te = Mf(x)/qu)

T = M (®)/(F(x)(c,)
T = Ml
T = M/

The fuel feedback ftransfer function is denocted by FF(I}jm) and is

defired as follows

FR(E, ju) = 5%, 39) (95)

where éTf(E,jw) is the slight variation of the fuel temperatire which is
the fuel response to the input 6P(x,jw).
As before, the equation is lengthy; however, the solution is again

straightforward.

FF(x, jo) = (1/(H(x) (T Jw+l)))(CNUM/CDENOM) (96)
where
CNOM = (7 jorl - 2F(x) € /H(X))(2F(X) C /(H *MPTXC) + T ju/2)

+ (2F(x) C /H(x)) (Tpiwl)
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with CDENOM and TMPTXX as defined in equation (9h).

This approach provides a spatial solution for the moderator and
fuel feedback transfer functions; however, the conditions imposed in this
derivation result in constant values for these feedback transfer functions
over the limits of the reactor core. This condition ig true for a first
order approximation much in the manner that the thermal flux is assumed

constant across the reactor core.



APPENDIX B
PSEUDO-RANDOM BINAEY SIGNAL FOR FREQUENCY RESPONSE TESTING

An experimental tool commonly used for determining the dynamic
behavior of a reactor system is the frequerncy-response measurement.
These measurements are useful because they indicate changes in system
stability under varying coadltions.SE

A number of different testing procedures may be used to measure
the frequency response. These methods include sine-wave testing, binary
approximation to sine-wave signals, pseudo-random binary sequences, pseudo-
random ternary sequencess, and various non-pericdic test signals. FEach
method has particular advantages for certain experiments depending on
experiment reguirements. Tor the purpose of this research a pseudo-random
binary sequence was chosern. This approach for this experiment has several
advantages. First, this approach is simple and hence relatively easy to
implement., Second, this technique permits investigation over a band of
frequencies rather than a single frequency for a given experimental run.
Third, this approach is quite applicable to low frequency testing which
is the frequency band of interest for this investigaticn.

A pseudo-random binary sequence is a speclal sequence of equal-
amplitude positive and negative pulses that are applied in "step" fashion.
Hence, the term binary indicates that such a procedure or sequence has
two levels (positive or negative) applied as a step function. The term

pseudo-random is a bit misleading. The signal has a definite wave form
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and 1s strictly periodie. The reasor for this term in the title is due
to the characteristics of the sequence. For example, the autocorrelation
function of the sequence is similar to the autocorrelation function of a
random signal. In sddition, the power spectrum for a large bit sequence
is similar in form to the spectral density of a random signal.

The pseudo-random binary sequence is characterized by the number
of bits in the sequence and the period of the sequence. A bit is defined
as a minimum width pulse. All pulses in the sequence are minimum width
or multiples thereof. A typical pseudo-random sequence (referred to as
PRB sequence) is shown in Figure LO.

Algorithms are known for generating PEE sequences, but sequences
can be generated only with a certaln number of bits, Z, in the sequence.
Two different methods85 can be used for generating a sequence of length Z,
either 2 = 2-1 or 7 = 4m-1 where m 1is an integer. A technique for

generating signals will be presented later.

Frequency Spectrum

The equation for a period of the autocorrelation function of the
=

general PRB sequence ~ is

B () =1 - (Z%i) T, osTs=sT/Z (97)
. -1z , ST (z1) 7 (98)

Z+1 T £
g o (—“’f‘ﬂ) T .4 (Z-l) —Z— =ET=ET 199)

where
T = variable correlation time

Z = number of bits in the sequence
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T

period of the sequence

At = minimum pulse width.

The general form of the autocorrelation funetion for a sequence of
Z bits and a periodicity T is shown in Figure L41. It has the general
features of one spike per period which is somewhat similar to a delta
function.

Using the properties of the PRB sequence and its autocorrelation
function, CXX(T), 8 brief discuseion will be presented con the frequency
spectrum of the signal. The essential point to be covered is that fre-
quency spectrum or the spectral power, dencted by P{fn), varies with the
number of bits in the sequence. A small number concenirates the signal
power in a few harmonics, whereas a larger value of Z tends to distribute
the signal power over more harmcnics. As Z approaches a large number the
frequency spectrum approaches a constant value.

From Wiener's thecorem the signal spectral power is related to the
autocorrelation functicn for a periodic function in the following manuer.

AT/2

P(f ) = J CXX(T) exp{—jwﬂT) ar , w

N = enf (100)
~1/2

n
In order to bring out certain pertinent points it will be necessary

+ - : ! - 3 s s

to express the C.X(T) value as a Fouriler series. This can be expressed by

X

the following equation
o

f . ’
CXXkT} = g8, + kZ; 8 coswkt {101)

where ak coefficients are the standard Fourier series coefficlents. The
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bk term equation is zero since the equations for the autocorrelation func-

tion are even. Thie property can be seen from Figure Ul.

Substituting CXX‘T) in Wiener's equation yields *the following rela-
tionship.
P(f,) = & (1/2) (102)
where
+T /2
= Z ,f'ﬂ ( ] T = .
2y = /T J o/ CXX\T) cosw, T dr , kE1 (103)

The spectral power density, P(fﬂ) is therefore directly proportional
to the coefficient a, -

The a, coefficient can be determined by the above equation in con-
Junction with the GXX(Tj equations which are a function of T and Z.

Carrying out the integration one solves for ay

2(z+1) [sin kﬂfZ]E 5 e :
= =1, 10}-|-
k 2® km/7 ’ (3o

The spectral power density P(fk) is therefore related to Z and k by
this unusual equation. This equation now permits one to evaluate a given
gequence for the distribution of the spectral power density. The total

spectral power Pt is therefore

P, = z HED (105)

By the selection of 7Z one is able to obtain the distribution of

the spectral power and with the selection of At (T=ZAt) one selects fre-



guencies of intferest.

The effect of varying Z can be seen from the envelcpes of the power
spectrum plots for several sequences skown in Figure 42, These curves are
for the same period, T, but for different numbers of bits, Z, in the sequence.

The effect or the number of bits per sequence 1s clear from this
figure. For sequences with few bi*s per sequerce, the signal strength is
concentrated in the low frequency end of the spectrum. For sequences with
many bits per sequence, the amplitudes change less from harmonic to har-
monic, but the low frequency amplitudes are lower than for the sequences
with few bits per sequence. It ghould be poirted out that this scheme pro-
vides and contains information related to harmoric frequencies only. No
information is avallable for non-harmoric freguencies.

It 1s frequently useful to know the harmonic number at which the
harmonic ampliitude is down to half of the amplitude of the first harmonic.

This value can be determined by sclving the following expression for k.

Tk

sin -4
oy
Z

mu—@’
‘--...___-_,_,..-'

ak/al = —&—2 = 0.5 (106)

m
[
=]

NS =i

N4

For Z greater than 20, the following relation holds

k, = 0. L4kL7, (107)

where

=
I

- harmonic number of the harmonic whose amplitude is half the
amplitude of the fundamental

Zz = number of bits in the sequence.
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Another quantity that is useful for evaluating the test signal is
the fraction of the signal power concentrated in the desired frequencies.
Considering those harmonics at which “ike amplitudes are at least half as
large as for the fundamertal than the total spectral power in thege har-

moniecs, P; is given by
2

C.hkz,
Py = P(f, ) (108)
%' kz; &

The average power per harmonic in tuis range is given by

Y

Por a study of several sequence lengths it was cbserved that the harmonies
with amplitudes at least half as large as tke ampliftude of the fundamental

contain sbout 71 percent of The total signal power.

Tmplementing the PRB Signal

There are two procedures which may be used to generate PRB sequences§5
In each method, the number of bits is restricted to certain specific values.

For one type the allowgble number of bits, Z, is given by

7 o= 2 -1 (109)

where m 1ls an integer.
The allowable values of 7 are 3, 7, 15, 31, 63, 127, 255, 511,
1023, etc.

The other type of sequence permits values for the number of bits,

Z, given by



7 = lkm-1 (110)

where m is an irteger.

The allowable values of Z gre 3, 7, 11, 19, 23, etec. Algorithms for

generating both sequences are available.

The method for computing the sequence with lengths, Z = Qm-l, lerds

itself quite readily to generation with the use of a digital computer.

This sequence may be generated by employing mcdulo-2 adder feedback.

Consider the 3 registers (1, 2, aad 3) shown below.

=
IhY
o)

e_

+

_ _ 85
Generation of a sequerce proceeds in the following manner.

1. Set initial vaLiues (O

s |
5

1) for each register. Selection may

o

be arbitrary, however, cre of them wmust be 1.

2. (Generate a new set of digite for each register as follows

a. Add modulc-Z the values in the registers specified for
feedback.

Shift all existing register values one stage to the right
and insert tne feedback term from step (a) into register.
Note that the value in the last register is removed when

shifting is accomplished.

3

Repeat until the initial values reappear in all registers.

This set of operations produces & series of digits (0 or 1) for

each stage in a pattern which repeats periodically. The pattern in each

stage is the same, but they are offset relative to one another. The O and

1 indicate which value of the two-level input signal to use. Either 0 or 1
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may be interpreted as the high level ingut or the low level input. The
correlation functions and power spectra are identical in each case.
As an example consider the following sequence where the number of

registers is 3 with modulo-Z feedback Trom registers 1 and 3.

7 1 2 3

y

+
initial values 1 0 G
lst shift 1 1 0
2nd shift ik 1 1
3rd shift 8 1 1
Yth shift 1 6] 1
5th shift G 1 0
6th shift 0 O 1

Tth shift 1 0 0 cycle repeats

Thus a 7 bit PRB sequerce is (L1101 00 ).

It ig known that the maximum number of bits in such a periodic se-
guence generated by n-stage registers with modulo-2 adder feedback is
2n—l. Other shorter pericdic sequences are cbtained for certain feedback
connections, but only the maximum length sequence has the desired pseudo-
random character. The arrangement of the feedback registers needed to

generate maximum length sequencesg has been determined for a number of se-

quences. Some of the ssquences may be generated with one modulo-2 adder



and others require several, Table 1 gives feedpack registers which require

only one modulo-2 adder for sequences up to m = 20.

85

Table 1, Data for Generating PRB Sequences

m (registers) 7z (bits/sequence) Stages to be added

Modulo-2

2 T, 2
3 4 1, 3
b 15 1, 4
5 3% 3, 5
6 » 6
7 12 T ¥
7 511 L, 9
10 1,023 3, 10
11 2,047 g, 11
15 32,767 Iy 15
17 131,073 3 It
18 262,143 7, 18
20 1,048, 57 3, 20
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APPENDIX C

GTRR AND INNORA REACTOR DATA AND CONSTANTS

The Georgia Tech Fesearch Reactor

The GTRER 1s & keavy-water maderated and cooled reactor consisting
of enriched U-235 fuel irn an aluminum-uranium alloy. A description of the
reactor is presented in the chap*er on Instrumentation and Equipment.

The intent of this apperdix is *o present the two-group cross sections and
reat transfer data used for the wiftusior and source transfer function
calculations in the program SPARE.

Neutrcric data came primarily from a Technical Repor® on Reactor
72

Physics Calculations for the 5 MW GTRR and are presented in Table 2.

The reactor was divided into four zones. PZone 1 consisted of a DQO and
aluminum mixture. Zone 2 corcisted of & hemogenized region of fuel (U-235),
DQO, and alumirum. Zone 3 consisted primsriiy of D20 with some graphite
and aluminum. Zone Y4 consisted o the graphite reflector.

Table 3 contains the heat transfer parameters most of which were

7o for the GTRR. The heat transfer coeffi-

taken from the Safeguards Report
cient between the fuel and moderator was calculated using the Dittus-
Boelter equation. It is interesting to note that this particular calcula-
tion was quite similar to some earlier independent calculations using the
modified Colburn equation.

The feedback coefficients are tabulated in Table 4. In each case

the computation of the coefficiente was based on two assumptions. The



Two-Group ColrzS‘t“,antST2

Table 2. for the GTRR Analysis
Zone Tem D B em 5 em * Z (em* vE em ) VT em t
(”c? (cé) (E:) - ( ) iy ( ) o ) £ (em ) £ (em ™)
Zone 1 35 1.3280 0.8482 1.620 x 10* 5.853 x 10°* 9.243 x 10 2 0.0 0.0
Al-D,0
R=8.00 cm
Zone 2 22 1.3281 0.8880 7.551 % 10 1.405 x 10°% 7.93k x 1072 9,006 % 10 * 2.277 X 10 °
U-23 0 - = = = s
Ua;§5ilrb » 35 1.3220 0.8961 7.539 X 107* 1.393 x 1072 7.902 x 1072 8.994 x 107 2.253 x 1072
R=34.89 em 45 1.3900 0.9012 7.521 x 10°* 1.383 x 1072 7.861L x 107 8.972 x 10™* 2.233 X 10 2
Zone 3
D O) Al, Orr) e T4 “ T4 =3
2nd Graphite 35 1.322 0.6747 1.610 X 10 7.689 x 10 8.299 X 10 0.0 0.0
R=90.5 cm
Zone L4 _ B
Graphite 35 1.111 0.8620 0.00 2.537 X 10°% 2.338 x 10°° 0.0 0.0
R=154.5 cm
Additional Two-Group Values: V, = 2.000 x 10° cm/sec Vp = 2.550 x 10° em/sec
(Bz)f = 7.216 X 10 % cm Z (BZ)§ = 7.216 x 10°* em™®

16T
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Table 3. GIRR Core Data

Number of Fuel Elements 18

Mass (1b):

Fuel aluminum matrix 122.4
Moderator in fuel cells 130.0
Moderator in reactor vessel (1100 gal) 10,000.0
Moderator in heat exchanger and adjoining pipe 4,9€0.0
Secondary water in heat exchanger 2,170.0

Flow Rates (gpm):

Primary cooclant 1,280
Secondary coolant 1,050

1 MW Temperature Differentials (°C):

Moderator in/out fuel elements 2,71
Moderator in/out heat exchanger 2ol L
Primary/secondary water in heat exchanger 3.38

Heat Transfer Coefficient (Btu/hr ft°°F):
Fuel-Moderator 1,275
Moderator Temperature Coefficient @ 100°F (Ak/k/°C) 3.8 % 0™

Area (cm®):

Fuel Cell 201.3
Fuel element 58.1
Moderstor in fuel element 39.1
Metal area in fuel element 19.0

Heat transfer area per element (ft7) 8.82
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Table 4. Parameter Temperature Coefficients

Parameter Coefficient Temperature Coefficient
(Range 22-45°C)
Dy i ¥ 3.435 X 107
Dy
I -
Da bi + 5.739 x 1074
M o -6
Z, K; - BudTh ® 10
z o - 1.304 x 1077
M = -8
Zae K;E - 9.565 X 10
_M : -8
- 0. X
Zfl K%l 6.059 X 10
z i - 7.840 x 10°°
T2 ‘2
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first assumption is that the change in a given parameter with temperature
is due wholly to the moderator tempersture, i.e. to assume the fuel feed-
back term is always zero. For this highly enriched thermal reactor this
should prove to be a reasonable assumption. Second, the average value
for the coefficient over the entire temperature range is the most appro-
priate value. The parameters have been evaluated in an earlier study at
three temperatures, 22°C, 35°C, and 45°C. The experiments in most cases
were in the range of or close to 35°C for the moderator. The coefficients

for a parameter then were evaluated in the following manner

- (jparameter value @ T=b45°C)- (parameter value @ T=22°C)

= 5 \{111
(parameter) 53°¢ J(111)

This served to provide somewhat of an average value for the parameter change

with temperature.
The GTRR delayed neutron cconstants are tabulated in Table 5 and are

86

based on studies by Graham.

The NORA Reactor

NORA 1s a critical assembly using natural and enriched uranium fuel
in DEO and mixed D2O/H20 moderators with a graphite reflector.

This facility, located in Kjeller, Norway, is used for reactor
physics and kinetics studies. Some of the experimental investigations at
NORA in spatial reactor kinstics were amenable to a one-dimensional digital

33

analysis. This was done by Johnson in earlier studies for a zero-power
or no feedback case. The one-dimensional calculations by Johnson proved

to be very close to the experimental values. Johnson used the diffusion
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Table 5. Delayed Neutron Constantat® for the GTRR

Group B, iy (sec™)
1 1.85 x 107° 1.96
2 618 % 19~ h.b1l % 107t
3 2,06 x 1072 2.88 x 107t
4 181 % 9078 1.7 x 167
5 1.50 X 1072 3.05 X 1073
6 2.54 x 107* 9.25 % 1072
7 2.583 %15 ° 2.7 % I0 =
8 1.51 % 10°® 7473 X 107
9 1.07 x 10°° 3.15 x 10°*
10 1.70 x 10°° 1,18 %, 107
1 3479 KIE T 5.85 x 10 °
12 2410 % 1077 1.37 X 10°°
B = 0.007558

total ~
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programs CHARLIE and CRAM in his method for the complex caiculations. 1In

an attempt to test SFARE, calculations were done on the NORA reactor using
the data used by Johnson. This provided an experimental check in addition
to a separate independent analytiecal calculation.

33

The two-group data used by Johnson for NORA are tabulated in

Table 6. The delayed neutron constants for NORA are presented in Table 7.
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Table 6. Two-Group Constantsjh for the NORA Analysis

o I z b
Zon Dy Dp ay os Zr VEfl vzfé

(cm) (em) (em™t) (em™ (em™) (em™) (em™)

Reactor Core 1.292 0.8180 2,382 % 19 % 3.654 x 10™®  9.676 x 10 ® 0.00 5.560 X 10 °
R=590.7 ecm

D.0 Reflector

2 - -2 » -2
R=112.5 cm 1.305 0.8255 0.00 1.110 X 10 1.090 x 10 0.00 0.00
Graphite - _
Reflector 1.192 1.050 0.00 8.250 x 10°* 2.820 x 10°°® 0.00 0.00
R=162.5 cm
— 6 —
Additional Two-Group Values: V, = 2.00 X 10 cm/sec V, = 2.20 x 10° cm/sec

(BZ)? = (B,)5 = 5.536 X 107" o™

€91
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Table 7. Delayed Neutron Constant533 for the NORA Reactor
Group Bi hi (sec™)
3 2.500 x 10°* 1.270 x 102
2 1.400 x 107° 3,170 X 107®
3 1.250 x 107 1.150 X 10°*
L 2.700 x 107® 3.110 % 10™°
5 8.700 x 10 * 1.400 x 10°
6 1.800 x 107* 3.870 % 16°
7 4,800 x 107* 2.780 x 10°*
8 1.500 x 10°* 1.690 x 10°®
9 5.000 X 10°° 4.900 x 1072
10 3.000 X 10 ° 1.520 % 10 °
11 2.000 X 10 ® 4L.300 x 10°*
12 2.000 % 10°° 1.200 X 10°*
13 2.000 X 10°° 4,000 x 10°°
1k 7.000 x 1077 3.700 X 10°°
B = 0.0073907

total




APPENDIX D
SCHEMATTIC DIAGRAMS OF ELECTRONIC EQUIFMENT

The electronic circuits for the pile oscillator solencid drive
units and the electrometers used in this research are presented on the
following pages. The solencid drive units were designed by Mr. John
Alderman of the Georgila Tech Nuclear Research Center. These drive units
were built and tested by Mr. Jay Noble and the author. The electrometer
uniits were procured commercially, but were bullt to the experimental

specifications by Mr. J. C. Gundlach of Reactor Controls, Inc.
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APPENDIX E

A POINT MODEL STUDY OF THE GTRR TRANSFER FUNCTION

AT ZERO POWER AND FULL POWER

The purpose of this appendix is to present the point model studies
of the GTRR transfer function for full-power (1000 kW) and for zero-power
conditions. This work was completed early in the overall investigation
in order to establish the presence of temperature feedback and to deter-
mine the feasibility of attaining the low frequencies required in such an
experimental investigation.

Define now a system with a forward transfer function, KG(jw), and
a temperature feedback transfer function FD(jw). The closed loop trans-
fer function TF(jw), can be shown from elementary servo theory to respond

in the following manner.

KG(Jjw)
. - Fp(jw) KG(jw)

TF(Jw) = 3 (112)
The feedback term is assumed to be positive in this derivation.

For the particular case of a reactor the output or response is the
fractional change in neutron population, én(jwj/no, and the input is the
small sinusoidal introduction of reactivity, 6k(jw), where jw is the fre-

63

quency of interest. For the point model reactor

KG(Jo) = 1/(£xjwr(1 + T, (B,/4Jw+h,)))) (113)
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where
£ i1s the prompt neutron lifetime

ﬁi is the percent of group 1 delayed neutrons

li is the decay constant for the group 1 neutrons.

Assuming that feedback 1s primarily due to the moderator, then
FD(jw) is proportional to FM(Jjw) which was derived in Appendix A.

The censtants of proportionality necessary are a power term which
serves to relate the moderator temperature change to a fractional change

in power as in the case of on(jw)/ng, and a coefficient which corrects

for the units and makes the denominator dimensionless. Therefore,

FD(jw) = oPo PM(Jjw) (11k)

where
@ 1s a coefficient relating the reactivity change to the
change in temperature
Pp is the steady state power level

FM(Jjw) is the moderator transfer function defined as 6TM(jw)/&P(jw)

FD{jw) is the moderator transfer function derived for a point model

case.

With the terms defined clearly and related to the various reactor
parameters which are tabulated in Appendix C, the transfer Tunction values
can be evaluated for the zero-power and high-power cases over a wide range
of frequencies. The results of this work are shown in Figures 45 and 46
for Pp = 1000 kW, 900 kW, and zero power,

From these calculations and the figures it can be ascertained that
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temperature feedback becomes significant only at frequencies of 2 X W=

Hz and less. Pronounced effects occur at frequencies below 1 X 10 ° Hz.
This computation served to point out that significant temperature

feedback effects were present and could be observed at reascnably low

frequencies with the proper experimental planning and execution.
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APPENDIX F

EXPERIMENTAL DATA COLLECTION PROGRAM FLOWCHARTS

Two programs were required for the collection and storage of the
experimental data. The program ACQUIRE was used in the PDP-8 computer
and generally was used to establish experimental parameters, document the
experiment, drive the oscillator, control the ADC operation by the sample-
and-hold unit, temporsrily store in-core the data from the ADC operation,
and transmit these data to the PDP-8/I computer. The program HANDIE was
used in the PDP-8/I computer and generally was used to accept the data
from the PDP-8, store these data temporarily in-core, write the data on
magnetic tape, and perform miscellaneous magnetic tape functions suchk as
writing end-of-files and rewinding the tape. Both programs are written
in PAL (Program Assembly Language). Flowcharts for the two programs are
shown in Figures 47 and L48.

In addition, the subroutine in ACQUIRE for driving the oscillator
in accordance with the desired PRB sequence is shown in Figure L49. The
teletype input to ACQUIRE determines the length and type of sequence.

This was made variable in order to make the program more flexible.
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APFENDIX G

FREQUENCY RESPONSE MEASUREMENTS OF THE OSCILLATOR

AND DATA COLLECTION EQUIFPMENT

In the earlier discussion on the theoretical basis for experimental
measurements and the experimental techniques, it was pointed out that,
over certaln frequency ranges, both the freguency response of the oseilla-
tor and the electrometers must be considered in the system analysis.

This is particularly true for high frequencies for obvious reascns. In
the case of the pile oscillator the physical movement occurs in a finite
time period rather than a step fashion; therefore, studies relating system
response to this movement must be related to the true movement rather

than an assumed step function. 1In the case of the electrometers, actual
filters are employed to filter out undesirable high frequency components.
This reduction of equipment freguency response or electronic filtering

is likewise not a step function and varies with frequency. High fre-
quency filters were used in this experiment to rid the experiment of such
factors as AC 60 Hz components and practically all frequency components in
excess of the Nyquist frequency.

The purpcose of this appendix is to present the resultis of studies
made in this general area. The conclusion generally made from these mea-
surements for the conditions of this experimental program is that signifi-
cant corrections were necessary only for frequencies of one Hz and greater,

The first result discussed is for the actual movement of the oscil-
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lator versus the theoretical movement. The measurements were made by
attaching a position detector (Schavitz Engineering Company 200 DC Linear
Variable Differential transformer) to an oscillator drive solencid in the
same manner that the drive solencid is attached to the oseillator rotor.
The output veoltage signal from the position detector was then a funetion
of the solenoid position. The output signal from the position detector
was then wired directly to the sample-and-hold unit. The solenoid was
driven in a typical experimental manner with a given PRB sequence and the
actual response as measured by the position detector versus the theoreti-
cal response was investigated over a wide freguency range. The frequency
range specifically investigated varied from & X 10°® to 11 Hz. These
limits varied from the lower frequency limit with practically no correc-
tion factors necessary to the highest frequency of interest for this in-
vestigation where there is a reasonably significant correction factor
necessary. The frequency response of the physical movement is shown in
Figure 50. The amplitude is only slightly affected at the highest fre-
quency with an amplitude attenuation of five percent. However, the phase
angle lag is appreciable with a phase angle shift of L0° at 11 Hz.

The amplitude and phase angle correction factors for the solencid
and rotor physical movement become quite large for freguencies in excess
of 20 Hz. This feature makes the PRB sequence methed of frecguency response
testing less degirable in the higher frequency ranges. In addition, for
the very high frecguencies introduced with very short bit times the two

drive solenoids had a tendency to "jam up" since time was not permitted
for one sclenoid to deactivate and the other solencid to activate. This

investigation was limited to a maximum frequency of approximately ten Hz
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therefore, the solenocid "jam up" did not occur and the corrections for
the rotor movement were made directly from the graphs in Figure 50.

The next area of interest was that of the frequency response of
the slectrometers. It has been pointed out that the electrometers had
several settings for the low pass filters feor the filtering or remocval of
unwanted high frequency components. Transfer function measurements were
made for all range or current settings and several values of the low pass
filters. The transfer function for the electrometer settings with the
physical movement attenuvation included is shown in Figure 51. This com-
binaticn of factors was done as a matter of experimental ease since the
position detector signal from the solencid drive was attached to the
electrometer with the appropriate settings snd the resultant electrometer
signal given to the sample-and-hold. By comparing this resultant cutput
signal to the theoretical signal, one then gets the transfer function
that includes attenuation and phase shift from both the finite movement
time and electrometer response. This result provides the data of interest
since it is much more inclusive and includes the information for the true
correction. The transfer function amplitude of the electrometer filter-
ing is equal to the amplitude of the combined effect divided by the ampli-
tude of the finite movement. TLikewise, the phase angle shift due to the
electrometer filtering is the difference in phase angles between the com-
bined effect and finite movement alone.

The electrometer transfer function studies were conducted with the
current range set at 107 amp with the low pass filter set at 1CO rad/sec.
The low pass filter is a first order filter, therefore the amplitude at-

tenuation should be 20 decibels per decade with the amplitude reduced by
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a factor of three decibels (/2) at the break frequency of 15.9 Hz (10C
rad/sec) with a 45° phase shift. From an analysis of the two graphs, it
can be seen that the electrometer amplitude of 0.707 with a phase zhift
of 45° occurs close to the designed value of 15.9 Hz. To further check
the amplitude attenuation through the electrometer, a sinusoidal wave
generator was used as an electrometer input signal with the output from
the instrument measurad on an oscilloscope. The resulting ratio of output
to lnput sighals at various frequencies produced a curve similar to the
curve shown in Figure 51. The resultant curve plotted was duplicated by
the oscilloscope measurements within the accuracy of the scope readings.
Very little of this information could be used in the main experi-
mental investigation since only a limited amount of the work was concerned

with measurements above one Hz.
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