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## SUMMARY

Motivated by different e-commerce applications such as allocating virtual machines to servers and online ad placement, we study new models that aim to capture unstudied tensions faced by decision-makers. In online/sequential models, future information is often unavailable to decision-makers-e.g., the exact demand of a product for next week. Sometimes, these unknowns have regularity, and decision-makers can fit random models. Other times, decision-makers must be prepared for any possible outcome. In practice, several solutions are based on classical models that do not fully consider these unknowns. One reason for this is our present technical limitations. Exploring new models with adequate sources of uncertainty could be beneficial for both the theory and the practice of decision-making. For example, cloud companies such as Amazon WS face highly unpredictable demands of resources. New management planning that considers these tensions have improved capacity and cut costs for the cloud providers. As a result, cloud companies can now offer new services at lower prices benefiting thousands of users. In this thesis, we study three different models, each motivated by an application in cloud computing and online advertising.

From a technical standpoint, we apply either worst-case analysis with limited information from the system or adaptive analysis with stochastic results learned after making an irrevocable decision. A central aspect of this work is dynamic benchmarks as opposed to static or offline ones. Static and offline viewpoints are too conservative and have limited interpretation in some dynamic settings. A dynamic criterion, such as the value of an optimal sequential policy, allows comparisons with the best that one could do in dynamic scenarios. Another aspect of this work is multi-objective criteria in dynamic settings, where two or more competing goals must be satisfied under an uncertain future. We tackle the challenges introduced by these new perspectives with fresh theoretical analyses, drawing inspiration from linear and nonlinear optimization and stochastic processes.

## CHAPTER 1

## INTRODUCTION

The rise of new problems in e-commerce has spurred revitalized interest in cost-effective resource allocation. In the last couple of decades, companies such as Amazon, Google, Microsoft, and Meta (ex Facebook Inc.) have discovered the benefits of applying cutting-edge academic developments in practical scenarios. As a result, tech companies have grown their R\&D departments steadily, hiring research scientists with specialized skills. For example, Revelio Labs reported that Google employs the highest number of people with a Ph.D. in STEM-at least 3000 of them having a Ph.D. in Computer Science. The runner-ups in the list are Intel, Apple, and Microsoft [1].

In numbers, Amazon WS, Amazon's public cloud computing subsidiary, has increased its revenue from approximately 3 billion USD in 2013 to more than 62 billion USD in 2021 [2]. Likewise, Microsoft Azure, the second-largest public cloud provider, reported about 50 billion USD in revenue in 2021 [3]. One of the reasons for the success of cloud enterprises has been the introduction of virtualization in the early 2000s, which triggered a rapid economy of scale. Recently, with never-ending improvements, such as the optimization of operative systems' kernels [4], more energy-efficient integrated chips and customized airflow [5], and new virtualization technologies such as containers [6], costs and energy consumption have decreased even further for cloud providers. Thus cloud computing has become an example of the success of integrated advancements coming from multiple areas of knowledge.

Another example of success is online advertising. Meta reported that roughly $98 \%$ of the
company's revenue comes from online ad placement—this was approximately 84 billion USD for 2020. The following year, 2021, Meta's revenue increased to 114 billion USD [7]. In the 90 s , when the internet was in its infancy, every user visiting a webpage would observe the same ads or banners. With the increasing use of personalized ads, auction-based algorithms, and new classes of contracts such as pay-per-click, platforms started offering better online experiences for both the advertisers and the users visiting webpages. Underlying these advancements in cloud computing and online advertising, we can find fascinating resource allocation models such as knapsack, bin packing, and bipartite matching, to name a few.

Every mathematical model is an approximation of a real-world problem. Limited by our current technology and present-day ingenuity, we simplify further these models to make them tractable. For instance, one simplification is the reduction of random settings to averaged models, which gives us fewer variables and numbers to work with but a less expressive model. The loss of expressiveness-and possibly applicability—by simplifications is the price paid for tractability. The field of operations research has come a long way since its modern inception during World War II. For example, now we can solve linear models with millions of variables in a matter of seconds [15]. Likewise, modeling perspectives have become more complex. However, more complex models are good as long as they preserve tractability. Applying models that do not consider basic behaviors of the real-world problem leaves a lot to fix for practitioners and decision-makers (DM). Depending on the risk aversion of DMs, some might be willing to go through post-processing steps to try to remediate mistakes. On the other hand, the risk-averse DMs will often underutilize resources to avoid losses. A better understanding of the sources of uncertainty and how to react appropriately to them can help DMs reduce costs and improve the services for final end-users. In this work, we aim to formulate new models for resource allocation, motivated by applications in cloud computing and online advertising. These models extend some of the ideas present in classical models but consider unstudied sources of uncertainty faced by
practitioners. We seek to provide solutions to the motivating application that are simple to analyze and implement.

In the next section, we formalize the research questions posed by this thesis. These questions are later on answered by our proposed models.

### 1.1 Research Problems and Objectives

This thesis aims to shed light into the following fundamental questions:

1. How can we allocate resources while satisfying a baseline requirement under a highly unpredictable environment? Uncertainty is at the core of many sequential problems, and most of the time, we have to make decisions without knowing future data or outcomes. Frequently, DMs agree to give end-users a minimum quality of service, which most of the time translates into a hard baseline requirement. For instance, cloud users buy resources and expect to find them whenever they connect to the cloud. On the other side, DMs have their own goals, which often compete with the baseline requirements. For example, it is common for cloud providers to aim for high utilization of resources; however, this goal competes with the baseline requirements for cloud users. Indeed, just meeting baseline requirements can lead to poor utilization of the resources, and just concentrating on utilization may deprive users of computational resources. We propose a model for this question in Chapter 2. See also the next section for a summary of that chapter.
2. How should we face the allocation of resources when the source of uncertainty is revealed after an irrevocable decision? For example, it is hard to preempt the exact resources users need in cloud computing before they start using their resources. In another example, it is hard to know which user will click on an ad in online advertising. Unfortunately, many models ignore the effects of the uncertainty and leave
the practitioners to deal with it. We tackle this question with dynamic models that consider by design that sources of uncertainty are revealed after making irrevocable decisions. This introduces new burdens, such as observing outcomes predicted by the model but undesirables for the DM. We provide in this thesis solutions that can recourse under any possible outcome while staying close to an optimal target solution. Moreover, from a complexity standpoint, these solutions are easy to compute and implement.
3. How should we benchmark algorithms in online/sequential environments? Benchmarking a solution is essential to communicate its quality. Competitive analysis [13] has been the gold standard for benchmarking algorithms for a long time. In this setting, we often compare the output value of an algorithm against the optimal output of a (possibly nonexistent) algorithm. In several settings, this metric is uninformative (e.g., see Chapter 3 for an example). Therefore, we require more precise metrics depending on the model. We explore in this thesis different metrics for different models, and we justify our choice in each case. Sometimes, this choice is based on community standards, while in other cases, this choice will be based on the tightest value that gives some meaningful information about our model.

### 1.2 Contributions of the Thesis

We answer these questions by studying different models for cloud computing and online advertising applications. Despite the straightforward application of the models, each of them is presented as general as possible to make them suitable beyond the motivational application. The following is a summary of the contributions of this thesis:

### 1.2.1 Dynamic Resource Allocation in the Cloud

In Chapter 2, we develop an online algorithm for allocating a resource in shared systems while satisfying a baseline requirement. In past years, multiple companies have started offering public cloud services at a low cost, e.g., Amazon WS and Microsoft Azure. Consequently, common end-users now have easy access to high-end computing technology. Sharing resources efficiently, such as CPU and bandwidth, between different users and taking advantage of economies of scale make this business model viable. Each cloud user has different demand patterns and requirements. The offered service often comes with a service-level agreement (SLA) that specifies the amount of resources a user is entitled to. Usually, providers would like to operate resources at high utilization while satisfying all the SLAs. Yet, these goals compete with each other. Just meeting SLAs can lead to poor utilization, and just concentrating on utilization may deprive users of computational resources.

## Contributions

We propose a discrete-time online model for a single shared resource that considers the following: (1) We digress from known stochastic models to adversarial users' demand model, i.e., we make no assumption over the demands. (2) We consider limited feedback from the system-common in many cloud settings-indicating users with non-empty backlogs, namely, the active users. (3) We introduce the notion of SLA satisfaction, which occurs when work done for a user in any window of time is at least the work done by her SLA.

We introduce an algorithm with provable near-optimal resource utilization and approximate SLA satisfaction, for each user. We base our algorithm on multiplicative updates. Since we are unable to see the lengths of users' backlogs, we pretend that active users have gigantic backlogs. From here, we extract a multiplicative update rule that boosts active users; however, active users who are assigned less than their SLA are boosted slightly more than the
rest. We provide regret-like guarantees against any dynamic offline solution-rather than static solutions often found in regret analysis. We use our algorithm's dynamic to construct dual feasible solutions of a dynamic work-maximization LP. For SLA satisfaction, using the boosted update, we show that users with a backlog recover their SLA requirements in a few steps. Finally, we present extensive empirical studies of our algorithm on synthetic data and real data from production services in Microsoft's cloud.

The results of this chapter appeared in the INFORMS Journal of Operations Research [139]. This was joint work with M. Singh, A. Toriello and I. Menache (Microsoft Research). A preliminary version of this article was a runner-up for the 2019 ICS Student Paper Prize.

### 1.2.2 Adaptive Bin Packing with Overflow

In Chapter 3, we examine a general stochastic bin packing problem. In the standard online bin packing formulation, $n$ items with sizes in $[0,1]$ arrive in an online fashion, and we aim to pack the items into the fewest possible unit-capacity bins. Applications appear in virtual machine (VM) allocation, scheduling problems, and others. In many cases, the items' sizes are uncertain and modeled via probability distributions, with most of the models assuming that sizes are known upon arrival. Yet, in many practical cases, this is unrealistic. In VM allocation into servers, the resources required by VMs are often uncertain and deviate from their typical utilization. VMs with utilization higher than expected can destabilize the server, affecting operating costs; however, we can only learn the resources used after allocating the VM.

## Contributions

We introduce an online bin packing problem that considers the following: (1) Arrivals are adversarial distributions and the length of the item sequence is unknown to the decisionmaker. (2) In contrast to existing work in stochastic bin packing, when an item arrives, the decision-maker only sees a distribution of its size. (3) The decision-maker learns the
item's actual size only after irrevocably placing it in a bin; hence, overflowing a bin is a possibility. (4) An overflowed bin incurs in a large penalty and renders the bin unusable from that point on-e.g. a server overload. The goal is to minimize the expected cost given by the sum of the number of open bins and the overflow penalty.

We design an online algorithm that incurs an expected cost of at most a constant factor times the cost incurred by the optimal packing policy when item sizes are an i.i.d. sequence. Our algorithm keeps the number of overflowed bins bounded by a small fraction of the bins used. This is appealing for risk-averse applications where overflowing bins might affect largely the operating costs. Our proofs are based on careful modifications of decision trees that transform any decision tree into the decision tree of our algorithm, by incurring in a constant multiplicative loss. We also consider the sequential offline version of the packing problem, where we know all the distributions in advance. We design a polynomial-time approximation scheme policy with a small additional bin capacity. We also show that computing the optimal cost is \#P-hard.

The results of this chapter were published in the INFORMS Journal of Mathematics of Operations Research [141]. This article was joint work with M. Singh and A. Toriello.

### 1.2.3 Robust Online Selection with Uncertain Offer Acceptance

In Chapter 4, we digress from cloud computing applications, and we move to a model motivated by online advertising. Effective online advertising has been crucial for companies like Meta and Google. However, not only big companies benefit from displaying ads online. Numerous small businesses now have access to global platforms and higher chances to reach the right customers. It has been estimated that the click-through rates (CTR) are relatively small, of the order of $1 \%$ [71]. That means that out of 100 online users who observe the same ad on a web page, only one will click on it on average. The current models used to design algorithmic solutions for online advertising either ignore the effect of CTR
or average it to the model's objective. Studying models and implementing solutions that take into account CTR and the impact of users ignoring ads could potentially increase the revenue for the platforms and the service for the advertisers.

## Contributions

We model this problem as a secretary problem, where candidates (the users) can reject the offer (the ad). A sequence of competing candidates arrives online in random order. Upon arrival, we can assess the quality of the candidate compared to previously observed ones, and we either extend an offer to the candidate or move on to assess the next one, without the possibility of recalling previously observed candidates. The candidate can accept the offer with probability $p$ and the process ends, or reject it, in which case we move on to assess the next one. Suppose that we knew that a top $k$ candidate is willing to accept an offer, then we would like to maximize the probability of making an offer to one of such candidates. In reality, we do not know $k$, thus we consider a robust objective that maximizes the minimum of all these probability-based scenarios for all $k$. A robust objective of at least $\gamma$ guarantees a probability of success at least $\gamma$ in any of these possible scenarios where a top $k$ candidate is willing to accept an offer.

We provide an optimal algorithm, which attains the optimal robust objective. The algorithm solves a linear program (LP) and implements its optimal solution in the input sequence. We use a Markov decision processes framework to deduce our LP, and this deduction is generalizable to other online selection problems. We further our analysis by providing closed-form bounds for the robust objective and near-optimal policies. We do this by using an infinite LP, the limit of our LP when the number of candidates goes to infinite. Moreover, in utility settings, we show that our algorithm is optimal among all algorithms that can make decisions based on the rank of the values and attains a fraction of at least the robust objective of the optimal offline value.

Part of this chapter is in the preprint [140]. This is joint work with M. Singh and A. Toriello.

## CHAPTER 2

## DYNAMIC RESOURCE ALLOCATION IN THE CLOUD WITH NEAR-OPTIMAL EFFICIENCY

Cloud computing has motivated renewed interest in resource allocation problems with new consumption models. A common goal is to share a resource, such as CPU or I/O bandwidth, among distinct users with different demand patterns as well as different quality of service requirements. To ensure these service requirements, cloud offerings often come with a service level agreement (SLA) between the provider and the users. An SLA specifies the amount of a resource a user is entitled to utilize. In many cloud settings, providers would like to operate resources at high utilization while simultaneously respecting individual SLAs. There is typically a tradeoff between these two objectives; for example, utilization can be increased by shifting away resources from idle users to "scavenger" workload, but with the risk of the former then becoming active again. We study this fundamental tradeoff by formulating a resource allocation model that captures basic properties of cloud computing systems, including SLAs, highly limited feedback about the state of the system, and variable and unpredictable input sequences. Our main result is a simple and practical algorithm that achieves near-optimal performance on the above two objectives. First, we guarantee nearly optimal utilization of the resource even if compared to the omniscient offline dynamic optimum. Second, we simultaneously satisfy all individual SLAs up to a small error. The main algorithmic tool is a multiplicative weight update algorithm, and a primal-dual argument to obtain its guarantees. We also provide numerical validation on real data to demonstrate the performance of our algorithm in practical applications.

The content of this chapter appeared in the INFORMS Journal of Operations Research,

2021 [139]. It was joint work with M. Singh, A. Toriello, and I. Menache. This work was also supported by the U.S. National Science Foundation via grants CMMI 1552479, AF 1910423 and AF 1717947.

### 2.1 Introduction

Cloud computing has motivated renewed interest in resource allocation, manifested in new consumption models (e.g., AWS spot pricing), as well as the design of resource-sharing platforms [99, 170]. These platforms need to support a heterogenous set of users, also called tenants, that share the same physical computing resource, e.g., CPU, memory, I/O bandwidth. Providers such as Amazon, Microsoft and Google offer cloud services with the goal of benefiting from economies of scale. However, the inefficient use of resources -over-provisioning on the one hand or congestion on the other - could result in a low return on investment or in loss of customer goodwill, respectively. Hence, resource allocation algorithms are key for efficiently utilizing cloud resources.

To ensure quality of service, cloud offerings often come with a service level agreement (SLA) between the provider and the users. An SLA specifies the amount of resource the user is entitled to consume. Perhaps the most common example is renting a virtual machine (VM) that guarantees an explicit amount of CPU, memory, etc. Naturally, VMs that guarantee more resources are more expensive. In this context, a simple allocation policy is to assign each user the resources specified by their SLAs. However, such an allocation can be wasteful, as users may not need the resource at all times. In principle, a dynamic allocation of resources can increase the total efficiency of the system. However, allocating resources dynamically without carefully accounting for SLAs can lead to user dissatisfaction.

Recent scheduling proposals address these challenges through work-maximizing yet fair schedulers [176, 82]. However, such schedulers do not have explicit SLA guarantees. On the other hand, other works focus on enforcing SLAs [54, 104, 88], but do not explicitly
optimize the use of extra resources.

Our goal in this work is to understand the fundamental tradeoff between high utilization of resources and SLA satisfaction of individual users. In particular, we design algorithms that guarantee both near optimal utilization as well as the satisfaction of individual SLAs, simultaneously. To that end, we formulate a basic model for online dynamic resource allocation. We focus on a single divisible resource, such as CPU or I/O bandwidth, that has to be shared among multiple users. Each user also has an SLA that specifies the fraction of the resource it expects to obtain. The actual demand of the user is in general timevarying, and may exceed the fraction specified in the SLA. As in many real systems, the demand is not known in advance, but rather arrives in an online manner. Arriving demand is either processed or queued up, depending on the resource availability. In many real-world scenarios, it is difficult to measure the actual demand size (see, e.g., [133]). Accordingly, we assume that the system (and the underlying algorithm) receives only a simple binary feedback per user at any given time: whether the user queue is empty (the user's work arriving so far has been completed), or not. This is a plausible assumption in many systems, because one can observe workload activity, yet anticipating how much of the resource a job will require is more difficult. Additionally, it also models settings where demands are not known in advance.

While online dynamic resource allocation problems have been studied in different contexts and communities (see Section 2.1.3 for an overview), our work aims to address the novel aspects arising in the cloud computing paradigm, particularly the presence of SLAs, the highly limited feedback about the state of the system, and a desired robustness over arbitrary input sequences. For the algorithm design itself, we pay close attention to practicality; our approach involves fairly simple computations that can be implemented with minimal overhead of space or time. Our algorithm achieves nearly optimal utilization of the resource, as well as approximately satisfying the SLA of each individual user. We see two
main use-cases for the algorithm:

- In enterprise settings ("private cloud"), different applications or organizations share the same infrastructure. These often have SLAs, but providers would still like to maximize the ROI by maximizing utilization [148].
- In public clouds, users buy VMs, which are offered at different "sizes" (which is practically the SLA). In addition, the service providers offer "best-effort" alternatives, such as Azure Batch (MS) or Spot instances (AWS). In our model, these services can be modeled by giving an SLA of zero. Here, satisfying the VM SLAs and achieving high utilization are both important; indeed, the provider is paid for the best-effort workloads only if it completes these jobs. Our work can be viewed as a principled way to accommodate such services, and even give VMs better service than expected, an important consideration as public cloud offerings gradually become commoditized.


### 2.1.1 The Model

We consider the problem of having multiple tenants or users sharing a single resource, such as CPU, I/O or networking bandwidth. For simplicity, we assume that the total resource capacity is normalized to 1 . We have $N$ users sharing the resource, a finite but possibly unknown discrete time horizon indexed $t=1, \ldots, T$, and an underlying queuing system. For each user $i$, we are also given an expected share of resource $\beta(i) \geq 0$ satisfying $\sum_{i=1}^{N} \beta(i) \leq 1$. The input is an online sequence of workloads $L_{1}, \ldots, L_{T} \in \mathbf{R}_{+}^{N}$, where $L_{t}(i) \geq 0$ corresponds to $i$ 's workload arising at time $t$. The system maintains a queue $Q_{t}(i)$, denoting $i$ 's remaining work at time $t$. In our model, the decision maker does not have direct access to the values of the queues or the workloads. This allows us to consider settings where the job sizes are not known in advance and minimal information is available about the underlying system, a regular occurrence in many cloud settings. At time $t$, the
following happens:

1. Feedback: The decision maker observes which queues are non-empty (the set of users $i$ with $Q_{t}(i)>0$, the active users), and which are empty $\left(Q_{t}(i)=0\right.$, the inactive users).
2. Decision: The decision maker updates user resource allocations $h_{t}(i)$, satisfying $\sum_{i} h_{t}(i) \leq 1$.
3. Update: The load $L_{t}(i)$ for each $i$ arrives and each user processes as much of the work from the queue plus the arriving workload as possible. The work completed by user $i$ in step $t$ is

$$
w_{t}(i):=\min \left\{h_{t}(i), L_{t}(i)+Q_{t}(i)\right\} .
$$

The queues at the end of the time step are updated accordingly,

$$
Q_{t+1}(i)=\max \left\{0, L_{t}(i)+Q_{t}(i)-h_{t}(i)\right\} .
$$

We assess the performance of any algorithm based on two measures.

1. Work Maximization. The algorithm should maximize the total work completed over all users, and thus utilize the resource as much as possible.
2. SLA Satisfaction. The algorithm should (approximately) satisfy the SLAs in the following manner. The work completed by user $i$ up to any time $1 \leq t \leq T$ should be no less than the work completed for this user up to $t$ if it were given a constant $\beta(i)$ fraction of the resource over the whole horizon.

Achieving either of the criteria on their own is straightforward. A greedy strategy that takes away resources from an idle user and gives them to any user whose queue is nonempty is approximately work-maximizing (see Appendix 2.A. 5 for details). On the other
hand, to satisfy the SLAs, we give each user a static assignment of $h_{t}(i):=\beta(i)$ for all $t$. Naturally, the two criteria compete with each other; the following examples illustrate why these simple algorithms do not satisfy both simultaneously.


Figure 2.1: Example of loads and work for 3 users. The blue dashed lines show each user's workload. The green areas represent the work done by the users. The red dashed lines depict SLAs.

Example 1. We have a shared system with three users and corresponding SLAs $\beta(1)=$ $0.5, \beta(2)=0.2$ and $\beta(3)=0.3$. Loads are defined by

$$
L_{t}(1)=\left\{\begin{array}{ll}
1 & t=1, \ldots, T / 3,2 T / 3+1, \ldots, T \\
0 & t=T / 3+1, \ldots, 2 T / 3
\end{array}, \text { and } \quad L_{t}(2)=L_{t}(3)=1-L_{t}(1) .\right.
$$

We assume that $T$ is divisible by 3. In Figure 2.1 we show the three users' loads in blue dashed lines and the corresponding SLAs in dotted red lines. The static solution given by the SLAs, i.e. $h_{t}(i)=\beta(i)$ for all $t$, ensures a total of $5 T / 6$ work done. However, the dynamic policy shown in the green line, given by

| $t$ | $[0, T / 3]$ | $[T / 3+1,2 T / 3]$ | $[2 T / 3+1, T]$ |
| :---: | :---: | :---: | :---: |
| $h_{t}(1)$ | 1 | 0 | 0.5 |
| $h_{t}(2)$ | 0 | 0.4 | 0.2 |
| $h_{t}(3)$ | 0 | 0.6 | 0.3 |

ensures $T$ work is done (the green area). Moreover, it also ensures SLA satisfaction at all times. An alternative policy is

| $t$ | $[0, T / 3]$ | $[T / 3+1,2 T / 3]$ | $[2 T / 3+1, T]$ |
| :---: | :---: | :---: | :---: |
| $h_{t}(1)$ | 1 | 0 | 0 |
| $h_{t}(2)$ | 0 | 1 | 0 |
| $h_{t}(3)$ | 0 | 0 | 1 |

which is also work maximizing. However, it does not ensure SLA satisfaction. Indeed, this policy does not satisfy user 3's SLA at any time in $(T / 3,2 T / 3]$.

We remark that achieving both criteria is relatively simple if we allow the decision maker to observe demand or even the queue length. This can be achieved by first allocating to each user as much of the resource as necessary up to their SLA, and then distributing the remaining resource arbitrarily among users with additional demand. The versatility of our setting stems from the limited feedback in the form of binary information about idle and busy users. In our cloud computing context, full demand information or even visible queue lengths are unrealistic assumptions.

### 2.1.2 Results and Contributions

We design a simple and efficient online algorithm that achieves approximate work maximization as well as approximate SLA satisfaction even in the limited feedback model that we consider. For work maximization, we analyze the performance by comparing our algorithm to the optimal offline dynamic allocation that knows all the data up front. In contrast, our online algorithm receives limited feedback even in an online setting. Thus, our aim is to minimize the quantity

$$
\operatorname{work}_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}-\operatorname{work}_{\mathrm{alg}}=\sum_{t=1}^{T} \sum_{i} w_{t}^{*}(i)-\sum_{t=1}^{T} \sum_{i} w_{t}(i),
$$

where work $_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}$ is the optimal offline work done by dynamic allocations $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$, $\mathbf{w}_{t}^{*}=\left(w_{t}^{*}(1), \ldots, w_{t}^{*}(N)\right)$ is the work done at time $t$ by these allocations, and work ${ }_{\text {alg }}$ is the work done by the algorithm with allocations $\mathbf{h}_{1}, \ldots, \mathbf{h}_{T}$ and work $\mathbf{w}_{t}=\left(w_{t}(1), \ldots, w_{t}(N)\right)$
at time $t$. The objective of the decision maker is to minimize this quantity by constructing a sequence of good allocations that approach the best allocations in hindsight. Note that our benchmark is dynamic, rather than the more common static offline optimum usually considered in regret minimization [16, 96, 155]. Similarly, for SLA satisfaction, our benchmark is the total work done for a user if they were given $\beta(i)$ resources for each time $1 \leq t \leq T$. We give a bi-criteria online algorithm that achieves nearly the same performance as the benchmarks if the resources for the latter are slightly more constrained than that of the algorithm. Algorithm 1, which we formally describe in Section 2.2, follows a multiplicative weight approach. The idea is to boost the allocations of active users by a factor greater than 1 , with more emphasis on users with current allocation below their SLA. This intuition translates into a simple update that ensures high utilization of the resource and SLA satisfaction; formally:

Theorem 2.1. For any input parameter $0<\varepsilon \leq 1 / 10, \operatorname{SLAs} \beta=(\beta(1), \ldots, \beta(N))$ satisfying $\beta(i) \geq 2 \frac{\varepsilon}{N}$, and online loads $L_{1}, \ldots, L_{T} \in \mathbf{R}_{\geq 0}^{N}$, Algorithm 1 achieves the following guarantees:

1. Approximate Work Maximization. Let $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*} \in[0,1]^{N}$ be an optimal offline sequence of allocations such that $\sum_{i} h_{t}^{*}(i)=1$ for all $1 \leq t \leq T$. Then

$$
\operatorname{work}_{a l g} \geq(1-\varepsilon) \text { work }_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}-\mathcal{O}\left(N \varepsilon^{-2} \log (N / \varepsilon)\right)
$$

2. Approximate SLA Satisfaction. There exists $\tilde{p}=\tilde{p}(N, \varepsilon)=\mathcal{O}\left(N^{2} \varepsilon^{-3} \log (N / \varepsilon)\right)$ such that for any user $i$ and time $t$, if we take $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime} \in[0,1]^{N}$ to be any sequence of allocations with $h_{t}^{\prime}(i) \leq \beta(i)$, then

$$
\sum_{\tau=1}^{t} w_{\tau}(i) \geq(1-2 \varepsilon) \sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)-\beta(i) \tilde{p}
$$

where $\mathbf{w}_{t}^{\prime}$ is the work performed by the allocations $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$.

The first part of Theorem 2.1 asserts that if $T$ is known for the system, we can achieve work $_{\text {offline }}-$ work $_{\text {alg }} \leq \mathcal{O}\left(T^{2 / 3} \log T\right)$ with $\varepsilon=\Theta\left(\frac{N^{1 / 3}}{T^{1 / 3}}\right)$. However, this choice of $\varepsilon$ is suboptimal for SLA satisfaction. We can achieve an improved bound for SLA satisfaction (when $t=T$ ) by picking $\varepsilon=\Theta\left(\frac{N^{1 / 3}}{T^{1 / 4}}\right)$. If $T$ is unknown, we can use a standard doubling trick, see for example [155]. Summarizing, we obtain the following result.

Corollary 2.1.1. For $\varepsilon=\Theta\left(\frac{N^{1 / 3}}{T^{1 / 4}}\right)$, Algorithm 1 guarantees

$$
\operatorname{work}_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}-\operatorname{work}_{a l g} \leq \mathcal{O}\left(N^{1 / 3} T^{3 / 4}+N^{1 / 3} T^{1 / 2} \log (N T)\right)=\mathcal{O}\left(N^{1 / 3} T^{3 / 4}\right)
$$

where $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$ are optimal offline dynamic allocations.

As $T$ grows, Corollary 2.1.1 guarantees that the rate of work done by our algorithm $\frac{\text { work }_{\text {alg }}}{T}$, approaches the rate of work done by the optimal dynamic solution $\frac{\text { work }_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}^{T}}{}$. We emphasize again that this is a stronger guarantee using the much more powerful optimal dynamic solution as a benchmark, rather than the typical static allocation used in regret analysis for online algorithms. Such a guarantee can be obtained in our model because the incomplete work remains stored in the queues until we are able to finish it; this allows the algorithm to catch up with the incomplete work.

The second result in Theorem 2.1 states that the work done by any individual user is comparable to the work done by their promised SLA. In other words, the user's queue length is not much larger than it would be under a static SLA allocation. By using $\varepsilon=\Theta\left(\frac{N^{1 / 3}}{T^{1 / 4}}\right)$ we obtain the following result.

Corollary 2.1.2. Let $\varepsilon=\Theta\left(\frac{N^{1 / 3}}{T^{1 / 4}}\right)$. For a user $i, Q_{T}(i) \leq Q_{T}^{\prime}(i)+\mathcal{O}\left(N T^{3 / 4} \log (N T)\right)$, where $Q_{t}$ is the queue given by Algorithm 1 and $Q_{t}^{\prime}$ is the queue induced by any dynamic policy $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$ with $h_{t}^{\prime}(i) \leq \beta(i)$.

We remark that we need to bound the SLAs away from $\frac{\varepsilon}{N}$; in Theorem 2.1 we use the bound $\beta(i) \geq 2 \frac{\varepsilon}{N}$. This condition is necessary in our analysis to guarantee that there is an over-provisioned $\left(h_{t}(i)>\beta(i)\right)$ user from which we can move allocation to an underprovisioned user. See Theorem 2.5 for details and a more relaxed bound.

Corollary 2.1.1's guarantee is near-optimal asymptotically in $T$ in terms of work maximization, as the following result shows. The proof of this result appears in Appendix 2.A.6.

Theorem 2.2. For any online deterministic algorithm $\mathcal{A}$ for our model, there is a sequence of online loads $L_{1}, \ldots, L_{T}$ such that work $_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}-\operatorname{work}_{\mathcal{A}}=\Omega(\sqrt{T})$, where $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$ are optimal offline dynamic allocations.

Our algorithm follows a mirror descent approach [24, 96]. Unable to see the lengths of the queues, a (naive) approach is to pretend that active users have gigantic queues. From this approach we extract a simple update rule that multiplicatively boosts active users; however, active users who are under their SLA are boosted slightly more than other active users. If inactive users are assigned more than $\varepsilon$ of the resource, where $\varepsilon$ is the algorithm parameter, active users ramp up their allocation in few iterations. In the opposite case, at least $1-\varepsilon$ of the resource is assigned to active users, and the slight boost to users below their SLA ensures a healthy re-balancing of the resource. We show that this efficient heuristic strategy is enough to achieve approximate work maximization and SLA satisfaction. We remark that the mirror descent interpretation is only used to provide intuition for the algorithm, and our proofs follow a different path than the usual mirror descent analysis. Later, we detail a slight modification that enjoys the same theoretical guarantees as Algorithm 1 but in practice exhibits more desirable behavior (see Algorithm 2). Intuitively, among active users, the modified algorithm tries to keep allocations proportional to their SLAs. This behavior is appealing; for example, a user $A$ with twice the SLA of another user $B$ would expect in practice to perform at least twice as much work. Similarly, user $B$ would expect to receive no less than half of user $A$ 's allocation. This second algorithm exhibits another in-
teresting feature; it can be applied to over-committed regimes with $\sum_{i=1}^{N} \beta(i)>1$, remain work-maximizing, and satisfy a normalized version of SLA satisfaction (see Section 2.3.4).

The analysis of the algorithm relies on a primal-dual fitting approach. For work maximization, we can write the offline dynamic optimal allocation as a solution to a linear program and then construct feasible dual solutions with objective value close to the algorithm's resource utilization. A crucial ingredient of the algorithm is the use of entropic projection on the truncated simplex, which ensures every user gets at least a $\varepsilon / N$ fraction of the resource at all times. Intuitively, this means any user with a non-empty queue will recover their SLA requirement in a few steps.

We do an extensive analysis of our algorithm on synthetic data as well as real data obtained from CPU traces of a production service in Microsoft's cloud. We aim to quantify the performance of the algorithm on three objectives, (i) work maximization, (ii) SLA guarantee and (iii) queue behaviour. While our theoretical results give guarantees for these objectives, we show experimentally that the algorithm exceeds these guarantees. We benchmark the algorithm against natural online algorithms, such as a static allocation as given by the SLA guarantee, or the algorithm that aims to proportionally distribute the resource among active clients (according to their SLA). We also benchmark against offline algorithms that know all input data up front; our algorithm's performance on various measures is comparable to the offline algorithms.

This work is organized as follows. In Section 2.2, we present the preliminaries and the basic version of the multiplicative weight algorithm. Section 2.3 contains the proof of Theorem 2.1 in the bi-criteria form. We split the proof into two parts: work maximization in Section 2.3.2 and SLA satisfaction in 2.3.3. In Section 2.3.4, we present the extension of our algorithm and its guarantees. Finally, in Section 2.4 we present numerical experiments that empirically validate our results, and conclude in Section 2.5.

### 2.1.3 Related Work

There has been growing interest in resource allocation problems arising from cloud computing applications, both from a practical as well as a theoretical standpoint [88, 99, 148, $104,54,133,170,134,130]$. The focus of many of these works has been to understand the trade-offs between efficiency and ensuring guarantees to individual users.

On the more theoretical side, the cloud computing allocation problem has been modeled as a stochastic allocation problem [126, 125, 124]. The underlying models draw inspiration from a large body of work on stochastic network control, originating from the seminal work of $[165,166]$, followed by additional related research, e.g., on uplink and downstream scheduling in wireless networks $[135,136]$. The analytical results in these papers characterize the stability region of the arrival processes under certain stochastic assumptions (e.g., i.i.d. processes), and suggest algorithms that achieve maximal throughput. The main distinction between these works and ours is that we assume an adversarial input, i.e., we do not make stationary distributional assumptions on the input. Another difference is that our model centers on the notion of an SLA which is known to the algorithm. This allows us to address the over-committed case (see Algorithm 2), which is especially relevant in cloud settings.

Despite these modeling differences, there are some parallels worth mentioning. For example, we design algorithms with rate of work $\frac{\text { workalg }^{T}}{T}$ approaching the optimal offline rate of work; this translates to the average delay $\frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{N} Q_{t}(i)$ converging to the optimal offline average delay. This result can be compared to the limiting behavior of the Markov process in many of the stochastic network models. For example, [136] studies a system of $N$ users connecting to a server via ON/OFF channels. The paper presents an algorithm that ensures bounded average delay $\lim \sup _{T} \frac{1}{T} \mathbf{E}\left[\sum_{t=1}^{T} \sum_{i=1}^{N} Q_{i}(t)\right]$ for any input within the interior of the stability region; here $Q_{i}(t)$ is the $i$-th user's backlog (queue length) at time $t$. Much of the stochastic network literature assumes full knowledge of queue lengths, e.g.
the LCQ policy in [166], although there are studies that limit the information available to the decision maker in a similar fashion to our model (see [118, 135, 124, 157]).

More broadly, the general problem of online resource allocation has been studied in both stochastic and adversarial settings; we refer the reader to the books $[13,29,163]$ on the topic. Our work differs from the aforementioned lines of research by combining the three following elements already present in the literature. First, as mentioned above, we digress from the stochastic arrival model to the adversarial setting and worst-case analysis. This makes our algorithm robust against unpredictable users' demands. For instance, demands in the morning could be totally different from demands in the afternoon or the morning of the next day. We are able to provide a single strategy that adapts easily to any scenario. Second, we provide simple online algorithms that perform well even under limited feedback, a typical situation in cloud systems in which we can only determine the utilization of a resource after it has been allocated. Finally, we consider SLA satisfaction as a measure of user contentment, and seek to satisfy it up to a small error.

There is now an extensive literature devoted to the pricing of cloud computing services. In [123] the authors study a genetic model for generating a suitable pricing function in the cloud market. In [81], pricing is studied via a revenue management formulation to address resource provisioning decisions. See also [138, 156] for more pricing models. A closely related topic is fairness in resource allocation [176, 82]. Although we do not directly consider pricing, work maximization could be interpreted as a way to obtain extra revenue by allocating unused resources to active users.

More recently, there has been work considering over-commitment in the cloud [49, 86, 55], that is, selling resources beyond server capacity. One of the objectives of over-commitment is to reduce the number of servers opened in order to minimize energy consumption. In our basic model, we do not assume over-commitment, yet our algorithm can still be applied to that setting (see Algorithm 2). Specifically, we obtain a normalized version of SLA
satisfaction in the over-commitment setting, where the guarantees depend on how much the system is over-committed (see Section 2.3.4).

A fundamental tool in our design is mirror descent algorithms [24]. These first-order iterative algorithms have been widely used in optimization [24], online optimization and machine learning $[96,131,155]$ to generate update policies under limited feedback. Similarly, multiplicative weights algorithms have been widely studied in optimization [142, 16], online convex optimization [96], online competitive analysis [35] and learning theory [76, 155]. Our results bear some resemblance to regret analysis, where typically the benchmark is the optimal offline static policy [155, $96,8,33,76]$; the use of a dynamic benchmark (as in our work) is scarcer in the literature, see e.g. [93, 132, 178, 177].

### 2.2 Algorithm

### 2.2.1 Preliminaries

For $N \geq 1$, we identify the set of users with the set $[N]=\{1, \ldots, N\}$. For $0<\varepsilon<1$, we call an allocation $\mathbf{h}=(h(1), \ldots, h(N)) \in[0,1]^{N} \mathbf{a}(1-\varepsilon)$-allocation if $\sum_{i} h(i) \leq 1-\varepsilon$. We assume $N \geq 2$, that is, the system consists of at least two users.

For any $t$, we define the set of active users at that time as the set of users with non-empty queue, and denote this set by $A_{t}$. Observe that $h_{t}(i)=w_{t}(i)$ for all active users. Let $B_{t}=[N] \backslash A_{t}$ be the sets of users with empty queues at time $t$; we call these users inactive. $A_{t}$ and $B_{t}$ correspond to the feedback given to the decision maker. Also, let $A_{t}^{1}=\left\{i \in A_{t}\right.$ : $\left.h_{t}(i)<\beta(i)\right\}$ be the set of active users with allocation below their SLA and $A_{t}^{2}=A_{t} \backslash A_{t}^{1}$ be the set of active users receiving at least their SLAs.

We assume without loss of generality that the allocations set by the decision maker always add up to 1 . We propose an algorithm that uses a multiplicative weight strategy to boost a subset of users by multiplying their allocation by factor greater than one. Because the
allocations do not sum to one after applying the update, we then project them onto the simplex using the KL-divergence metric. Furthermore, to ensure no user gets an allocation arbitrarily close to zero, we in fact project onto the truncated simplex,

$$
\Delta_{\varepsilon}=\left\{\mathbf{x}=(x(1), \ldots, x(N)):\|\mathbf{x}\|_{1}=1, x(i) \geq \varepsilon / N, \forall i\right\}
$$

To fix notation, let $\pi_{\Delta_{\varepsilon}}(\cdot)$ be the projection function onto $\Delta_{\varepsilon}$ using Kullback-Leibler divergence (KL-divergence for short), i.e., $\pi_{\Delta_{\varepsilon}}(\mathbf{y}):=\operatorname{argmin}_{\mathbf{x} \in \Delta_{\varepsilon}} \sum_{i} x(i) \log (x(i) / y(i))$, where $\mathbf{y}=(y(1), \ldots, y(N)) \in \mathbf{R}_{\geq 0}^{N}$. In Appendix 2.A.1, we show how to efficiently compute this projection. The following proposition states some basic facts that are useful in our analysis. The proof appears in Appendix 2.A.1.

Proposition 2.3. Let $\mathbf{y} \in \mathbf{R}_{+}^{N}, \mathbf{x}=\pi_{\Delta_{\varepsilon}}(\mathbf{y})$, and $S=\{i: x(i)=\varepsilon / N\}$. Then:
(a) If $y(1) \leq y(2) \leq \cdots \leq y(N)$, then $S=\{1, \ldots, k\}$ for some $k \geq 0$.
(b) $x(i)=y(i) e^{\mu_{i}} C$, where $C=\left(\frac{1-\frac{\varepsilon}{N}|S|}{\sum_{j \notin S} y(j)}\right), \mu_{i} \geq 0$ for all $i$ and $\mu_{i}=0$ for $i \notin S$.
(c) x can be computed in $\mathcal{O}(N \log N)$ time.

### 2.2.2 The Multiplicative Weight Algorithm

We propose an algorithm that follows a multiplicative weight strategy (see Algorithm 1). We describe here the basic approach given by the mirror descent algorithm. In Section 2.3.4 we present an extension of the algorithm that in practice shows a better relation between the allocations and the ratios between the SLAs.

```
Algorithm 1: Multiplicative Weight Update Algorithm
    Input: Parameters \(0<\varepsilon \leq \frac{1}{10}, 0<\eta<\frac{1}{3}\).
    1 Initialization: \(\mathbf{h}_{1}\) any allocation over \(\Delta_{\varepsilon}\) and \(\lambda=\frac{\varepsilon^{2}}{8 N}\).
    2 for \(t=1, \ldots, T\) do
        Set allocation \(\mathbf{h}_{t}\).
        Read active and inactive users \(A_{t}\) and \(B_{t} . A_{t}^{1}=\left\{i \in A_{t}: h_{t}(i)<\beta(i)\right\}\),
        \(A_{t}^{2}=A_{t} \backslash A_{t}^{1}\).
        Set gain function \(g_{t}(i)=\left\{\begin{array}{ll}1+\lambda & i \in A_{t}^{1} \\ 1 & i \in A_{t}^{2} \\ 0 & i \in B_{t}\end{array}\right.\).
        Update allocation:
\[
\begin{aligned}
\widehat{h}_{t+1}(i) & =h_{t}(i) e^{\eta g_{t}(i)} . \\
\mathbf{h}_{t+1} & =\pi_{\Delta_{\varepsilon}}\left(\widehat{h}_{t+1}\right) .
\end{aligned}
\]
```

Intuitively, the algorithm boosts active users at the expense of inactive ones, and boosts users slightly more if they are currently under their SLA. The algorithm update rule comes from a mirror descent approach applied to a Lagrangian relaxation of a work-maximization linear function at time $t$. More formally, under the assumption that active users have a huge queue, we aim to maximize the objective $\sum_{i \in A_{t}} w_{t}(i)$ subject to $w_{t}(i) \geq \beta(i)$ for $i \in A_{t}$. The update rule is obtained after applying a mirror descent with a KL-divergence distance generating function over the simplex to the Lagrangian relaxation of the previous problem (see $[31,24])$. We restrict the projection to the truncated simplex so no user gets an allocation too close to 0 . We use this update rule solely to guide the algorithm's decisions; however, the proofs of work maximization and SLA satisfaction do not follow from the standard analysis of mirror descent.

### 2.3 Analysis

To give the analysis of the algorithm and prove Theorem 2.1, we prove the following stronger guarantees about Algorithm 1. We compare its performance to the optimal offline dynamic strategy that uses at most a $1-4 \varepsilon$ fraction of the resources at each time step.

Theorem 2.4. Given loads $L_{1}, \ldots, L_{T}$, for any $\varepsilon>0$ and $\eta>0$ such that $\varepsilon \leq 1 / 10$, Algorithm 1 guarantees

$$
\text { work }_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{t}^{*}}-\operatorname{work}_{a l g, t} \leq 8 \frac{N}{\varepsilon^{2} \eta} \ln (N / \varepsilon)
$$

for any time $1 \leq t \leq T$, where $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$ is the optimal offline sequence of $(1-4 \varepsilon)$ allocations and work $_{\text {alg }, t}=\sum_{i} \sum_{\tau=1}^{t} w_{\tau}(i)$ is the work done by Algorithm 1 until time $t$.

The first guarantee of Theorem 2.1 regarding work maximization now follows simply from Theorem 2.4. Given any offline dynamic policy $\mathbf{h}_{1}, \ldots, \mathbf{h}_{T}$ such that $\sum_{i} h_{t}(i)=1$, we define $\overline{\mathbf{h}}_{t}:=(1-4 \varepsilon) \mathbf{h}_{t}$, which satisfies the assumption of Theorem 2.4. Now we have

$$
\begin{aligned}
\text { work }_{\text {alg }} & \geq \operatorname{work}_{\overline{\mathbf{h}}_{1}, \ldots, \overline{\mathbf{h}}_{T}}-8 \frac{N}{(\varepsilon / 4)^{2} \eta} \ln (4 N / \varepsilon) \\
& \geq(1-4 \varepsilon) \cdot \operatorname{work}_{\mathbf{h}_{1}, \ldots, \mathbf{h}_{T}}-2000 \frac{N}{\varepsilon^{2} \eta} \ln (N / \varepsilon)
\end{aligned}
$$

where the first inequality follows from Theorem 2.4. To argue the second, let $\mathbf{w}_{1}, \ldots, \mathbf{w}_{T}$ and $\overline{\mathbf{w}}_{1}, \ldots, \overline{\mathbf{w}}_{T}$ respectively denote the work performed by allocations $\mathbf{h}$ and $\overline{\mathbf{h}}$. Then $(1-4 \varepsilon) \mathbf{w}_{1}, \ldots,(1-4 \varepsilon) \mathbf{w}_{T}$ are feasible work patterns that the allocations $\overline{\mathbf{h}}_{1}, \ldots, \overline{\mathbf{h}}_{T}$ could do, since in this setting we have $1-4 \varepsilon$ capacity and the same workload. Therefore, $(1-$ $\varepsilon) \operatorname{work}_{\mathbf{h}_{1}, \ldots, \mathbf{h}_{T}} \leq \operatorname{work}_{\overline{\mathbf{h}}_{1}, \ldots, \overline{\mathbf{h}}_{T}}$, because the users try to use their allocations at maximum.
$\left(P_{\varepsilon}\right) \quad \max \quad \sum_{i=1}^{N} \sum_{t=1}^{T} w_{t}(i)$
s.t.

$$
\begin{array}{rc}
\forall t, i & \sum_{s=1}^{t} w_{s}(i) \leq \sum_{s=1}^{t} L_{s}(i)(2.1) \\
\forall t & \sum_{i=1}^{N} w_{t}(i) \leq 1-\varepsilon \\
\forall t & \mathbf{w}_{t} \geq 0
\end{array}
$$

$\left(D_{\varepsilon}\right) \quad \min \quad \sum_{i=1}^{N} \sum_{t=1}^{T} L_{t}(i) \gamma_{t}(i)+(1-\varepsilon) \sum_{t=1}^{T} \beta_{t}$
s.t.

$$
\begin{array}{rc}
\forall t, i & \gamma_{t}(i)+\beta_{t} \geq 1 \\
\forall t & \gamma_{t} \geq \gamma_{t+1} \\
\forall t & \beta_{t}, \gamma_{t} \geq 0 \tag{2.6}
\end{array}
$$

Figure 2.2: The primal and dual LP formulation for the maximum work problem.

Similarly, for SLA satisfaction, we prove a stronger bi-criteria result that implies the SLA guarantee in Theorem 2.1.

Theorem 2.5. Let $0<\varepsilon \leq 1 / 10$ and $0<\eta \leq 1 / 3$. Take any SLAs $\beta(1), \ldots, \beta(N)$ such that $\beta(i) \geq e^{\eta(1+\lambda)} \frac{\varepsilon}{N}$, where $\lambda=\frac{\varepsilon^{2}}{8 N}$ and let $\tilde{p}=32 \frac{N^{2}}{\varepsilon^{3} \eta} \ln (N / \varepsilon)$. Then, for any user $i$ and time $t \leq T-\widetilde{p}$, if we take $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$ to be allocations such that $h_{t}^{\prime}(i)=(1-2 \varepsilon) \beta(i)$, the work done by Algorithm 1 for user i satisfies

$$
\sum_{\tau=1}^{t+\tilde{p}} w_{\tau}(i) \geq \sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)
$$

where $\mathbf{w}_{t}^{\prime}$ is the work done by the allocations $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$. Moreover, $\sum_{\tau=1}^{t} w_{\tau}(i) \geq$ $\sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)-\beta(i) \tilde{p}$.

### 2.3.1 The Offline Formulation

Before presenting the proof of Theorem 2.4, we state the offline LP formulation of the maximum work problem for $(1-\varepsilon)$-allocations. We denote by $\mathbf{w}_{t}=\left(w_{t}(1), \ldots, w_{t}(N)\right)$ the work done for each user at time $t$. Given loads $L_{1}, \ldots, L_{T}$, the offline formulation and its dual LP are given in Figure 2.2. As written, the dual LP includes a change of variable; see Appendix 2.A. 2 for details. Constraints (2.1) state that the work done for any user up to time $t$ by the allocation cannot exceed the user's loads up to that time. Constraints (2.2) limit the work performed at time $t$ to at most a $1-\varepsilon$ fraction of the resource. The LP $\left(D_{\varepsilon}\right)$
will be of special importance in the analysis. Using our algorithm, we will construct a dual feasible solution.

Observe that $\left(P_{\varepsilon}\right)$ is feasible and bounded since the feasible region is a non-empty polytope. Let $v_{P_{\varepsilon}}$ be the optimal value of $\left(P_{\varepsilon}\right)$. The following proposition gives a simple characterization of $v_{P_{\varepsilon}}$; the proof appears in Appendix 2.A.2.

Proposition 2.6. $v_{P_{\varepsilon}}=\min _{0 \leq t \leq T}\left(\sum_{s=1}^{t} \sum_{i} L_{s}(i)+(1-\varepsilon)(T-t)\right)$.

### 2.3.2 Work Maximization

In this section we prove Theorem 2.4. Our first Lemma characterizes the implications of the update rule. The proof follows from a careful analysis of the dynamics using the KL-divergence and appears in Appendix 2.A.2.

The first result of the lemma shows the behavior of active users' allocations when the system is under-utilized $(\leq 1-\varepsilon)$. In this case, all the active users receive a multiplicative boost in their allocation. The second result shows a more general behavior (see also Lemma 2.10). In this case, active users with allocation below their SLA do not decrease their allocations while the other active users might decrease their allocation, but in this case, the multiplicative penalization will be less severe.

Lemma 2.7. Let $c=\frac{\varepsilon \eta}{4 N}$. Then Algorithm 1 satisfies the following:

1. Suppose $\sum_{i \in A_{t}} h_{t}(i) \leq 1-\varepsilon$. If $i \in A_{t}$, then $h_{t+1}(i) \geq h_{t}(i)(1+c)$.
2. In general, Algorithm 1 satisfies $h_{t+1}(i) \geq h_{t}(i)$ for $i \in A_{t}^{1}$ and $h_{t+1}(i) \geq h_{t}(i)(1-$ عc) for $i \in A_{t}^{2}$.

Proof of Theorem 2.4. Given loads $L_{1}, \ldots, L_{T} \in \mathbf{R}_{+}^{N}$, consider the following $\{0,1\}$-matrix $M$ of dimension $N \times T$ that encodes the information about the status of queues obtained
while running Algorithm 1

$$
M_{i, t}= \begin{cases}0 & i \text { 's queue is empty at } t, Q_{t}(i)=0 \\ 1 & i \text { 's queue is not empty at } t, Q_{t}(i)>0\end{cases}
$$

Let $\widetilde{s}=\frac{\ln (N / \varepsilon)}{\varepsilon c}$, where $c$ is defined in Lemma 2.7. Now, pick $s^{\star}$ to be the maximum non-negative integer $s$ (including 0 ) such that

$$
\begin{equation*}
\sum_{t=1}^{s} \sum_{i} L_{t}(i) \leq \sum_{t=1}^{s+\tilde{s}} \sum_{i} w_{t}(i) \tag{2.7}
\end{equation*}
$$

Claim 2.8. Consider any block of time $[r, r+\tilde{s}]$ where $r>s^{\star}$; then there exists a user $i$ such that $M_{i, r^{\prime}}=1$ for all $r^{\prime} \in[r, r+\tilde{s}]$.

Proof. Suppose not. Then we claim that $s=r$ satisfies condition (2.7). Consider any user $i$ and let $r_{i}^{\prime} \in[r, r+\tilde{s}]$ be such that $M_{i, r_{i}^{\prime}}=0$. Then work done by the user $i$ up to time $r+\tilde{s}$ is at least

$$
\sum_{t=1}^{r+\tilde{s}} w_{t}(i) \geq \sum_{t=1}^{r_{i}^{\prime}} w_{t}(i)=\sum_{t=1}^{r_{i}^{\prime}} L_{t}(i) \geq \sum_{t=1}^{r} L_{t}(i)
$$

Now summing over all $i$, we get the desired contradiction.

We now prove the following claim that shows that the algorithm ensures that, on average, the total resource utilization after $s^{\star}$ is close to $1-4 \varepsilon$. The proof of the Claim relies on Lemma 2.7 and appears in Appendix 2.A.2.

Claim 2.9. Let $B=[r, r+\tilde{s})$ with $r>s^{\star}$ be a consecutive block of $\tilde{s}$ timesteps and let $B^{\prime}=\left\{t \in B: \sum_{j \in A_{t}} h_{t}(j) \leq 1-\varepsilon\right\}$ be the time steps in $B$ with low utilization. Then $\left|B^{\prime}\right| \leq 4 \varepsilon \tilde{s}$ and therefore, $\sum_{t=s^{\star}+1}^{T} \sum_{i} w_{t}(i) \geq(1-4 \varepsilon)\left(T-s^{\star}\right)-\widetilde{s}$.

Now, consider the following feasible dual solution of $\left(D_{4 \varepsilon}\right): \gamma_{t}(i)=1, \beta_{t}=0$ for all users $i$ and $t=1, \ldots, s^{\star}$, and $\gamma_{t}(i)=0, \beta_{t}=1$ for all users $i$ and $t=s^{\star}+1, \ldots, T$. Observe that $\sum_{t=1}^{T} \beta_{t}=T-s^{\star}$. For optimal $(1-4 \varepsilon)$-allocations $\mathbf{h}_{1}^{*} \ldots, \mathbf{h}_{T}^{*}$ we obtain

$$
\begin{align*}
\operatorname{work}_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}} & \leq v_{\text {dual }}\left(\gamma_{1}, \ldots, \gamma_{T}, \beta_{1}, \ldots \beta_{T}\right) \\
& =\sum_{t=1}^{s^{\star}} \sum_{i} L_{t}(i)+(1-4 \varepsilon)\left(T-s^{\star}\right) \\
& \leq \sum_{t=1}^{s^{\star}+\widetilde{s}} \sum_{i} w_{t}(i)+(1-4 \varepsilon)\left(T-s^{\star}\right) \\
& \leq \sum_{t=1}^{s^{\star}} \sum_{i} w_{t}(i)+\widetilde{s}+\sum_{t=s^{\star}+1}^{T} \sum_{i} w_{t}(i)+\widetilde{s}  \tag{Claim2.9}\\
& =\operatorname{work}_{\text {alg }}+8 \frac{N}{\varepsilon^{2} \eta} \ln (N / \varepsilon) .
\end{align*}
$$

(weak duality)
where we have used $\sum_{t=s^{\star}+1}^{s^{\star}+\widetilde{s}} w_{t}(i) \leq \widetilde{s}$ and the definition of $\widetilde{s}$.

### 2.3.3 SLA Satisfaction

In this section, we prove Theorem 2.5. Recall that $\lambda=\frac{\varepsilon^{2}}{8 N}$ and $A_{t}^{1}=\left\{i \in A_{t}: h_{t}(i)<\right.$ $\beta(i)\}$ is the set of active users receiving less than their SLAs and $A_{t}^{2}=A_{t} \backslash A_{t}^{1}$ is the set of active user receiving at least their SLA. Analogous to Lemma 2.7, we have the following lemma, whose proof appears in Appendix 2.A.2.

Lemma 2.10. Assume $\varepsilon \leq 1 / 10, \eta \leq 1 / 3$ and $\beta(i) \geq 2 \frac{\varepsilon}{N}$ for all users. Then for any $i \in A_{t}^{1}$, Algorithm 1 guarantees $h_{t+1}(i) \geq h_{t}(i)\left(1+c^{\prime}\right)$, where $c^{\prime}=\frac{\varepsilon \eta \lambda}{2 N}$.

Proof of Theorem 2.5. Let $\widetilde{p}=\left\lceil\frac{\ln (N / \varepsilon)}{\ln \left(1+c^{\prime}\right)}\right\rceil$, where $c^{\prime}$ is defined in Lemma 2.10. Now, we proceed by induction on $t$ to prove that $\sum_{\tau=1}^{t+\widetilde{p}} w_{\tau}(i) \geq \sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)$, where $\mathbf{w}_{t}^{\prime}$ is the work done by the allocations $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$. Clearly, the case $t=0$ is direct.

Take $t \geq 1$ and suppose the result is true for $t-1$. If there exists $r \in[t, t+\widetilde{p}]$ such that
user $i$ 's queue is empty, then

$$
\sum_{\tau=1}^{t+\widetilde{p}} w_{\tau}(i) \geq \sum_{\tau=1}^{r} w_{\tau}(i)=\sum_{\tau=1}^{r} L_{\tau}(i) \geq \sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)
$$

Therefore, assume that for all $\tau \in[t, t+\widetilde{p}]$ we have that user $i$ 's queue is non-empty. By the induction hypothesis

$$
\sum_{\tau=1}^{t-1+\widetilde{p}} w_{t}(i) \geq \sum_{\tau=1}^{t-1} w_{\tau}^{\prime}(i)
$$

In order to complete the proof, we need to prove that $w_{t+\tilde{p}}(i) \geq w_{t}^{\prime}(i)$. We proceed as follows. Suppose that for all $\tau \geq t$ we have $w_{\tau}(i)<(1-\varepsilon) \beta(i)$. By Lemma 2.10, at each time $\tau \in[t, t+\widetilde{p}]$ the allocation of user $i$ increases multiplicatively by a rate $\left(1+c^{\prime}\right)$. Therefore,

$$
w_{t+\widetilde{p}}(i) \geq \frac{\varepsilon}{N}\left(1+c^{\prime}\right)^{\widetilde{p}} \geq 1 \geq \beta(i)
$$

a contradiction. From the previous analysis we obtain the existence of $\tau^{\star} \in[t, t+\widetilde{p}]$ such that $w_{\tau^{\star}}(i) \geq(1-\varepsilon) \beta(i)$. By using Lemmas 2.7 and 2.10 , we can show that the allocation $h_{\tau}(i)$ will never go below $(1-\varepsilon c)(1-\varepsilon) \beta(i)$ for all $\tau \geq \tau^{\star}$. In particular $w_{t+\widetilde{p}}(i) \geq(1-\varepsilon c)(1-\varepsilon) \beta(i) \geq(1-2 \varepsilon) \beta(i) \geq w_{t}^{\prime}(i)$.

### 2.3.4 Extension to Proportionality and Over-commitment

In the previous subsections, we have introduced the first version of the multiplicative weights algorithm. We explained how we deduced our algorithm using mirror descent and proved its theoretical guarantees. Even though Algorithm 1 guarantees individual SLA satisfaction, this simple policy can lead to undesirable results that do not respect the ratio between allocations. If one user has an SLA twice the size of another, it would be reasonable for the former to expect allocations at least twice as big as the latter's if both are consistently busy. Likewise, the second user would expect allocations no less than half of the first user's. In other words, both users should expect shares that respect the ratio
between their SLAs.

To illustrate this unsatisfactory behavior in Algorithm 1, we run it with three users having SLAs $\beta(1)=0.5, \beta(2)=0.3$ and $\beta(3)=0.2$. We set $\eta \leq 1 / 3$ and $\varepsilon \leq 1 / 10$. For simplicity, the initial allocation will be uniform. In our example, user 1 is always idle. User 2 consistently demands 1 unit of resource. User 3 begins idle and remains so until user 2's allocation reaches $1-\varepsilon$. This takes roughly $\frac{1}{\eta \varepsilon}$ time steps; call this time $t_{0}$. Starting at time $t_{0}$, user 3 demands unit loads every time step for the rest of the horizon. Initially, the allocations are uniformly $1 / 3$ for everyone. Between time 1 and $t_{0}$, user 2's allocation increases until it hits $1-\varepsilon$, since they are the only active user. After $t_{0}$, user 3 becomes active, and has an allocation below their SLA. Therefore, the algorithm redistributes allocation from user 2 to 3 until user 3's allocation hits 0.2 . After this, allocations remain stable at approximately $h_{t}(1)=\frac{\varepsilon}{3}, h_{t}(2)=0.8-\frac{\varepsilon}{3}$ and $h_{t}(3)=0.2$. User 2 receives about 4 times the allocation of user 3 if $\varepsilon$ is small enough. However, a better allocation for user 2 and 3 is $\frac{\beta(2)}{\beta(2)+\beta(3)}=\frac{3}{5}$ and $\frac{\beta(3)}{\beta(2)+\beta(3)}=\frac{2}{5}$ respectively. These allocations reflect the ratio $\frac{\beta(2)}{\beta(3)}$ between active users.

Given this, we propose a slight modification of Algorithm 1, shown in Algorithm 2. As before, the plan is always to benefit active users. However, this time, we boost active users slightly more if they fall behind their "proportional SLA" among active users. Intuitively, if there are $n<N$ active users for a long period of time, the allocation of these active users should converge to their proportional share.

```
Algorithm 2: Extended Multiplicative Weight Update Algorithm
```

Input: Parameters $0<\varepsilon \leq 1 / 10,0<\eta<1 / 3$.
1 Initialization: $\mathbf{h}_{1}$ any allocation over $\Delta_{\varepsilon}$ and $\lambda=\frac{\varepsilon^{2}}{8 N}$.
2 for $t=1, \ldots, T$ do
Set allocation $\mathbf{h}_{t}$.
Read active and inactive users $A_{t}$ and $B_{t}$.

$$
A_{t}^{1}=\left\{i \in A_{t}: h_{t}(i)<(1-\varepsilon) \frac{\beta(i)}{\sum_{j \in A_{t}} \beta(j)}\right\}, A_{t}^{2}=A_{t} \backslash A_{t}^{1} .
$$

Set gain function $g_{t}(i)=\left\{\begin{array}{ll}1+\lambda & i \in A_{t}^{1} \\ 1 & i \in A_{t}^{2} \\ 0 & i \in B_{t}\end{array}\right.$.
Update allocation: $\widehat{h}_{t+1}(i)=h_{t}(i) e^{\eta g_{t}(i)}, \forall i$ and $\mathbf{h}_{t+1}=\pi_{\Delta_{\varepsilon}}\left(\widehat{h}_{t+1}\right)$

For technical reasons, the set $A_{t}^{1}$, the active users with allocation below their proportional share among active users at time $t$, has to be defined as

$$
\left\{i \in A_{t}: h_{t}(i)<(1-\varepsilon) \frac{\beta(i)}{\sum_{j \in A_{t}} \beta(j)}\right\} .
$$

The reason behind this choice is to ensure that if $A_{t}^{1} \neq \emptyset$ and the resource is nearly fully utilized, i.e., $\sum_{i \in A_{t}} h_{t}(i) \geq 1-\varepsilon$, then there is a different active user $j \neq i$ from which we can move allocation to $i$. This is fundamental in the proof of Theorem 2.12 below.

In terms of work maximization and SLA satisfaction, Algorithm 2 provides exactly the same guarantees as Algorithm 1.

Theorem 2.11. Given loads $L_{1}, \ldots, L_{T}$, for any $\varepsilon>0$ and $\eta>0$ such that $\varepsilon \leq 1 / 10$, Algorithm 2 guarantees

$$
\text { work }_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{t}^{*}}-\text { work }_{a l g, t} \leq 8 \frac{N}{\varepsilon^{2} \eta} \ln (N / \varepsilon)
$$

for any time $1 \leq t \leq T$, where $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$ is an optimal offline sequence of $(1-4 \varepsilon)$ allocations and work $_{\text {alg }, t}=\sum_{i} \sum_{\tau=1}^{t} w_{\tau}(i)$ is the overall work done by Algorithm 2 until time $t$.

The proof of Theorem 2.11 is exactly the same as the proof of Theorem 2.4. To see this, observe that the proof of Theorem 2.4 only uses the fact that the allocations of every active user get a multiplicative boost whenever the usage is below $1-\varepsilon$. The last statement is true since Lemma 2.7 also holds in this case.

For SLA satisfaction, we have the following stronger statement.

Theorem 2.12. Let $0<\varepsilon \leq 1 / 10,0<\eta \leq 1 / 3, \lambda=\frac{\varepsilon^{2}}{8 N}$ and $\tilde{p}=32 \frac{N^{2}}{\varepsilon^{3} \eta} \ln (N / \varepsilon)$. Take any SLAs $\beta(1), \ldots, \beta(N)$ such that $\frac{\beta(i)}{\sum_{k} \beta(k)} \geq \frac{e^{\eta(1+\lambda)}}{1-\varepsilon} \frac{\varepsilon}{N}$. Then, for any user $i$ and time $t$, if we take $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$ to be the allocations such that $h_{t}^{\prime}(i)=(1-2 \varepsilon) \frac{\beta(i)}{\sum_{k} \beta(k)}$, the work done by Algorithm 1 for user i satisfies

$$
\sum_{\tau=1}^{t+\tilde{p}} w_{\tau}(i) \geq \sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)
$$

where $\mathbf{w}_{t}^{\prime}$ is the work done by the allocations $\mathbf{h}_{1}^{\prime}, \ldots, \mathbf{h}_{T}^{\prime}$. Moreover, we have $\sum_{\tau=1}^{t} w_{\tau}(i) \geq$ $\sum_{\tau=1}^{t} w_{\tau}^{\prime}(i)-\frac{\beta(i)}{\sum_{k} \beta(k)} \tilde{p}$.

The proof of this result is similar to the proof of Theorem 2.5. A subtle difference is that the analogue of Lemma 2.10 holds if we add the hypothesis $\sum_{i \in A_{t}} h_{t}(i)>1-\varepsilon$. We skip the proof for brevity.

Lemma 2.13. Assume $\varepsilon \leq 1 / 10, \eta \leq 1 / 3$ and $\frac{\beta(i)}{\sum_{k} \beta(k)} \geq \frac{e^{\eta(1+\lambda)}}{1-\varepsilon} \frac{\varepsilon}{N}$ for all users. In Algorithm 2, if $\sum_{k \in A_{t}} h_{t}(k)>1-\varepsilon$ then for any $i \in A_{t}^{1}$ we have $h_{t+1}(i) \geq\left(1+c^{\prime}\right) h_{t}(i)$, where $c^{\prime}=\frac{\varepsilon \eta \lambda}{2 N}$.

Lemma 2.7 and 2.13 ensure that any active user gets a multiplicative boost of at least
$\left(1+c^{\prime}\right)$. Therefore, any user that is active $\widetilde{p}$ consecutive times will have an allocation of at least $(1-2 \varepsilon) \frac{\beta(i)}{\sum_{k} \beta(k)}$. Then, by following the same inductive proof of Theorem 2.5, we obtain Theorem 2.12.

If the resource is not over-committed, $\sum_{k} \beta(k) \leq 1$, this result implies that Algorithm 2 ensures for each user $i$ an amount of work comparable with $\frac{\beta(i)}{\sum_{k} \beta(k)} \geq \beta(i)$; that is, we obtain the standard SLA satisfaction guarantee. In the over-commitment regime, $\sum_{i=1}^{N} \beta(i)>1$, we do retain some performance guarantees. The update according to almost-normalized SLAs in Algorithm 2 still works and Theorem 2.11's work maximization guarantee still applies, as its proof does not rely on the SLAs. On the other hand, Theorem 2.12 states that individually, each user does work comparable to their normalized SLA. If the level of overcommitment is not large, each user is still guaranteed service "almost" at their SLA; for example, if the resource is over-committed by $10 \%$, each user receives service comparable to $1.1^{-1} \approx 91 \%$ of their SLA.

Another interesting byproduct of the work maximization guarantee is the following result.

Corollary 2.13.1. Under the assumptions of Theorem 2.5, suppose there is a time $1 \leq \tau \leq$ $T$ with $\sum_{t=1}^{\tau} \sum_{i} w_{\tau}^{\prime}(i)=\sum_{t=1}^{\tau} \sum_{i} L_{t}(i)$; i.e. the optimal offline $(1-4 \varepsilon)$-allocation is able to finish all work up until $\tau$. Then, the sum of queue lengths at time $\tau$ induced by Algorithm 2 is at most $8 \frac{N}{\varepsilon^{2} \eta} \ln (N / \varepsilon)$. In particular, at time $\tau$ each user's queue length is at most this value.

In practical settings, it is commonplace to assume an arrival rate is lower than the work processing rate. In stochastic settings, stationary states cannot be achieved without this assumption; see, e.g., [165]. In our context, this can be reinterpreted as having times within the operating horizon where the optimal offline solution is able to finish all work arriving up until that time. At these particular times, the corollary guarantees that Algorithm 2's queue lengths are constant. In other words, the algorithm does not starve individual users
to achieve work maximization and keeps their queues short, an appealing property in cloud systems.

### 2.4 Experiments

In this section, we empirically test Algorithm 2 against a family of offline and online algorithms. We aim to measure the performance on both synthetic data as well as real CPU traces from a production service in Microsoft's cloud. We quantify the performance on the following three criteria.

- Work maximization. We compare the overall work done by Algorithm 2 against various benchmark algorithms.
- SLA guarantee. We examine the extent to which our algorithm achieves the cumulative work of the static SLA policy for each user. We do so by measuring the cumulative work over plausible time windows.
- Queue length. We compare the 2-norm of the individual queues over time. We use this metric as a proxy for the system latency, which is not captured by our theoretical results.

We consider the following online algorithms, against which we benchmark our algorithm.

- Static SLA Policy (Static). Each user gets their SLA as a constant, static allocation. We call this algorithm Static.
- Proportional Online (PO). In each iteration, every active user will get their SLA normalized by the sum of SLAs of active users (just their SLA if there are no active users). This simple algorithm seems suitable for a practical implementation; however, its performance can be arbitrarily bad in terms of work maximization. The formal description appears in Algorithm 4 in Appendix 2.A.7. We call this Algorithm

PO.

- Online Work Maximizing (OWM). This algorithm divides users into three categories: $A, B$ and $I$ (active users with allocation, actives users without allocation and inactive users). At each iteration, the resource is divided uniformly among users in $A$. If a user in $A$ becomes inactive, they are moved to $I$. If a user in $I$ becomes active, they are moved to $B$. When $A$ becomes empty, we move all users from $B$ to A. In Appendix 2.A. 5 we prove that this method is work maximizing. However, this greedy strategy is not guaranteed to satisfy SLA constraints for general input loads. We call this algorithm OWM.

We also consider the following offline algorithms, against which we benchmark our algorithm.

* Optimal 1-allocations (PG). The optimal offline solution to the work maximization problem. This solution is computed using Algorithm 3, which we call Proportional Greedy (PG). This algorithm can be considered as the offline counterpart of Proportional Online.
* Optimal $(1-\varepsilon)$-allocation (restPG). Offline solution to the work maximization problem with resource restricted to $1-\varepsilon$, where $\varepsilon$ is the parameter of Algorithm 2.


### 2.4.1 Synthetic Experiment

## Description of the Experiment

In this experiment, we consider a synthetically generated input sequence, which we use to examine how online algorithms adapt to different conditions. Specifically, our system consists of three users with SLAs of $\beta(1)=0.2, \beta(2)=0.3$ and $\beta(3)=0.5$. We consider a time horizon of $T=3,000,000$. The load input sequence is divided into six periods: $P_{i}=\left[\frac{(i-1) T}{6}, \frac{i T}{6}\right)$ for $i=1, \ldots, 6$. In each period, only two users demand new resources.

During the first 3 periods, the random demand has a mean proportional to the users' SLA. In the following 3 periods, the random demand changes to a distribution with uniform mean among users demanding resources. Specifically:

- During $P_{1}$, only users 2 and 3 demand the following loads. At the beginning of $P_{1}$, i.e., $t=1$, user 2 demands a large load of $L_{1}(2) \sim \frac{T}{6}$. $\operatorname{Gamma}\left(2000, \frac{1}{2000} \cdot \frac{\beta(2)}{\beta(2)+\beta(3)}\right)$ and $L_{1}(3)=0$. During the rest of period $P_{1}, L_{t}(2)=0$ and the other load will be $L_{t}(3) \sim \operatorname{Gamma}\left(2000, \frac{1}{2000} \cdot \frac{\beta(3)}{\beta(2)+\beta(3)}\right)$. User 1 demands nothing during this entire period. Similar loads are set for period $P_{2}$ and $P_{3}$.
- Similarly, during $P_{4}$ users 2 and 3 demand $L_{t}(i) \sim \operatorname{Gamma}\left(2000, \frac{1}{2000} \cdot \frac{1}{2}\right)$ for $i=2,3$. During $P_{5}$ users 1 and 2 demand $L_{t}(i) \sim \operatorname{Gamma}\left(2000, \frac{1}{2000} \cdot \frac{1}{2}\right)$ for $i=1,2$. During $P_{6}$ users 1 and 3 demand $L_{t}(i) \sim \operatorname{Gamma}\left(2000, \frac{1}{2000} \cdot \frac{1}{2}\right)$ for $i=1,3$.

The expectation of a $\operatorname{Gamma}(k, \theta)$ random variable is given by $k \theta$ and the variance is given by $k \theta^{2}$ (see e.g. [73]). For example, in period $P_{1}$ user 2's expected load is $\frac{T}{6} \frac{\beta(2)}{\beta(2)+\beta(3)}$, with variance $\frac{1}{2000}\left(\frac{\beta(2)}{\beta(2)+\beta(3)}\right)^{2}$. Similarly, user 3's expected total load is $\frac{T}{6} \frac{\beta(3)}{\beta(2)+\beta(3)}$. Thus, the expected overall load is $T / 6$, exactly the length of the period. A brief summary of Gamma distribution's properties is given in Appendix 2.A.8.

We instantiate Algorithm 2 with $\eta=\frac{1}{3}, \varepsilon=0.02$ and $T=3,000,000$.

## Results

Work maximization. In Figure 2.3 we present the cumulative work difference between PG and Algorithm 2 (solid blue line with star), restPG and Algorithm 2 (red dashed line with triangle), PO and Algorithm 2 (solid magenta line), Static and Algorithm 2 (solid green line with small circle) and OWM and Algorithm 2 (solid cyan line with large circle). Intuitively, one positive unit of difference implies the corresponding algorithm is ahead of

Algorithm 2 by one unit of time.

First, we consider the comparison to online algorithms Static, PO and OWM. Algorithm 2 outperforms Static significantly, by roughly 700,000 units of time. During the first half of the experiment PO shows good performance, but in the second half of the experiment (when the load distribution changes), Algorithm 2 outperforms PO. This shows that Algorithm 2 can adapt to changing input sequences that PO cannot adapt to. Finally, OWM surpasses Algorithm 2 during the whole experiment, with a performance similar to PG ; this is an expected result since OWM is work maximizing.

With respect to offline algorithms, PG outperforms Algorithm 2 by roughly 10,000 time units. On the other hand, Algorithm 2 surpasses restPG by approximately 20,000 units. This shows that Algorithm 2 indeed performs better than the offline optimum with a slightly reduced amount of resources, as guaranteed by the theoretical results.


Figure 2.3: Difference between algorithms' work. Alg is short for Algorithm 2. Observe that the differences "OPT - Alg" "and "OWM - Alg" slightly overlap.

SLA satisfaction. Among online algorithms, Static and PO satisfy SLA restrictions by design, but as seen earlier they are not competitive in terms of work maximization. We focus on the comparison between OWM and Algorithm 2 as far as SLA satisfaction is concerned. Although OWM performs extremely well in work maximization, this comes at a significant price in SLA satisfaction. In Figure 2.4 we depict empirically this behavior by plotting the
instantaneous work done by users 2 and 3 by OWM and Algorithm 2 during period $P_{1}$. We empirically observe that Algorithm 2 approximately satisfies user 3's SLA, but OWM does not allocate the user any resources. Such an extreme behavior arises because OWM is geared towards work maximization rather than SLA satisfaction.


Figure 2.4: Instantaneous work for user 2 and 3 during period $P_{1}$. User 3 does not receive any allocation in OWM until user 2 finishes all of their work.

Queue lengths. In Figure 2.5 we present the 2-norm of queues induced by Algorithm 2 (solid blue), Static (solid magenta with star), PO (solid cyan with large circle) and OWM (solid black with triangle). Once again, we can interpret one unit of norm as one unit of latency. Experimentally, we observe that Static shows the worst performance with a final 2-norm of 524,000 units. Algorithm 2 ends with a 2-norm of 10,000 units, PO with 26,970 units, and OWM with 381 units. As remarked above, even though OWM induces very small queues, this comes at the cost of not satisfying SLA requirements.


Figure 2.5: 2-norm of queues.

Summary. Among all online algorithms, Algorithm 2 is able to best balance work maximization and SLA satisfaction. In particular, Algorithm 2 is only slightly worse in terms of work maximization compared to OWM; this is expected since Algorithm 2 always reserves a small fraction of the resource for each user, regardless of activity. Furthermore, our results show that the actual total work done by Algorithm 2 is much better than the theoretical guarantee of Theorem 2.11, as it substantially outperforms $(1-\varepsilon)$ OPT (restPG). Finally, we observe small queues throughout the entire horizon, which is key for maintaining reasonable latencies.

### 2.4.2 Experiment with Real Data

We next describe the results of our computational study using real world data. For these experiments, we obtained CPU traces of a production service on Azure, Microsoft's public cloud. The data consists of demand traces of six different users over a time window of approximately ten days.

To show Algorithm 2's robustness with respect to (short-term) real data, we also consider the following measurement:

- Instantaneous SLA. We focus on a modified SLA satisfaction criterion because of the relatively short horizon (about 14, 000 minutes); we assess Algorithm 2's perfor-
mance in the following way. For a user $i$ and any time $t$, we compare the cumulative work done by user $i$ in Algorithm 2 during a time window $[t, t+\tau)$ versus the cumulative work done by the same user $i$ under a Static SLA Policy during the time window $[t, t+\tau)$. In order to have a meaningful comparison, at time $t$, we run the Static SLA Policy with the queues of Algorithm 2 at time $t$. The motivating question is, what happens if at time $t$ and the next $\tau$ time steps we run the static policy instead of Algorithm 2? For this experiment, we used $\tau=500$ minutes.

The data set consists of demand traces of six users of exactly 14,628 minutes (approximately ten days). Each user is assigned their normalized average workload as SLA. (Since the data is proprietary, we cannot disclose actual SLAs.) For the purpose of the experiment, we run Algorithm 2 with parameters $\varepsilon=0.01$ and $\eta=\frac{1}{3}$.

## Results

Work maximization. We depict in Figure 2.6 the following differences: cumulative work done until time $t$ by optimal 1-allocations (PG) and Algorithm 2, $(1-\varepsilon)$-allocations (restPG) and Algorithm 2, PO and Algorithm 2, Static and Algorithm 2, and OWM and Algorithm 2. In a similar fashion to the previous experiment, one positive unit can be interpreted as Algorithm 2 being one unit (minute) of work behind, and one negative unit means Algorithm 2 is ahead by a minute.

We observe that Algorithm 2 outperforms all online benchmarks. Against Static, the final difference is 105 units, with a maximum difference of 167 units. Against PO the final difference is 25 units with a maximum difference of 37 . Finally, against OWM, the final difference is 20 with a maximum difference of 21 . Surprisingly, for this data set Algorithm 2 is able to surpass even OWM.

Regarding the offline algorithms, PG surpasses Algorithm 2 during the whole experiment as expected, with a final difference of 14 units. On the other hand, Algorithm 2 outperforms
restPG by 26 units by the end of the experiment.


Figure 2.6: Difference of cumulative works.

Instantaneous SLA. In Table 2.1 we report statistics on the differences between the cumulative work done in time windows $[t, t+\tau)$ by Static and Algorithm 2 for each user. For each $t$ and each user $i$, the exact formula is $r_{i}(t)=\sum_{r=t}^{t+\tau-1} w_{r}^{\prime}(i)-\sum_{r=t}^{t+\tau-1} w_{r}(i)$, where $w_{r}(i)$ is the work done by user $i$ under Algorithm 2 and $w_{r}^{\prime}(i)$ is the work done by user $i$ with Static (with queues at $t$ given by Algorithm 2). The table shows the min, max, average and standard deviation of $\left\{r_{i}(t)\right\}_{t}$ when $\tau=500$ minutes. A positive unit means Algorithm 2 is outperformed by Static during $[t, t+\tau)$ under the same initial conditions by one unit of time. In general, we observe that all users show negative empirical average difference. This result empirically suggests that Algorithm 2 ensures approximate SLA satisfaction, even for small time windows. For instance, user 3 occasionally has a high difference ( 46.4 units), mostly due to times $t$ where Algorithm 2 allocates the user a small amount of resource but a huge load is incoming during the window $[t, t+\tau)$. The experiment tells us that averaging out these "bad" times ensures good performance under the SLA criterion. Furthermore, we tested values of $\tau=60,500$ and 1000 minutes; larger windows improve the results, with lower maximum and average values.

Queue lengths. In Figure 2.7 we present the 2-norms of queues given by the online benchmark algorithms and Algorithm 2. As usual, we can interpret one unit as the respective

Table 2.1: Statistics for the difference between the cumulative works of our algorithm and static over time windows $[t, t+\tau)$. For each user $i$ we present the min, max, average, and standard deviation over the sequence of differences $\left\{r_{i}(t)\right\}_{t}$.

| User | min | max | mean | std |
| :--- | :--- | :--- | :--- | :--- |
| User 1 | -31.1 | 21.7 | -4.6 | 13.8 |
| User 2 | -122.3 | 46.9 | -31.2 | 49.2 |
| User 3 | -90.8 | 46.4 | -7.2 | 29.5 |
| User 4 | -49.7 | 18.5 | -0.8 | 12.9 |
| User 5 | -42.6 | 22.6 | -5.85 | 14.0 |
| User 6 | -21.9 | 14.9 | -0.6 | 6.4 |

algorithm's latency, that is, lateness with respect to the overall users' demand. Compared against the online algorithms, we empirically observe the superiority of Algorithm 2, as it has the smallest latency most of the time. Algorithm 2 ends with a 2-norm of roughly 44 units, average length of 22 and a maximum length of 92 . PO ends with a 2 -norm of approximately 68 , average length of 32 and a maximum length of 126 . OWM ends with a 2 -norm of 68 , average of 32 and maximum of 113 . Finally, Static shows the worst behavior, with a final 2-norm of 103, average of 91 and maximum of 231 . For this data set, Algorithm 2 shows a remarkable performance, considering particularly that Algorithm 2 always reserves $\varepsilon / N$ resource for each user.


Figure 2.7: 2-norm of queues.

Summary. Algorithm 2 performs very well in terms of work maximization compared to all other online algorithms, and exceeds the theoretical guarantees. Furthermore, SLA re-
quirements are typically satisfied, even when measured over relatively short time windows. Finally, as in the previous experiment, the algorithm maintains small queues compared to other online algorithms.

### 2.5 Conclusion

We have proposed a new online model for dynamic resource allocation of a single divisible resource in a shared system. Our framework captures basic properties of cloud systems, including SLAs, limited system feedback and unpredictable (even adversarial) input sequences. We designed an algorithm that is near-optimal in terms of both work maximization and SLA satisfaction (Theorems 2.1, 2.11 and 2.12). Furthermore, our second algorithm, Algorithm 2, can be applied in an over-commitment regime with similar guarantees, which could be of additional merit for some applications. We derived a simple expression for the offline work maximization problem that allowed us to reinterpret the algorithm's dynamics as an approximate solution of the optimal (offline) work maximization LP. Numerical experiments show that our algorithm is indeed able to achieve a desirable trade-off between work maximization and SLA satisfaction. In particular, comparisons with offline algorithms (PG and restPG) indicate that our algorithm is empirically work maximizing. Further, unlike other plausible online algorithms, our algorithm is able to quickly adapt to unexpected changes in demand and still approximately satisfy the underlying user SLAs. Our model and results may be extended in various directions of interest to the operations research and cloud computing communities.

A natural extension for single-resource systems is to model priority among users. Typically, users with higher priority should be given resources before their lower-priority counterparts. A challenge in this setting is how to define the metric corresponding to work maximization. One possibility is to have different weights for different users, corresponding to their priority, and then to maximize the weighted total work while satisfying SLAs.

Directly extending our algorithms to this case means a user's multiplicative boost depends on their priority. However, our analysis in this chapter does not apply, as we use the fact that users' work is interchangeable, whereas the identity of who performs the work is critical in the prioritized case.

Another challenging extension is the management of multiple resources (e.g., CPU, I/O bandwidth, memory), where different users or jobs may require the resources in different proportions. This extension requires a fundamental redefinition of our model, where work done for a user is a function of the multiple resources allocated, and may also depend on a particular job's characteristics. In many real-world scenarios, a job's resource demands are often complementary, e.g. RAM and CPU usage. This observation may motivate a possible extension in which we still treat all users' loads as one-dimensional quantities, and the work performed by a user is a relatively simple function of their allocations, e.g., a concave non-decreasing function.

## 2.A Appendix

## 2.A. 1 Projecting on $\Delta_{\varepsilon}$

Proof of Proposition 2.3. Let $\mathbf{y} \in \mathbf{R}_{+}^{N}$. The projection of $\mathbf{y}$ on $\Delta_{\varepsilon}$ corresponds to the solution of the convex problem

$$
\begin{array}{r}
\min \quad \sum_{i} x(i) \ln \left(\frac{x(i)}{y(i)}\right) \\
\sum_{i} x(i)=1  \tag{Q}\\
x(i) \geq \varepsilon / N
\end{array}
$$

Its Lagrangian (see [31]) is

$$
\mathcal{L}(\mathbf{x}, \lambda, \mu)=\sum_{i} x(i) \ln \left(\frac{x(i)}{y(i)}\right)-\lambda\left(\sum_{i} x(i)-1\right)-\sum_{i} \mu_{i}\left(x(i)-\frac{\varepsilon}{N}\right) .
$$

Using the FO conditions:

$$
\forall i: x(i)=y(i) e^{\mu_{i}+\lambda-1}=y(i) e^{\mu_{i}} C .
$$

and the SO conditions:

$$
\mu_{i} \geq 0, \forall i, \quad \text { and } \quad x(i)>\frac{\varepsilon}{N} \Longrightarrow \mu_{i}=0
$$

Let $S=\{i: x(i)=\varepsilon / N\}$ and $T=[N] \backslash S$. Then, using $\sum_{i} x(i)=1$ we obtain

$$
e^{\lambda-1}=\frac{1-\frac{\varepsilon}{N}|S|}{\sum_{i \in T} y(i)}
$$

This proves part (b). Now, suppose we have $y(1) \leq \cdots \leq y(N)$. If $i, j \in T$, then $x(i)=y(i) e^{\lambda-1}$ and $x(j)=y(j) e^{\lambda-1}$ and then

$$
x(i) \leq x(j) \Longleftrightarrow y(i) \leq y(j)
$$

That is, in $T$ the variables preserve their ordering.

If $i \in S$ and $j \in T$, then $y(i) e^{\lambda-1+\mu_{i}}=x(i)=\frac{\varepsilon}{N}<x(j)=y(j) e^{\lambda-1}$, which implies $y(i)<y(j)$ using that $\mu_{i} \geq 0$. Now, let $k=\min \{i \in T\}$ which is a well-defined number using constraint $\sum_{i=1}^{N} x(i)=1$. We claim that for any $j \geq k, j \in T$, that is, $T$ corresponds to the interval $[k, N]$. By contradiction, suppose that $j>k$ does not belong to $T$, then $y(j)<y(k)$ by previous calculus. However $y(j) \geq y(k)$ by the ordering of y. A contradiction. With this, the algorithm to project is clear, we sort $\mathbf{y}$ and then we test increasingly the possible set $S=\{1, \ldots, k-1\}$ for $k=1, \ldots, N$ and select the best candidate. This proves (a).

We say that $S$ is feasible if there is a feasible solution $\mathbf{x}$ such that $S=\{i: x(i)=\varepsilon / N\}$.

In the following paragraphs we prove that the first feasible solution found in this process is the right one.

Observe that once $S=\{1, \ldots, k\}$ is feasible, then $S^{\prime}=\{1, \ldots, j\}$ remains feasible for all $j \geq k$. Indeed, if $S=\{1, \ldots, k\}$ is feasible, then

$$
1=\frac{\varepsilon}{N} k+\sum_{i \in T} x(i) .
$$

Now, increasing $S$ to $S^{\prime}=\{1, \ldots, k+1\}$ means that we pick $x(k+1)>\frac{\varepsilon}{N}$ and we decrease it to $\frac{\varepsilon}{N}$. Therefore, $x(k+2), \ldots, x(N)$ must increase. Therefore, $S^{\prime}$ remains feasible. The proof for general case $j \geq k$ follows by induction.

Now, we claim that if $S=\{1, \ldots, k\}$ is feasible, then $S^{\prime}=\{1, \ldots, k+1\}$ cannot have better optimal value. Indeed, the difference between the objective $S^{\prime}$ and $S$ is

$$
\begin{aligned}
& \sum_{i=1}^{k+1} \frac{\varepsilon}{N} \ln \frac{\varepsilon}{N y(i)}+\left(1-\frac{\varepsilon}{N}(k+1)\right) \ln \frac{1-\frac{\varepsilon}{N}(k+1)}{\sum_{i \geq k+2} y(i)}-\sum_{i=1}^{k} \frac{\varepsilon}{N} \ln \frac{\varepsilon}{N y(i)} \\
& -\left(1-\frac{\varepsilon}{N} k\right) \ln \frac{1-\frac{\varepsilon}{N} k}{\sum_{i \geq k+1} y(i)} \\
= & \frac{\varepsilon}{N} \ln \frac{\varepsilon}{N y(k+1)}+\left(1-\frac{\varepsilon}{N}(k+1)\right) \ln \frac{1-\frac{\varepsilon}{N}(k+1)}{\sum_{i \geq k+2} y(i)}-\left(1-\frac{\varepsilon}{N} k\right) \ln \frac{1-\frac{\varepsilon}{N} k}{\sum_{i \geq k+1} y(i)}
\end{aligned}
$$

The function $f(x)=x \ln x$ is convex for $x>0$. Now, pick $x=\frac{\varepsilon}{N y(k+1)}, y=\frac{1-\frac{\varepsilon}{N}(k+1)}{\sum_{i \geq k+2} y(i)}$ and $\lambda=\frac{y(k+1)}{\sum_{i \geq k+1} y(i)}$. Then

$$
\begin{aligned}
\lambda x+(1-\lambda) y & =\frac{y(k+1)}{\sum_{i \geq k+1} y(i)}\left(\frac{\varepsilon}{N y(k+1)}\right)+\frac{\sum_{i \geq k+2} y(i)}{\sum_{i \geq k+1} y(i)}\left(\frac{1-\frac{\varepsilon}{N}(k+1)}{\sum_{i \geq k+2} y(i)}\right) \\
& =\frac{1-\frac{\varepsilon}{N} k}{\sum_{i \geq k+1} y(i)} .
\end{aligned}
$$

Then, using the convexity of $f$ we obtain the result. This implies that the first feasible prefix $S$ that we find is the optimal one. Therefore, by ordering $\mathbf{y}$ in $\mathcal{O}(N \log N)$ time and then running binary search we can find $S$ in $\mathcal{O}(N \log N)$ time. This finishes the proof of
(c).

## 2.A. 2 Missing Proofs From Section 2.3.1

Here we present dual stated in the offline formulation of the maximum work problem. We have the LP

$$
\begin{align*}
\max & \sum_{i=1}^{N} \sum_{t=1}^{T} w_{t}(i) & & \\
\sum_{s=1}^{t} w_{s}(i) & \leq \sum_{s=1}^{t} L_{s}(i) & & \forall t, i  \tag{1}\\
\sum_{i=1}^{N} w_{t}(i) & \leq 1-\varepsilon & & \forall t  \tag{2}\\
\mathbf{w}_{t} & \geq 0 & & \forall t
\end{align*}
$$

Using the variables $\alpha_{t}(i)$ for constraint (1) and $\beta_{t}$ for constraint (2) we obtain the dual

$$
\begin{gathered}
\min \quad \sum_{i=1}^{N} \sum_{t=1}^{T} \alpha_{t}(i) \sum_{s=1}^{t} L_{s}(i)+(1-\varepsilon) \sum_{t=1}^{T} \beta_{t} \\
\left(D_{\varepsilon}\right) \quad \sum_{s=t}^{T} \alpha_{s}(i)+\beta_{t} \geq 1 \quad \forall t, i \quad\left(1^{\prime}\right) \\
\alpha, \beta \geq 0
\end{gathered}
$$

Using the change of variable $\gamma_{t}(i)=\sum_{s=t}^{T} \alpha_{s}(i)$ we obtain the stated dual

$$
\begin{aligned}
& \min \quad \sum_{i=1}^{N} \sum_{t=1}^{T} L_{t}(i) \gamma_{t}(i)+(1-\varepsilon) \sum_{t=1}^{T} \beta_{t} \\
& \gamma_{t}(i)+\beta_{t} \geq 1 \quad \forall t, i \quad\left(1^{\prime}\right) \\
& \gamma_{t} \geq \gamma_{t+1} \quad \forall t \quad\left(2^{\prime}\right) \\
& \beta, \gamma \geq 0
\end{aligned}
$$

Proof of Proposition 2.6. We prove each inequality separately. Let $0 \leq t^{\star} \leq T$ be such that $\sum_{s=1}^{t^{\star}} \sum_{i} L_{s}(i)+(1-\varepsilon)\left(T-t^{\star}\right)=\min _{0 \leq t \leq T} \sum_{s=1}^{t} \sum_{i} L_{s}(i)+(1-\varepsilon)(T-t)$. Consider the dual solution $(\beta, \gamma)$ such that $\gamma_{t}=1, \beta_{t}=0$ for $t=1, \ldots, t^{\star}$ and $\gamma_{t}=0, \beta_{t}=1$ for $t=t^{\star}+1, \ldots, T$. Then, by weak duality,
$v_{P_{\varepsilon}} \leq v_{\text {dual }}(\beta, \gamma)=\sum_{s=1}^{t^{\star}} \sum_{i} L_{s}(i)+(1-\varepsilon)\left(T-t^{\star}\right)=\min _{0 \leq t \leq T} \sum_{s=1}^{t} \sum_{i} L_{s}(i)+(1-\varepsilon)(T-t)$.

Now, consider the greedy algorithm that, in each iteration, gives enough allocation to the users in order to complete their work starting with user 1 , then user 2 , and so on. We restrict the algorithms' allocations to $(1-\varepsilon)$-allocations. We denote by workgreedy the work done by this algorithm. As usual, we denote by $\mathrm{w}_{t}$ the vector of work done at time $t$. Let $t^{\star}$ be the maximum non-negative $t$ such that $\sum_{i} w_{t}(i)<1-\varepsilon$. Observe that $\sum_{s=1}^{t^{\star}} \sum_{i} w_{s}(i)=\sum_{s=1}^{t^{\star}} \sum_{i} L_{s}(i)$. Then $\min _{0 \leq t \leq T} \sum_{s=1}^{t} \sum_{i} L_{s}(i)+(1-\varepsilon)(T-t) \leq \sum_{s=1}^{t^{\star}} \sum_{i} L_{s}(i)+(1-\varepsilon)\left(T-t^{\star}\right)=$ work $_{\text {greedy }} \leq v_{P_{\varepsilon}}$, since $v_{P_{\varepsilon}}$ is the optimal solution.

Remark 1. This max-min result shows that the greedy algorithm is optimal for solving $\left(P_{\varepsilon}\right)$ and also shows how to compute the dual variables. Finally, solving $\left(P_{\varepsilon}\right)$ can be done efficiently in $\mathcal{O}(N T)$ by running the greedy algorithm.

## 2.A. 3 Missing Proofs From Section 2.3.2

In what follows, we denote by $S_{t}$ the users with allocation $\frac{\varepsilon}{N}$ at time $t$.

Proof of Lemma 2.7. 1. First, for $i \in A_{t}$ we have

$$
h_{t+1}(i)=\frac{h_{t}(i) e^{\eta g_{t}(i)} e^{\mu_{i}}\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{\sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)} \geq h_{t}(i) \frac{\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{e^{-\eta} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)} .
$$

We divide the analysis into two cases: $B_{t} \cap \bar{S}_{t+1} \neq \emptyset$ and $B_{t} \subseteq S_{t+1}$.

For $B_{t} \cap \bar{S}_{t+1} \neq \emptyset$ we have

$$
\begin{aligned}
e^{-\eta} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j) \leq & e^{\lambda \eta} \sum_{j \in \bar{S}_{t+1} \cap A_{t}} h_{t}(j)+e^{-\eta} \sum_{j \in \bar{S}_{t+1} \cap B_{t}} h_{t}(j) \\
= & e^{\lambda \eta} \sum_{j \in \bar{S}_{t+1}} h_{t}(j)-\left(e^{\lambda \eta}-e^{-\eta}\right) \sum_{j \in B_{t} \cap \bar{S}_{t+1}} h_{t}(j) \\
\leq & \leq e^{\lambda \eta}\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)-\frac{\varepsilon}{N}\left(e^{\lambda \eta}-e^{-\eta}\right) \quad\left(\text { since } h_{t}(i) \geq \frac{\varepsilon}{N}\right) \\
& \leq(1+2 \lambda \eta)\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)-\frac{\varepsilon}{N}\left(\lambda \eta+\eta-\frac{\eta^{2}}{2}\right) \\
& \quad\left(\text { using } 1+\lambda \eta \leq e^{\lambda \eta} \leq 1+2 \lambda \eta, e^{-\eta} \leq 1-\eta+\frac{\eta^{2}}{2}\right) \\
\leq & 1-\frac{\varepsilon}{N}\left|S_{t+1}\right|+2 \lambda \eta-\frac{\varepsilon}{N} \eta\left(1-\frac{\eta}{2}\right) \quad \\
\leq & \leq 1-\frac{\varepsilon}{N}\left|S_{t+1}\right|-\frac{\varepsilon \eta}{4 N .} \quad \quad\left(\eta \leq 1 \text { and } 2 \lambda \leq \frac{\varepsilon}{4 N}\right)
\end{aligned}
$$

Therefore,

$$
\frac{\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{e^{-\eta} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)} \geq \frac{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|-\frac{\varepsilon \eta}{4 N}} \geq \frac{1}{1-\frac{\varepsilon \eta}{4 N}} \geq 1+\frac{\varepsilon \eta}{4 N}
$$

using $\frac{1}{1-x} \geq 1+x$ when $x \in(0,1)$. Hence $h_{t+1}(i) \geq h_{t}(i)\left(1+\frac{\varepsilon \eta}{4 N}\right)$.

Now, if $B_{t} \subseteq S_{t+1}$, then $\bar{S}_{t+1} \subseteq A_{t}$. We have

$$
\begin{aligned}
\frac{e^{-\eta} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|} & \leq \frac{(1-\varepsilon) e^{\lambda \eta}}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|} \\
& \leq \frac{(1-\varepsilon) e^{\lambda \eta}}{1-\varepsilon+\frac{\varepsilon}{N}} \\
& \leq \frac{(1-\varepsilon)(1+2 \lambda \eta)}{1-\varepsilon+\frac{\varepsilon}{N}} \quad\left(e^{\lambda \eta} \leq 1+2 \lambda \eta \text { since } 2 \lambda \eta<1\right) \\
& \leq \frac{1-\varepsilon+3 \lambda \eta}{1-\varepsilon+\frac{\varepsilon}{N}}=1-\frac{\frac{\varepsilon}{N}+3 \lambda \eta}{1-\varepsilon+\frac{\varepsilon}{N}}
\end{aligned}
$$

Since $\frac{\frac{\varepsilon}{N}+3 \lambda \eta}{1-\varepsilon+\frac{\varepsilon}{N}} \geq \frac{\varepsilon}{N}$ we obtain

$$
h_{t+1}(i) \geq h_{t}(i) \frac{1}{1-\frac{\varepsilon}{N}} \geq h_{t}(i)\left(1+\frac{\varepsilon}{N}\right) \geq h_{t}(i)\left(1+\frac{\varepsilon \eta}{4 N}\right)
$$

2. The monotonicity of $h_{t}(i)$ with $i \in A_{t}^{1}$ is easy to see. Let us prove the second statement:

$$
\begin{aligned}
\frac{e^{-\eta} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|} & \leq \frac{e^{\lambda \eta} \sum_{j \in \bar{S}_{t+1}} h_{t}(j)}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|} \\
& \leq \frac{e^{\lambda \eta}\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|} \\
& \leq e^{\lambda \eta} \\
& \leq 1+2 \lambda \eta=1+\varepsilon c,
\end{aligned}
$$

since $\lambda=\frac{\varepsilon^{2}}{8 N}$. Then, for $i \in A_{t}^{2}$,

$$
h_{t+1}(i) \geq h_{t}(i) \frac{e^{\eta}\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{\sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j)} \geq h_{t}(i) \frac{1}{1+\varepsilon c} \geq h_{t}(i)(1-\varepsilon c)
$$

Proof of Claim 2.9. Now, let $\left[s^{\star}+1, \ldots, T\right]$ and let us divide this interval into blocks of length $\widetilde{s}$ with a possible last piece of length of length at most $\widetilde{s}$. Let $L$ be one of these blocks and let $i$ be the user given by claim 2.8, that is, $M_{i, r}=1$ for all $r \in L$. Consider $L^{\prime}=\left\{t \in L: \sum_{j \in A_{t}} h_{t}(j)<1-\varepsilon\right\}$. By using part 1 of Lemma 2.7, user $i$ increases her allocation multiplicatively in $L^{\prime}$ by a factor of $(1+c)$. Observe that for $t \notin L^{\prime}$, user's $i$ allocation can increase or decrease depending on $h_{t}(i)$. However, by Lemma by part 2 of 2.7, we know that $h_{t}(i)$ will not decrease by a huge amount. Let $k^{\prime}=\left|L^{\prime}\right|$, then $i$ increases her allocation for $k^{\prime}$ times and decreases it for at most $\widetilde{s}-k^{\prime}$ times. Therefore, $k^{\prime}$ maximum
value is such that

$$
\frac{\varepsilon}{N}(1+c)^{k^{\prime}}(1-\varepsilon c)^{\tilde{s}-k^{\prime}}=1
$$

and therefore,

$$
\begin{array}{rlr}
k^{\prime} & \leq \frac{\ln (N / \varepsilon)+\widetilde{s} \ln (1-\varepsilon c)^{-1}}{\ln ((1+c) /(1-\varepsilon c))} \\
& \leq \frac{1+c}{c(1+\varepsilon)} \ln (N / \varepsilon)+\frac{\varepsilon(1+c)}{(1+\varepsilon)(1-\varepsilon c)} \widetilde{s} \quad\left(\ln \frac{1+c}{1-\varepsilon c} \geq \frac{c(1+\varepsilon)}{1+c}, \ln \frac{1}{1-\varepsilon c} \leq \frac{\varepsilon c}{1-\varepsilon c}\right) \\
& \leq \frac{\varepsilon(1+c)}{(1+\varepsilon)} \widetilde{s}+\frac{\varepsilon(1+c)}{(1+\varepsilon)(1-\varepsilon c)} \widetilde{s} & \quad\left(\widetilde{s}=\frac{\ln (N / \varepsilon)}{\varepsilon c}\right) \\
& =\varepsilon \frac{1+c}{1+\varepsilon}\left(1+\frac{1}{1-\varepsilon c}\right) \widetilde{s} \\
& \leq 3 \varepsilon \widetilde{s} . \quad \quad\left(\text { for } N \geq 2 \text { and } \varepsilon \leq \frac{1}{10}\right)
\end{array}
$$

Hence, $L^{\prime}$ is at most a fraction of $\widetilde{s}$ and with this

$$
\sum_{t \in L} \sum_{i} w_{t}(i) \geq(1-\varepsilon)\left(\widetilde{s}-k^{\prime}\right) \geq(1-\varepsilon)(1-3 \varepsilon) \widetilde{s} \geq(1-4 \varepsilon)|L| .
$$

Summing over all blocks we conclude the desired result.

## 2.A. 4 Missing Proof From Section 2.3.3

Proof of Lemma 2.10. If $A_{t}^{1}=\emptyset$, the result is vacuously true. Suppose that $A_{t}^{1} \neq \emptyset$. First, we prove that under the assumption of Lemma 2.10, we have $\bar{A}_{t}^{1} \cap \bar{S}_{t+1} \neq \emptyset$. For $j \in S_{t+1}$ we have

$$
\begin{aligned}
\frac{\varepsilon}{N} & =h_{t+1}(j) \\
& =\frac{\widehat{h}_{t+1}(j) e^{\mu_{i}}\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{\sum_{k \in \bar{S}_{t+1}} \widehat{h}_{t+1}(k)} \\
& \geq \frac{h_{t}(j)\left(1-\frac{\varepsilon}{N}\left|S_{t+1}\right|\right)}{\sum_{k \in \bar{S}_{t+1}} h_{t}(k) e^{\eta(1+\lambda)}}
\end{aligned}
$$

$$
\text { (since } \mu_{i} \geq 0 \text { ) }
$$

This implies $h_{t}(j) \leq \frac{\varepsilon}{N} e^{\eta(1+\lambda)}<\beta(j)$. Since $\sum_{j} h_{t}(j)=1, i \in A_{t}^{1}$ and $\sum_{j} \beta(j)=1$ we must have that there is a user $j \neq i$ with allocation $h_{t}(j) \geq \beta(j)$. Clearly, $j \notin S_{t+1}$ and $j \notin A_{t}^{1}$. Therefore, $\bar{A}_{t}^{1} \cap \bar{S}_{t+1} \neq \emptyset$.

Following the proof of Lemma 2.7, for $i \in A_{t}^{1}$, we have

$$
\begin{aligned}
e^{-\eta(1+\lambda)} \sum_{j \in \bar{S}_{t+1}} \widehat{h}_{t+1}(j) & \leq \sum_{j \in \bar{S}_{t+1} \cap A_{t}^{1}} h_{t}(j)+e^{-\eta \lambda} \sum_{j \in \bar{S}_{t+1} \cap \bar{A}_{t}^{1}} h_{t}(j) \\
& =\sum_{j \in \bar{S}_{t+1}} h_{t}(j)-\left(1-e^{-\lambda \eta}\right) \sum_{j \in \bar{S}_{t+1} \cap \bar{A}_{t}^{1}} h_{t}(j) \\
& \leq 1-\frac{\varepsilon}{N}\left|S_{t+1}\right|-\frac{\varepsilon}{N}\left(1-e^{-\lambda \eta}\right) \quad \quad\left(\text { since } \bar{S}_{t+1} \cap \bar{A}_{t}^{1} \neq \emptyset\right) \\
& \leq 1-\frac{\varepsilon}{N}\left|S_{t+1}\right|-\frac{\varepsilon \lambda \eta}{2 N} . \quad\left(1-e^{-x} \geq \frac{x}{2} \text { for } x \in[0,1]\right)
\end{aligned}
$$

Therefore,

$$
h_{t+1}(i) \geq h_{t}(i) \frac{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|}{1-\frac{\varepsilon}{N}\left|S_{t+1}\right|-\frac{\varepsilon \lambda \eta}{2 N}} \geq h_{t}(i)\left(1+\frac{\varepsilon \lambda \eta}{2 N}\right) .
$$

## 2.A. 5 Greedy Online Algorithm

In this section, we prove that the following greedy allocation strategy is almost optimal in work maximization. The algorithm divides the users into 3 categories: $A$ non-empty queue users with non-zero allocation, $B$ non-empty queue users with zero allocation and $I$ empty queue users with zero allocation. At time $t$, a user $i \in A$ is left in $A$ if she still has non-empty queue, otherwise we will move her to $I$; a user $i \in I$ will be moved to $B$ if her queue is becomes non-empty, otherwise she will remain in $I$; finally, if all users from $A$ are moved to $I$, then we will move all $B$ to $A$, otherwise we will left $B$ untouched. In any case, we will distribute uniformly among the users that remain in $A$.

Users move from $A$ to $I, I$ to $B$ and $B$ to $A$. Let $\mathbf{w}_{t}$ be the work done by the algorithm and
let $\mathbf{w}_{t}^{\prime}$ be the optimal offline work.

Theorem 2.14. For any loads $L_{1}, \ldots, L_{T} \in \mathbf{R}_{\geq 0}^{N}$, and any $\varepsilon>0$, this greedy Algorithm guarantees

$$
\sum_{t=1}^{T} \sum_{i} w_{t}(i)+2 \frac{N^{2}}{\varepsilon} \geq \sum_{t=1}^{T} \sum_{i} w_{t}^{\prime}(i)
$$

where $\mathbf{w}_{t}^{\prime}$ is the work done by the optimal offline sequence of $(1-2 \varepsilon / N)$-allocations.

Proof. Let $t^{\star}$ be the maximum $t \geq 0$ such that $\sum_{s=1}^{t+N^{2}} \sum_{i} w_{s}(i) \geq \sum_{s=1}^{t} \sum_{i} L_{s}(i)$. By claim 2.8 we know that each interval $\left[r, r+N^{2} / \varepsilon\right)$, with $r>t^{\star}$, has a user with noempty queue. As in claim 2.9 we divide the interval $\left[t^{\star}+1, T\right]$ into blocks of length $N^{2} / \varepsilon$ with a last block of length at most $N^{2} / \varepsilon$. Pick any of these blocks, say $L$, and let $L^{\prime}=\left\{t \in L: \sum_{i} w_{t}(i)<1\right\}$. It is easy to see that $\left|L^{\prime}\right| \leq 2 N$ and therefore, summing over all block, we have $\sum_{t \geq t^{\star}+1} \sum_{i} w_{t}(i)+N^{2} / \varepsilon \geq\left(T-t^{\star}\right)(1-2 \varepsilon / N)$. The conclusion follows applying weak duality to $\left(P_{2 \varepsilon / N}\right)$.

Remark 1. Against the best 1-allocations we can optimize $\varepsilon$ and obtain $\varepsilon=\sqrt{N^{3} / T}$. This greedy strategy will be $\mathcal{O}(\sqrt{N T})$ far from the optimal dynamic work. Observe that this matches the lower bound in Theorem 2.15.

## 2.A. 6 Lower Bound

Theorem 2.15. For any online deterministic algorithm $\mathcal{A}$ setting at each time 1-allocations, with an underlying queuing system, and with the same limited feedback as Algorithm 1, there exists a sequence of online loads $L_{1}, \ldots, L_{T}$ such that work $_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}-\operatorname{work}_{\mathcal{A}}=\Omega(\sqrt{T})$, where $\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}$ are the optimal offline dynamic 1-allocations.

Proof. We consider the case with $N=2$ users, the general case reduces to $N=2$ by loading jobs only to two users. Let $\mathcal{A}$ be an online algorithm for allocating a divisible
resource for 2 users and with underlying queuing system and limited feedback. Without loss of generality, we can assume that the allocations sets by $\mathcal{A}$ always add up to 1 at every time step.

We will construct a sequence of loads $L_{t}=\left(L_{t}(1), L_{t}(2)\right)$ that at every time will add up to 1. This will ensure that the overall work done by the optimal offline dynamic policy will be $T$. On the other hand, we will show that this sequence of loads will lead to large queue length for at least one of the users. The main ingredient is to use the fact the algorithm receives limited feedback about the state of the system, i.e., which users have empty queue. In particular, this implies that if there are two distinct set of load vectors $L_{t}$ and $L_{t}^{\prime}$ for some interval $t \in[r, s]$ such that the queues remain non-empty on both these sequences, then the resource allocation to the users in the two load sequences must be identical.

We will divide the time window $[1, T]$ into phases. Each phase will begin with a configuration of queues, say $Q=(Q(1), Q(2))$, where one of the queues is empty and the other one nonempty. We set $q=Q(1)+Q(2)$ and we denote by $q_{i}$ the $q$ at phase $i$. We define $q_{0}=0$. We will prove that at the end of each phase $i \geq 1, q_{i+1} \geq q_{i}+\frac{1}{4}$ with all $q_{i+1}$ cumulated in one queue and the other queue empty.

Initially, the algorithm has a fixed deterministic allocation $\mathbf{h}_{1}=\left(h_{1}(1), h_{1}(2)\right)$. If $h_{1}(1) \leq$ $h_{1}(2)$, then we load $L_{1}=(0,1)$. Otherwise, we load $L_{1}=(1,0)$. In any case, we have $q_{1} \geq \frac{1}{2}$ and all $q_{1}$ in one queue.

Now, we will describe how the general phases work. For the sake of simplicity, we will describe the phase starting at time $t=1$. We have queue configuration $Q=(Q(1), Q(2))$ with $q>0$. By the initial phase, we can assume $q \geq 1 / 2$. Moreover, we can assume that only one of the queues is nonempty, this point will be clear after we describe how the phase works and it is clearly true for phase 1 . Phase $i$ with $q=q_{i}$ will last at most $2 q+2$ time steps.

Suppose that $Q(1)=0$ and $Q(2)>0$. If $h_{1}(1)=1$, then we load $L_{1}=(0,1)$ and the phase ends with $q$ increased by 1 and user 1's queue empty. Therefore, we can assume $h_{1}(1)<1$. Our first load will be $L_{1}=\left(h_{1}(1)+\varepsilon, h_{2}(2)-\varepsilon\right)$ with $0<\varepsilon<\frac{1}{4}$ small enough and such that both queues are nonempty. The following loads will be $L_{t}=\mathbf{h}_{t}$, the allocation of $\mathcal{A}$ at time $t$. Observe that the first load will ensure that both users see nonempty queues until the end of the phase. Moreover, user 1 always has exactly $\varepsilon$ remaining in her queue.

- If there is a time $\tau^{\star} \in[1,2 q+1]$ such that $h_{\tau^{\star}}(1) \geq 1 / 2$, then we change the load at time $\tau^{\star}$ for $L_{\tau^{\star}}^{\prime}=(0,1)$. This will increment $q$ by at least $1 / 2-\varepsilon \geq 1 / 4$ and the phase ends. Observe that $Q_{\tau^{\star}+1}(1)=0$.
- We can assume now that for the loads $L_{t}=\mathbf{h}_{t}$ we always have $h_{t}(1)<1 / 2$ for all $t \in$ $[2,2 q+1]$. We change the loads to $L_{t}^{\prime}=(1,0)$ until time $\tau^{\star}$ in which user 2 empties her queue. Recall that the feedback of the algorithm is only the set of empty queues at every time step. Thus the behavior of $\mathcal{A}$ under $L_{t}$ and $L_{t}^{\prime}$ will be the same until time $\tau^{\star}$. Now, we change load $L_{\tau^{\star}}$ by $L_{\tau^{\star}}^{\prime}=\left(1-h_{\tau^{\star}}(2)+Q_{\tau^{\star}}(2)-\varepsilon^{\prime}, h_{\tau^{\star}}(2)-Q_{\tau^{\star}}(2)+\varepsilon^{\prime}\right)$ with $0<\varepsilon^{\prime}<1 / 4$ small enough. This will ensure that queue 2 will be exactly $\varepsilon^{\prime}$. Now, in an extra step, we load $L_{\tau^{\star}+1}=(1,0)$. Again, we have $q$ increased by at least $1 / 4$ and this ends the phase. Observe that $Q_{\tau^{\star}+2}(2)=0$.

The analysis is similar for $Q(1)>0$ and $Q(2)=0$. Observe that at the end of each phase, only one queue is nonempty and the other one is empty. In any case, we have the desired increment. With this, we can set the following recurrence, $q_{0}=0, \quad q_{i-1}+\frac{1}{4} \leq q_{i} \quad \forall i \geq 1$. We deduce that $q_{i} \geq i / 4$. Now, let $m$ be the number of phases. By construction, each phase last at most $2 q_{i}+2$. Then $T \leq \sum_{i=1}^{m}\left(2 q_{i}+2\right) \leq 40 q_{m}^{2}$, where we have used $4 q_{m} \geq 4 q_{i} \geq i \geq 1$. From here we deduce that $q_{m} \geq \sqrt{T / 40}$.

Now, the work done by the algorithm and the unfulfilled work in the queues must add up the overall load. Then $q_{m}+$ work $_{\mathcal{A}}=T=$ work $_{\mathbf{h}_{1}^{*}, \ldots, \mathbf{h}_{T}^{*}}$ from which we obtain the result.

## 2.A. 7 Additional Algorithms

```
Algorithm 3: Proportional Greedy
    Input: Sequence of loads \(\left(L_{t}\right)_{t=1}^{T}\) and SLAs \(\beta(1), \ldots, \beta(N)\).
    \(\mathbf{1}\) for \(t=1, \ldots, T\) do
            until \(\operatorname{Rem}=0\) or \(\{i: \operatorname{Rem}(i)>0\}=\emptyset\);
```

```
Algorithm 4: Online Proportional
    Input: Sequence of loads \(\left(L_{t}\right)_{t=1}^{T}\) and SLAs \(\beta(1), \ldots, \beta(N)\).
    1 Initial distribution \(\mathbf{h}_{1}=(\beta(1), \ldots, \beta(N))\),
    2 for \(t=1, \ldots, T\) do
        Set \(\mathbf{h}_{t}\) and obtain \(A_{t}=\left\{i: Q_{t}(i) \neq 0\right\}\),
        Update \(h_{t+1}(i)=\frac{\beta(i)}{\sum_{j \in A} \beta(j)}\)
        If \(A=\emptyset\), then \(\mathbf{h}_{t+1}=\mathbf{h}_{1}\).
```


## 2.A. 8 Gamma Distribution

Recall that a Gamma distribution ([73]) is characterized by two parameters: the shape $k>0$ and the scale $\theta>0$. The $\operatorname{PDF}$ of a $\operatorname{Gamma}(k, \theta)$ is given by $\frac{1}{\Gamma(k) \theta^{k}} x^{k-1} e^{-x / \theta}$ where $\Gamma(k)=\int_{0}^{\infty} u^{k-1} e^{-u} \mathrm{~d} u$ is the standard Gamma function. See Figure 2.8 for PDFs of different Gamma distribution for various choices of $k$ and $\theta$.


Figure 2.8: PDF of different Gamma distributions.

Proposition 2.16. Let $X \sim \operatorname{Gamma}(k, \theta)$. Then, $\mathbf{E}[X]=k \theta$ and $\operatorname{Var}(X)=k \theta^{2}$.

## CHAPTER 3

## ADAPTIVE BIN PACKING WITH OVERFLOW

Motivated by the allocation of virtual machines to servers in the cloud [90], this chapter considers the online problem of packing items with random sizes into unit-capacity bins. Items arrive sequentially, but upon arrival an item's actual size is unknown; only its probabilistic information is available to the decision maker. Without knowing this size, the decision maker must irrevocably pack the item into an available bin or place it in a new bin. Once packed in a bin, the decision maker observes the item's actual size, and overflowing the bin is a possibility. An overflow incurs a large penalty cost and the corresponding bin is unusable for the rest of the process. In practical terms, this overflow models delayed services, failure of servers, and/or loss of end-user goodwill. The objective is to minimize the total expected cost given by the sum of the number of opened bins and the overflow penalty cost. We present an online algorithm with expected cost at most a constant factor times the cost incurred by the optimal packing policy when item sizes are drawn from an i.i.d. sequence of unknown length. We give a similar result when item size distributions are exponential with arbitrary rates. We also study the offline model, where distributions are known in advance but must be packed sequentially. We construct a soft-capacity PTAS for this problem, and show that the complexity of computing the optimal offline cost is \#P-hard. Finally, we provide an empirical study of our online algorithm's performance.

The content of this chapter appears in the INFORMS Journal of Mathematics of Operations Research, 2022 [141]. This work was partially supported by the U.S. National Science Foundation via grants CMMI 1552479, AF 1910423 and AF 1717947.

### 3.1 Introduction

Bin Packing is one of the oldest problems in combinatorial optimization, and has been studied by multiple communities in a variety of forms. In the classical online formulation, $n$ items with sizes in $[0,1]$ arrive in an online fashion, and the objective is to pack the items into the fewest possible number of unit-capacity bins. The model has wide applicability in areas including cargo shipping [174], assigning virtual machines to servers [173], a variety of scheduling problems [44, 80, 171], and so on. In many of these applications, the items' sizes may be uncertain, with this uncertainty often modeled via probability distributions. In much of the stochastic bin packing literature, an item's size is observed before it must be packed, e.g. [90, 159]. Nevertheless, in many applications this assumption is unrealistic. For instance, in bandwidth allocation, connection requests are often bursty and deviate from their typical utilization. If the utilization of the request is higher than expected, it can jeopardize the stability of other connections sharing the same channel. Moreover, the only way to observe the actual traffic required by the connection is to first allocate the request and then observe the traffic pattern.

Motivated by these considerations, we introduce an online adaptive bin packing problem that takes into account the following ingredients:

1. Arrivals are adversarial distributions and the length of the item sequence is unknown to the decision maker.
2. In contrast to existing work in the online and/or stochastic bin packing literature, when an item arrives, the decision maker only observes a probability distribution of its size.
3. The decision maker observes the item's actual size only after irrevocably placing it in a bin; therefore, overflowing a bin is possible.
4. An overflowed bin incurs a penalty and renders the bin unusable from that point on. The
objective is to minimize the expected cost given by the sum of the number of open bins and overflow penalty.

### 3.1.1 Motivating Applications

The online adaptive bin packing problem captures the uncertainty introduced by the online nature of the problem, and also the uncertainty introduced by learning the size of an item after it is packed in a bin. While the variant of the bin packing problem we consider is general and widely applicable, the following examples give some concrete applications:

Bandwidth Allocation. An operator is in charge of assigning sequentially arriving independent connection requests. The operator can open new fixed-capacity connections (bins) of unit cost or try to use one of the available connections to pack the incoming request. Traffic on a connection may be bursty, requiring more than the available bandwidth. In this case, the connection suffers from the overflow of the channel, which could represent a monetary penalty or extra work involved in reassigning the request(s) to other connection(s). See also [109].

Freight Shipping. A dispatcher in a fulfillment center is in charge of packing items into trucks for delivery. Truckloads must comply with a maximum weight limit, and our model applies when the dispatcher assigns items into trucks before their final weighing. An overweight truck incurs a penalty representing additional labor or possible fines. See also [111, 112, 137].

Cloud Computing. A controller is in charge of assigning virtual machines (VM) to servers. The controller has statistical knowledge of the amount of resource a VM will utilize (CPU, RAM, I/O bandwidth, energy, etc.), learned via historical data. The actual resource usage is observed once the VM runs in a server. Excessive consumption of a resource by the VM could compromise the stability of the server and negatively affect other VM's sharing the same infrastructure. See also [90].

Operation Room Scheduling. In hospitals, an administrator is in charge of assigning incoming surgeries to different operation rooms. There may be a statistical estimation of a procedure's duration, but the real time spent in the room is only learned once the operation has finished. Over-allocating a room could incur economic penalties and loss of patients' good will. See also [62, 66].

### 3.1.2 The Model

We consider the problem of sequentially packing items arriving in an online fashion into homogeneous bins of unit capacity. The input consists of a sequence of $n$ nonnegative independent random variables $X_{1}, \ldots, X_{n}$, observed sequentially one at a time. Similar to the bin packing literature, we refer to items interchangeably either by their index $i$ or their corresponding random variable $X_{i}$. At iteration $i$, random variable $X_{i}$ arrives and we observe its distribution but not its outcome. We decide irrevocably to pack $X_{i}$ into an available bin with nonnegative remaining capacity (if any), or to place $X_{i}$ in a new bin and pay a unit cost. Once packed, we observe the outcome of the random variable $X_{i}=x_{i}$, and the chosen bin's capacity is reduced by this amount. A bin overflows when the sizes of items packed in it sum to more than one; when this happens, we incur an additional cost $C \geq 1$ and the overflowed bin becomes unavailable for future iterations.

We measure the performance of an algorithm $\mathcal{P}$ based on the expected overall cost incurred and denote it $\operatorname{cost}(\mathcal{P})$. Because of the online nature of the problem, we cannot expect to compute the optimal cost for an arbitrary sequence of distributions. Even if we knew all distributions in advance, computing the minimum-cost packing is still computationally challenging; the deterministic version reduces to the NP-hard offline bin packing problem. To quantify the quality of an online algorithm, we compare the expected cost incurred by the algorithm against the expected cost incurred by an optimal adaptive packing policy that knows all distributions in advance. This benchmark knows all size distributions in advance but not their outcomes, and must pack the items sequentially in the same order as the online
algorithm ${ }^{1}$. This measure of quality differs from the traditional online competitive ratio, cf. [13, 29]. In the latter, we would compare our online algorithm against a more powerful optimal offline algorithm that knows all item sizes in advance, or only knows distributions but can pack the items in an adaptive order. We provide two examples showing that against either benchmark, any sequential policy is a factor $\Omega(C)$ more expensive than the optimal solution.

Example 1. Consider $n$ i.i.d. random variables, where $X_{i}=1$ with probability $1 / C$, and $X_{i}=1 / n$ with the remaining probability. We expect $n / C$ random variables to realize to 1 . Therefore, the expected cost of an offline solution that observes the sizes is at most $n / C+1$. In contrast, the cost incurred by any online algorithm (or even an offline algorithm that observes distributions but not sizes) is at least $n$. Therefore, when measured against the most powerful benchmark, no online algorithm can have a bounded competitive ratio. The next example shows a similar result for a benchmark that can pack items adaptively.

Example 2. Consider the following sequence of random variables: $X_{i}=2^{-i}$ with probability $1-2 / C$ and $X_{i}=1-2^{-i}$ with the remaining probability. If the items are packed in the order $X_{1}, X_{2}, \ldots, X_{n}$, the expected optimal cost is $n$, because at each time step it is better to open a new bin than to use one of the available bins. At time $i>1$, if we pack item $i$ into a previously opened bin with remaining capacity $1-x$, the expected cost of this action is $C \mathbf{P}\left(X_{i}>1-x\right) \geq C \cdot(2 / C) \cdot \mathbf{1}_{\left\{x \geq 2^{-i}\right\}} \geq 2$, which is larger than the cost of packing item $i$ in a new bin. On the other hand, the optimal expected cost of packing the items in the order $X_{n}, X_{n-1}, \ldots, X_{1}$ is at most $2 n / C+1$. Consider the policy that packs items into the same bin until its usage exceeds $1 / 2$, at which point it opens a new bin. This policy does not overflow any bin, and the expected number of used bins is at most the expected number of items with size $1 / 2$ or greater, plus one additional bin to accommodate the items placed in the last bin. This example implies that no online algorithm can have a

[^0]bounded competitive ratio against an adversary that can adaptively choose the order of the items, even if the adversary's item order is fixed beforehand. These two negative results motivate us to use a more refined benchmark that knows distributions but not outcomes in advance, and must pack items in the same order as our algorithm. In addition, we show that computing the cost of this optimal offline policy is \# $\mathbf{P}$-hard (Theorem 3.5).

It is worth mentioning that simple greedy strategies based only on a bin's used capacity can perform poorly compared to the optimal offline policy. One such strategy is the Greedy Algorithm that compares the instantaneous expected cost of packing the incoming item in an available bin, $C \cdot \mathbf{P}\left(X_{i}\right.$ overflows bin $)$, versus the unit cost of opening a new bin, selecting the cheapest available choice. This strategy performs poorly in general, even for i.i.d. input sequences.

Example 3. Consider $n$ i.i.d. items, with $X_{i} \sim \operatorname{Bernoulli}(1 / C)$. The optimal policy incurs an expected cost of at most $n / C+1$ : This corresponds to the policy that stops utilizing a bin after observing an item of size 1 . On the other hand, Greedy incurs an expected cost of at least $n / 2$, since it will keep trying to pack items in a bin until breaking it. Intuitively, in a sequence of Bernoulli trials the expected time to observe two items of size 1 is $2 C$; therefore, every $2 C$ items (in expectation), Greedy pays a penalty, incurring an expected cost of roughly $n / 2$.

Another simple choice for a heuristic packing policy is a Threshold Algorithm, which establishes a threshold $\alpha \in(0,1)$ such that a bin filled to more than $\alpha$ of its capacity is not used again. Notice that for any $\alpha \in(0,1)$, the optimal policy and the threshold policy incur roughly the same cost for the i.i.d. input $X_{i} \sim \operatorname{Bernoulli}(1 / C)$. We now argue that these policies can perform poorly if the threshold $\alpha$ is not adaptively chosen based on the distribution.

Example 4. Assume that $\alpha \leq 1 / 2$ (the case $\alpha>1 / 2$ is handled similarly) and consider
the i.i.d. input

$$
X_{i}= \begin{cases}0 & \text { w.p. } 1-1 / C \\ \alpha & \text { w.p. } 1 / 2 C \\ 1-\alpha / 2 & \text { w.p. } 1 / 2 C\end{cases}
$$

The optimal policy incurs an expected cost of at most $n / C+1$, since the policy that stops using a bin upon observing a positive outcome incurs at most this cost. On the other hand, the Threshold Algorithm incurs an expected cost of at least $n / 24-C$; we sketch an argument here to obtain this bound, ignoring the $-C$ term for the sake of clarity: The expected number of positive outcomes is $n / C$. A bin is overflowed by the Threshold Algorithm when an item of size $\alpha$ is followed by another of size $1-\alpha / 2$ (regardless of the number of items of size 0 in between). Focusing solely on the positive outcomes, the number of expected disjoint triplets of the form $(1-\alpha / 2, \alpha, 1-\alpha / 2)$ is at least a fraction $(1 / 8) \times(1 / 3)=1 / 24$ of these positive outcomes, from which the bound follows.

We include a brief discussion of threshold policies for i.i.d. input sequences in Appendix 3.C. If the common distribution of the input sequence is finite, a threshold policy can be computed as a function of the distribution, with expected cost a constant factor of the optimal expected cost.

Until now, we have presented examples in which the optimal policies do not break any bin. To not give the false impression that optimal policies do not risk breaking bins, we present the following example.

Example 5. Consider $n$ i.i.d. items, where $X_{i}=1$ with probability $1 / C^{2}$ and $X_{i}=1 / n$ with the remaining probability. The optimal policy has expected cost no more than $n / C+1$, far less than the policy that does not break any bins, which incurs an expected cost of $n$.

In deterministic bin packing problems, one of the most useful bounds for the number of
used bins is the sum of the item sizes. It is known that this value is at least half the number of bins used by any greedy algorithm [48]. In our stochastic setting, the expected sum of item sizes could be far from the number of bins used. Indeed, for the random variables considered in Example 1, we have $\sum_{i=1}^{n} \mathbf{E}\left[X_{i}\right]=(n-1) / C+1$, while the expected cost of any policy is at least $n$ for this input sequence.

### 3.1.3 Results and Contributions

We propose a heuristic algorithm called Budgeted Greedy and denoted AlG (Algorithm 5). Budgeted Greedy uses a risk budget in each bin as a way to control the risk of overflowing the bins. If we consider packing item $i$ in bin $j$, this action's risk is equal to the probability of overflowing the bin; Budgeted Greedy maintains a bin's risk below its risk budget. At every step, similar to the bin's capacity, when an item is packed in a bin, the bin's risk budget is reduced by the probability of the current item overflowing the bin. If no currently opened bin has enough risk budget left, then a new bin is opened. Observe that the risk of packing item $i$ into any available bin depends on the realized sizes of items $1, \ldots, i-1$ and these items' assignments.

The risk as defined above can be calculated for any policy. While there are instances where the optimal policy incurs a large risk for certain bins it opens, our first structural result shows that any policy can be converted to one with budgeted risk with at most a constant factor loss.

Theorem 3.1. Let $X_{1}, \ldots, X_{n}$ be an arbitrary sequence of independent nonnegative random variables (not necessarily identically distributed). For any $\gamma>0$ and for any policy $\mathcal{P}$ that sequentially packs $X_{1}, \ldots, X_{n}$, there exists a risk-budgeted policy $\mathcal{P}^{\prime}$ packing the
same items, such that no bin surpasses the risk budget $\gamma / C$, and with expected cost

$$
\operatorname{cost}\left(\mathcal{P}^{\prime}\right) \leq(1+2 / \gamma) \operatorname{cost}(\mathcal{P}) .^{2}
$$

Theorem 3.1 is obtained by updating policy $\mathcal{P}$ 's decision tree whenever the risk budget is violated by opening a new bin. The extra cost of the new opened bins is paid by a delicate charging argument. Notice that as $\gamma \rightarrow \infty$, we recover the original cost of the policy.

While the cost of any policy involves two terms, the expected number of open bins and the expected penalty for overflowed bins, we show (Lemma 3.9) that for a budgeted policy, the cost of overflowed bins is at most a constant factor of the number of opened bins in expectation, with the constant depending on the budget $\gamma / C$. This allows us to exclusively focus on the number of bins opened by the budgeted policy. A consequence of these structural results is the following.

Theorem 3.2. If the input sequence $X_{1}, \ldots, X_{n}$ is i.i.d., for any $\gamma$, the Budgeted Greedy algorithm with this $\gamma$ minimizes the expected number of opened bins among all risk-budgeted policies with the same $\gamma$. In particular, for $\gamma=\sqrt{2}$ we obtain $\operatorname{cost}(\mathrm{ALG}) \leq(3+$ $2 \sqrt{2}) \operatorname{cost}(\mathrm{OPT})$, where OPT denotes the optimal policy that knows $n$ in advance.

In many bin packing models, it is possible to construct an explicit lower bound for the cost of the optimal benchmark (e.g. the expected sum of the item sizes). In our setting, even though these bounds still hold, they can be a factor of $C$ away from $\operatorname{cost}($ Opt $)$, even for i.i.d. input sequences (see Example 5). We therefore take a different approach for the i.i.d. case; we transform policies into the policy induced by Budgeted Greedy, incurring only small, multiplicative losses.

This i.i.d. model can be interpreted in the following manner. Suppose there is a probability

[^1]distribution over the nonnegative real numbers. There are $n$ item sizes independently drawn from this distribution, $x_{1}, \ldots, x_{n}$. For each $i=1, \ldots, n$, we are asked to pack the $i$-th item without observing its size. This is indeed a model for basic allocation systems where only a population distribution is known about the item's size, which is a typical occurrence in practical applications if more granular information is not available.

As a consequence of Theorem 3.2, we can also show the existence of instance-dependent threshold policies with similar guarantees as Budgeted Greedy.

Corollary 3.2.1. If the input sequence $X_{1}, \ldots, X_{n}$ is i.i.d. with finite support, there is a threshold $\alpha \in[0,1]$ that depends on the common distribution of the $X_{i}$, such that the threshold policy $\mathcal{P}_{\alpha}$, which stops using bins when their capacity exceeds $\alpha$, satisfies $\operatorname{cost}\left(\mathcal{P}_{\alpha}\right) \leq(3+2 \sqrt{2}) \operatorname{cost}(\mathrm{OPT})+1$, where Opt denotes the optimal policy that knows $n$ in advance.

The proof is based on the theory of discounted Markov decision processes (see [146]). We need the finiteness of the support of the distribution to show the existence of a fixed point, which is crucial for the Bellman recursion in the discounted setting. The proof of this corollary appears in the Appendix 3.C.

As a second contribution, we show that for arbitrary exponential distributions, i.e. a sequence of random variables $X_{1}, \ldots, X_{n}$ with $\mathbf{P}\left(X_{i}>x\right)=e^{-\lambda_{i} x}$, Budgeted Greedy incurs a cost that is at most a factor $\mathcal{O}(\log C)$ times the benchmark cost. Moreover, if the exponential random variables are sufficiently small, this factor can be reduced to a constant.

Theorem 3.3. If each $X_{i}$ is exponentially distributed with rate $\lambda_{i}>0$, Budgeted Greedy satisfies

$$
\operatorname{cost}(\mathrm{ALG}) \leq \mathcal{O}(\log C) \operatorname{cost}(\mathrm{OPT})
$$

Furthermore, if $\lambda_{i} \geq 2 \log C$ for all $i=1, \ldots, n$, $\operatorname{cost}(\mathrm{ALG}) \leq \mathcal{O}(1) \operatorname{cost}(\mathrm{OPT})$.

We show that Budgeted Greedy opens bin $i+1$ if it either packs at least $\Omega(1 / \log C)$ in bin $i$, or the risk in bin $i$ is bounded by a small constant, which we obtain via an auxiliary non-convex maximization problem. With this, Budgeted Greedy's cost is bounded by $\mathcal{O}(\log C) \sum_{i} \mathbf{E}\left[X_{i}\right] \leq \mathcal{O}(\log C) \operatorname{cost}(\mathrm{OPT})$. When the exponential random variables are small enough, Budgeted Greedy opens bin $i+1$ if a constant amount of mass in bin $i$ is packed, thereby reducing the $\log C$ factor to a constant. We also give a $\Omega(\sqrt{\log C})$ lower bound for Budgeted Greedy's competitive ratio in the case of exponentially distributed sizes.

Offline Model Although our motivation for studying the bin packing model is an online application, the offline sequential version of the problem is interesting in its own right, as it interpolates the online setting and the completely offline setting, where items are packed in an arbitrary order. In the offline sequential version of the problem, an ordered list of random variables is given to the decision maker, and the objective is to design a sequential policy to minimize expected cost, in time polynomial in the number of items and possibly $\log C$. As in the online model, right after the decision maker packs a random variable (item) into a bin, the actual size is revealed to her. The optimal offline expected cost computed here corresponds to the benchmark we consider in the online setting.

In this offline framework, we present two main contributions. Following the resource augmentation literature [79, 119], the first contribution states that there is a polynomial-time approximation scheme (PTAS) for computing a policy when the capacity of the bins is extended by $\varepsilon$.

Theorem 3.4. For any $0<\varepsilon \leq(\sqrt{15}-3) / \sqrt{6}$, there is an algorithm running in $\mathcal{O}\left(n^{2(6 / \varepsilon)^{5}} / \varepsilon^{10}\right)$ time that computes a polynomial-size policy $\mathcal{P}$ packing items into bins of size $1+\varepsilon$, and incurring an expected cost of at most $(1+\varepsilon) \operatorname{cost}(\mathrm{OPT})$, where OPT is the optimal policy packing items into bins with unit capacity.

The algorithm uses a discretization of possible item sizes similar to [119]. This allows us to find an optimal policy for discretized outcomes via dynamic programming in polynomial time. The cost of this policy is almost the original optimal cost. We recover a policy for the original items by a tracking argument simulating the discretized policy in parallel. The policy follows the discretized policy's decision to pack items in a bin $j$ as long as the error between the sizes in $j$ and its discrete version remains small. When this fails, the policy opens a new copy of $j$ and keeps following the discretized policy as before. This tracking is enough to guarantee similar cost between the two policies.

Our second result for the offline model relates the complexity of computing the optimal value to counting problems. Specifically, we show that computing the optimal offline cost is \# $\mathbf{P}$-hard-hence, the optimal online benchmark is also \# $\mathbf{P}$-hard to compute.

Theorem 3.5. It is $\# \mathbf{P}$-hard to minimize $\operatorname{cost}(\mathcal{P})$.

The proof of this result is divided into two parts. First, we show that counting solutions of symmetric logic formulas in $4 \mathrm{CNF}^{3}$ is $\# \mathbf{P}$-hard (Theorem 3.46). From a symmetric 4CNF formula we construct a stochastic input of the stochastic bin packing problem, where $\min _{\mathcal{P}} \operatorname{cost}(\mathcal{P})$ allows us to count the solutions of the 4 CNF formula. The proof resembles the reduction from the Partition problem to the Bin Packing problem. Intuitively, randomized items model outcomes of variables in the 4CNF formula, one item for each positive and negative literal. The main step in the proof is to correlate the outcomes of the positive/negative literals corresponding to the same variable. The proof of Theorem 3.5 is deferred to Appendix 3.B.

The rest of the chapter is organized as follows. We follow this introduction with a brief literature review. In Section 3.3, we present the Budgeted Greedy algorithm and introduce the necessary notation for the rest of the chapter. Section 3.4 focuses on the i.i.d. case,

[^2]including the proofs of Theorem 3.1 and Theorem 3.2. In Section 3.5 we turn to exponentially distributed item sizes, with the proof of Theorem 3.3 and the construction of the corresponding lower bound. Section 3.6 discusses the offline case, including the proof of Theorem 3.4. In Section 3.7 we present a numerical study of our algorithms, comparing it with natural benchmarks.

### 3.2 Related Work

In the classic one-dimensional bin packing problem, $n$ items with sizes $x_{1}, \ldots, x_{n}$ in $[0,1]$ must be packed in the fewest unit-capacity bins without splitting any item into two or more bins. This is a well-studied NP-complete problem spanning more than sixty years of work [57, 80, 84, 101, 103, 106, 151]. For excellent surveys see [42, 48]. In the online version, the list of items $L=\left(x_{1}, \ldots, x_{n}\right)$ is revealed online one item at a time. In round $t$, we observe item $x_{t}$ and must irrevocably decide whether to pack it in an open bin with enough remaining space or to open a new unit-capacity bin at unit cost, without knowledge of future arrivals. It is standard to measure an online algorithm's performance via its (asymptotic) competitive ratio $[13,29,48] \lim \sup _{|L| \rightarrow \infty} \operatorname{cost}_{\text {alg }}(L) / \operatorname{cost}_{\mathrm{OPT}}(L)$, where $\operatorname{cost}_{\mathrm{alg}}(L)$ is the cost incurred by the online algorithm with input $L$, and $\operatorname{cost}_{\mathrm{OPT}}(L)$ is the cost incurred by the optimal offline solution that knows $L$ in advance. The best known competitive ratio is 1.57829 [20], and the best current lower bound is 1.5403 [21]; see also [172, 175]. Our model subsumes the deterministic case, and therefore inherits the aforementioned lower bound.

In several real-world applications, exact item sizes are unknown to the decision maker at the time of insertion [61, 171]. This uncertainty is typically modeled via probability distributions of the items' sizes. Several online and offline bin packing models introducing stochastic components have been studied. These include, for instance, models where item sizes are drawn from know distributions and observed before packing [45, 53, 91, 149,
$159,158]$, or chance-constrained models where all sizes are revealed to the decision maker after committing to a packing $[85,119,109]$. These stochastic models have revealed connections with balls-into-bins problems [159], sums of squares [53], queuing theory [47], Poisson approximation [119], etc. For the online case, common to all these models is the assumption that the item size is observed before packing it. Nevertheless, observing the item's size before deciding where to pack it is unrealistic in many scenarios. For instance, in cloud computing, before running a job in a cluster, we may have some statistical knowledge of the amount of resource the job will utilize. However, the only way to observe the real utilization is to start the job in the cluster. In this work, we propose a new model variant where items' size distributions are revealed in an online fashion, but each outcome is observed only after packing the item. We therefore relax the strict capacity constraint by allowing each bin to overflow at most once, at the expense of a penalty.

Our model also shares similarities with adaptive combinatorial optimization, particularly stochastic knapsack models introduced in [63]. Recent treatment began with the work of Dean, Goemans, and Vondrák [59] from an approximation algorithms viewpoint; however, their work focuses primarily on the power of adaptivity in the stochastic knapsack as opposed to the design of adaptive policies. Since then, a large body of work has studied the adaptive knapsack model (and more general problems) from several perspectives: information-relaxation in MDP [22], improved approximations via policy analysis [25, 119], improved approximations via linear programming [89, 122] and new linear programs using MDP relaxations [26, 27, 28]. In these models, overflowing the knapsack stops the packing of items but does not directly penalize the decision maker. Conversely, in the socalled blackjack knapsack problem, overflowing the knapsack results in zero value for the decision maker [79, 117]. This could be interpreted as a penalty similar to the one incurred by the decision maker in our model. Most of these works assume complete knowledge of the input distributions, and online treatments are scarcer in the literature. Here we highlight work in online generalized assignment [12] and stochastic bipartite matching [87, 129].

A related area of work is the extensible bin packing problem [46, 60]. Roughly speaking, a fixed number of bins are given and a set of items must be packed into them. The cost of bin $B$ corresponds to $\max \left\{\sum_{i \in B} x_{i}, 1\right\}$, a fixed unit cost and a linear excess cost. The objective is to design packings with small overall cost; even though we do not allow bins to be utilized after overflowing, we could interpret our model as a nonlinear version of a stochastic extensible bin packing problem. Such models capture situations in which a fixed cost is incurred to complete a task with finite resources (e.g. workers) but the resources can be "stretched" with some additional linear cost (e.g. overtime pay). For a generalization to different costs and bin capacities, see [116]. For a stochastic approach similar to our posterior observability, see [152].

### 3.3 The Algorithm

### 3.3.1 Preliminaries

The problem's input consists of $n$ independent nonnegative random variables $X_{1}, \ldots, X_{n}$. The (possible) bins to utilize are denoted by $B_{1}, B_{2}, \ldots, B_{n}$. A state $\mathbf{s}$ for round $i \in[n+1]$ is a sequence $\left(x_{1}, 1 \rightarrow j_{1}\right)\left(x_{2}, 2 \rightarrow j_{2}\right) \cdots\left(x_{i-1}, i-1 \rightarrow j_{i-1}\right)$, where $x_{k}$ is an outcome of $X_{k}$ for all $k<i$. The pair $\left(x_{k}, k \rightarrow j\right)$ represents round $k$, and refers to packing $X_{k}$ in bin $j$ and observing outcome $X_{k}=x_{k}$. A state for round $i$ represents the path followed by a decision maker packing items $X_{1}, \ldots, X_{n}$ sequentially into bins and the outcomes for each of these decisions until round $i-1$. States have a natural recursive structure: $\mathbf{s}=\mathbf{s}^{\prime}\left(x_{i-1}, i-1 \rightarrow j_{i-1}\right)$, where $\mathbf{s}^{\prime}$ is the state for round $i-1$. The initial state $\mathbf{s}_{0}$ is the empty state. Bin $B_{j}$ is open by state $\mathbf{s}$ if some $\left(x_{k}, k \rightarrow j\right)$ appears in $\mathbf{s}$. The items packed into bin $B_{j}$ by state $\mathbf{s}$ are $B_{j}(\mathbf{s})=\left\{k:\left(x_{k}, k \rightarrow j\right)\right.$ appears in $\left.\mathbf{s}\right\}$. The number of bins opened by state $\mathbf{s}$ is $\mid\left\{j:\left(x_{k}, k \rightarrow j\right)\right.$ appears in $\left.\mathbf{s}\right\} \mid$. The usage of bin $B_{j}$ at the beginning of round $i$ in state $\mathbf{s}$ is

$$
S_{j}^{i-1}(\mathbf{s})=\sum_{\substack{k \leq i-1 \\\left(x_{k}, k \rightarrow j\right) \in \mathbf{s}}} x_{k}
$$

the sum of sizes of items packed in bin $j$. A bin $B_{j}$ is broken or overflowed in $\mathbf{s}$ if $S_{j}^{i-1}(\mathbf{s})>$ 1. In our model, we stop using bins that overflow. A state $\mathbf{s}$ for round $i$ is feasible if any overflowed bin by round $k$ is never used again after $k$, for any $k<i$. The state space is the set of all feasible states, denoted $\mathbf{S}$. The set of all feasible states for round $i \leq n$ is denoted by $\mathbf{S}_{i}$.

A policy $\mathcal{P}$ is a function $\mathcal{P}: \mathbf{S}_{n} \rightarrow[n]$ such that for a feasible state $\mathbf{s} \in \mathbf{S}_{n}$ for round $i$, $\mathcal{P}(\mathbf{s})=j$ indicates that item $i$ is packed into bin $j$; we write this as $i \rightarrow j$ when the policy and state are clear from the context. The policy is feasible if $\mathbf{s}^{\prime}=\mathbf{s}\left(x_{i}, i \rightarrow \mathcal{P}(\mathbf{s})\right)$ is a feasible state for any feasible $\mathbf{s} \in \mathbf{S}_{n}$ for round $i$ and outcome $x_{i}$ of $X_{i}$. From now on, we only consider feasible policies. A state $\mathbf{s}^{\prime} \in \mathrm{S}$ is reachable by the policy if $\mathbf{s}^{\prime}=\mathbf{s}_{0}$ or $\mathbf{s}^{\prime}=\mathbf{s}\left(x_{i}, i \rightarrow \mathcal{P}(\mathbf{s})\right)$ with $\mathbf{s}$ reachable, $\mathbf{s}$ for round $i$ and $x_{i}$ an outcome of $X_{i}$. For a reachable state $\mathbf{s}$ for round $i \in[n]$, we say that $\mathcal{P}$ opens bin $j$ if $\mathcal{P}(\mathbf{s})=j$ and $B_{j}$ is not open in $\mathbf{s}$. We say that the policy overflows bin $B_{j}$ at state s if $B_{j}$ overflows for $\mathbf{s}^{\prime}=\mathbf{s}\left(x_{i}, i \rightarrow \mathcal{P}(\mathbf{s})\right)$ but $B_{j}$ is not overflowed in $\mathbf{s}$. We set the cost of a policy as

$$
\operatorname{cost}(\mathcal{P})=\mathbf{E}\left[N_{\mathcal{P}}\right]+C \mathbf{E}\left[O_{\mathcal{P}}\right]
$$

where $N_{\mathcal{P}}$ is the number of bins opened and $O_{\mathcal{P}}$ is the number of bins broken by reachable states for round $n+1$. The randomness is over the items' outcomes. Notice that nonreachable states in $\mathbf{S}$ are unimportant for $\operatorname{cost}(\mathcal{P})$, hence we can always assume $\mathcal{P}(\mathbf{s})=n$ for non-reachable $\mathbf{s} \in \mathbf{S}_{n}$. A policy specifies the actions to apply in any epoch of the sequential decision-making problem. Note that our states are typically considered histories in the Markov decision processes literature [146]. We use our description of states to keep close track of policies' actions in the subsequent analysis.

Any policy $\mathcal{P}$ has a natural $(n+1)$-level decision tree representation $\mathcal{T}_{\mathcal{P}}$, which we call the policy tree. The root, denoted $r$, is at level 1 and represents item $X_{1}$ and state $\mathbf{s}_{0}$. A
node at level $i \in[n]$ is labeled with $\mathcal{P}(i, \mathbf{s})$ where $\mathbf{s}$ is the state of the system obtained by following the path from the root to the current node. There is a unique arc going out of the node for every possible outcome of $X_{i}$ directed to a unique node in level $i+1$. Nodes at level $n+1$ are leaves denoting that the computation has ended. Nodes in levels $i \in[n]$ are called internal nodes. To compute the $\operatorname{cost}(\mathcal{P})$ using the policy-tree $\mathcal{T}_{\mathcal{P}}$, we add two labels to the tree:

- For an internal node $u, \ell_{u}=1$ if $\mathcal{P}$ opens a new bin in node $u$; 0 otherwise. For leaves we define $\ell_{u}=0$.
- For arcs $a=(u, v)$, we define $c_{a}=C$ if the outcome of the random variable belonging to the level where $u$ is located overflows the bin chosen by the policy at node $u ; 0$ otherwise.

We refer to this tree as cost-labeled tree $\mathcal{T}_{\mathcal{P}}$ with cost vectors $(\ell, c)$, or simply cost-labeled tree $\mathcal{T}_{\mathcal{P}}$ if the costs are clear from the context. The tree structure gives us a recursive way of computing the cost of the policy. Let $\mathcal{T}_{\mathcal{P}}(u)$ be the cost-labeled sub-tree of $\mathcal{T}_{\mathcal{P}}$ rooted at node $u$; then

$$
\operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}(u)\right)= \begin{cases}\ell_{u}+\mathbf{E}_{X_{i}}\left[c_{\left(u, u_{X_{i}}\right)}+\operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}\left(u_{X_{i}}\right)\right)\right] & \text { if } u \text { is at level } i=1, \ldots, n \\ 0 & \text { if } u \text { is at level } n+1\end{cases}
$$

where $u_{X_{i}}$ is the node at level $i+1$ connected to $u$. Thus, $\operatorname{cost}(\mathcal{P})=\operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}(r)\right)$. We define $\mathrm{OPT}=\operatorname{argmin}_{\mathcal{P}} \operatorname{cost}(\mathcal{P})$ as the optimal policy for sequentially packing items $X_{1}, \ldots, X_{n}$. This policy might not exist in cases where the number of states is uncountable, for example, when $X_{1}, \ldots, X_{n}$ have continuous distributions. In this case, the policy tree has uncountably many edges emanating from nodes, corresponding to all possible realizations of $X_{i}$. Nevertheless, a $\varepsilon$-optimal policy is guaranteed to exist, i.e. a policy $\mathcal{P}$ that ensures $\operatorname{cost}(\mathcal{P}) \leq \inf _{\mathcal{P}} \operatorname{cost}(\mathcal{P})+\varepsilon$. We abuse notation by calling OPT the optimal policy (or an arbitrarily good approximation if it does not exist).

Note that we defined only deterministic policies, since the action $\mathcal{P}(s)$ is deterministic. If $\mathcal{P}(\mathbf{s})$ were a probability distribution over $[n]$, then we would have a randomized policy. A standard result from Markov decision processes theory ensures that any randomized policy has a deterministic counterpart incurring the same cost; hence, we only focus on deterministic policies. For more details see [143, 146].

The following proposition characterizes the expected number of bins overflowed by a policy. The proof appears in Appendix 3.A.

Proposition 3.6. Let $X_{1}, \ldots, X_{n}$ be nonnegative independent random variables, and let $\mathcal{P}$ be any policy that sequentially packs these items. The expected number of bins overflowed by the policy $\mathcal{P}$ is

$$
\mathbf{E}\left[O_{\mathcal{P}}\right]=\sum_{j=1}^{n} \underset{X_{1}, \ldots, X_{n}}{\mathbf{E}}\left[\sum_{i=1}^{n} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}}\right],
$$

where $S_{j}^{i-1}$ is the usage of bin $j$ at the beginning of iteration $i$ and $\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}}$ is the indicator random variable of the event in which $\mathcal{P}$ packs item $X_{i}$ into bin $j$.

If we interpret $\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right)$ as the risk that $X_{i}$ overflows bin $j$ if packed there, the result says that the number of overflowed bins is the expected aggregation of these risks. We define the risk of a bin $j$ as $\operatorname{Risk}\left(B_{j}\right)=\sum_{i=1}^{n} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}$. Then $\mathbf{E}\left[O_{\mathcal{P}}\right]=\sum_{j=1}^{n} \mathbf{E}\left[\operatorname{Risk}\left(B_{j}\right)\right]$. A policy $\mathcal{P}$ is risk-budgeted or simply budgeted with risk budget $r>0$ if no bin incurs a risk larger than $r, \operatorname{Risk}\left(B_{j}\right) \leq r$ for $j \in[n]$.

A deterministic online algorithm induces a policy, with non-reachable states simply mapped to $\emptyset$. Since online algorithms are not aware of the number of items $n$, we label the $j$-th bin opened by an online algorithm as $B_{j}$ in this case. The cost of an online algorithm is naturally defined as the cost of the corresponding induced policy.

We use the notation $z(B)=\sum_{i \in B} z_{i}$ for a vector $z=\left(z_{1}, \ldots, z_{n}\right)$. If $X=\left(X_{1}, \ldots, X_{n}\right)$
is the vector of random variables and $B=B_{j}$, then $X(B)=S_{j}^{n}$ is the usage of bin $B_{j}$. The following propositions are probabilistic analogues of the well-known size lower bound for deterministic bin packing. We use them in Sections 3.5 and 3.6. The proofs are deferred to Appendix 3.A.

Proposition 3.7. For any sequence of nonnegative i.i.d. random variables $X_{1}, \ldots, X_{n}$, for any bin $B=B_{j}$ and any policy $\mathcal{P}$, we have

$$
\mathbf{E}\left[\sum_{i \in B} \mathbf{E}\left[X_{i} \wedge 1\right]\right]=\mathbf{E}\left[\sum_{i \in B}\left(X_{i} \wedge 1\right)\right] \leq 2 \mathbf{P}(\mathcal{P} \text { opens bin } B)
$$

where $X_{i} \wedge 1=\min \left\{X_{i}, 1\right\}$.

When all items sizes are aggregated, we can improve the factor of 2 as follows.

Proposition 3.8. For any sequence of nonnegative i.i.d. random variables $X_{1}, \ldots, X_{n}$, for any policy, we have

$$
\mathbf{E}\left[\sum_{i=1}^{n}\left(X_{i} \wedge 1\right)\right] \leq \operatorname{cost}(\mathcal{P})
$$

### 3.3.2 The Budgeted Algorithm

In the Budgeted Greedy algorithm, we keep a risk budget for each bin that is initialized as $\gamma / C$, where $\gamma \geq 1$ is an algorithm parameter. We pack items in a bin as long as the usage of the bin is at most 1 and its risk budget has not run out. More formally, when opening a bin, say bin $j$ at round $i$, we initialize its risk of overflow at $r_{j}^{i-1}=0$. At round $i$, when item $X_{i}$ arrives, we find a bin $j$ such that $r_{j}^{i-1}+p_{i}\left(S_{j}^{i-1}\right) \leq \gamma / C$, where $r_{j}^{i-1}$ is the accumulated risk of overflowing the bin until $i-1, S_{j}^{i-1}$ is the usage of the bin $j$ until the previous round and $p_{i}\left(S_{j}^{i-1}\right)=\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right)$ is the risk that $X_{i}$ overflows bin $j$. If that bin $j$ exists, we pack the incoming item into bin $j$, breaking ties arbitrarily, and we update the risk of overflow as $r_{j}^{i}=r_{j}^{i-1}+p_{i}\left(S_{j}^{i-1}\right)$ and $r_{j^{\prime}}^{i}=r_{j^{\prime}}^{i-1}$ for any $j^{\prime} \neq j$. Such a bin may not exist,
in which case we open a new bin $k$ with $r_{k}^{i}=p_{i}(0)$. Strictly speaking, Budgeted Greedy is not a budgeted policy with risk budget $\gamma / C$ unless all items satisfy $\mathbf{P}\left(X_{i}>1\right) \leq \gamma / C$; items with $\mathbf{P}\left(X_{i}>1\right)>\gamma / C$ are packed into individual bins. In Algorithm 5, we formally present the description of Budgeted Greedy.

```
Algorithm 5: Budgeted-Greedy \(\left(\gamma, X_{1}, \ldots, X_{n}\right)\)
    1 Initialize: \(I=\emptyset\).
    2 for \(i=1 \ldots, n\) do
        if \(\exists j \in I\) such that \(r_{j}^{i-1}+p_{i}\left(S_{j}^{i-1}\right) \leq \gamma / C\) then
        \(S_{j}^{i}=S_{j}^{i-1}+X_{i}\).
        \(r_{j}^{i}=r_{j}^{i-1}+p_{i}\left(S_{j}^{i-1}\right)\).
        else
            Define \(r_{j}^{i}=p_{i}(0)\) for \(j\) such that \(j=\inf \{j \geq 0: j \notin I\}\).
            \(S_{j}^{i}=X_{i}\).
            Update \(I=I \cup\{j\}\).
        end
        for \(j^{\prime} \neq j\) do
            \(S_{j^{\prime}}^{i}=S_{j^{\prime}}^{i-1}\).
            \(r_{j^{\prime}}^{i}=r_{j^{\prime}}^{i-1}\).
        end
    15 end
```

Lemma 3.9. Let $\gamma \geq 1$ and assume that for all $i, \mathbf{P}\left(X_{i}>1\right) \leq \gamma / C$. For any bin $j$, Algorithm 5 guarantees

$$
\mathbf{P}(\text { ALG breaks bin } j) \leq \frac{\gamma}{C} \mathbf{P}(\text { ALG opens bin } j)
$$

Proof. Proof. Using Proposition 3.6,

$$
\begin{aligned}
\mathbf{P}(\text { ALG breaks bin } j) & =\mathbf{E}\left[\left(\sum_{i=1}^{n} \mathbf{P}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{t \rightarrow j\}}^{\mathrm{ALG}}\right) \mathbf{1}_{\{\text {ALG opens bin } j\}}\right] \\
& =\mathbf{E}\left[\operatorname{Risk}\left(B_{j}\right) \mathbf{1}_{\{\text {ALG opens bin } j\}}\right] \leq \frac{\gamma}{C} \mathbf{P}(\text { ALG opens bin } j),
\end{aligned}
$$

since once the bin has been opened, its risk never goes beyond $\gamma / C$.

As a result, we have the following corollary, which implies that we only need to bound the expected number of bins opened by Budgeted Greedy in our analysis.

Corollary 3.9.1. Under the same assumptions as Lemma 3.9, $\operatorname{cost}(\mathrm{ALG}) \leq(1+\gamma) \mathbf{E}\left[N_{\mathrm{ALG}}\right]$.

### 3.4 A Policy-Tree Analysis for I.I.D. Random Variables

In this section we prove Theorem 3.1 for general input distributions in Theorem 3.10. We use this result to prove Theorem 3.2, which gives the Budgeted Greedy guarantee for the i.i.d. case. Theorem 3.10 states that any policy can be converted into a budgeted version, where a risk budget is never surpassed for any bin. This transformation can be carried out while only incurring a small multiplicative loss. The proof relies on a charging scheme in the cost paid by overflowing bins. Starting with the original policy tree, we increase the cost paid by overflowing bins by an amount $\delta>0$. The overall cost of the tree increases multiplicatively by at most $(1+\delta / C)$. We show that this additional $\delta$ allows us to pay for new bins whenever the risk of the bin goes beyond $\gamma / C$, for an appropriate choice of $\delta$ and $\gamma$.

Theorem 3.10. Let $X_{1}, \ldots, X_{n}$ be an arbitrary sequence of independent, nonnegative random variables that are not necessarily identical. Fix $\gamma>0$. For any policy $\mathcal{P}$ that sequentially packs items $X_{1}, \ldots, X_{n}$, there exists a policy $\mathcal{P}^{\prime}$ for the same items such that:

- $\mathcal{P}^{\prime}$ packs items with $\mathbf{P}\left(X_{i}>1\right)>\gamma / C$ into individual bins, and bins not containing these items never exceed the risk budget $\gamma / C$.
- $\mathcal{P}^{\prime}$ satisfies $\operatorname{cost}\left(\mathcal{P}^{\prime}\right) \leq(1+2 / \gamma) \operatorname{cost}(\mathcal{P})$.

In particular, if all items satisfy $\mathbf{P}\left(X_{i}>1\right) \leq \gamma / C, \mathcal{P}^{\prime}$ is a risk-budgeted policy with risk budget $\gamma / C$.

Proof. Proof. The proof follows two phases. In the first and longest phase, we show that we can modify the policy $\mathcal{P}$ in such a way that the risk of each bin exceeds $\gamma / C$ at most once. In the second phase, we show that the item surpassing the risk budget in each bin can be packed into an individual bin. At the end, no item with $\mathbf{P}\left(X_{i}>1\right) \leq \gamma / C$ can exceed the risk $\gamma / C$.

In the rest of the proof we utilize the tree representation of the policy. Let $\delta=C / \gamma>0$. We proceed as follows:

1. In the cost labeled tree $\mathcal{T}_{\mathcal{P}}$, increase the cost of overflowing the bins from $C$ to $C+2 \delta$.

That is, $\widehat{c}_{(u, v)}=C+2 \delta$ if $c_{(u, v)}=C$ and 0 otherwise for any $\operatorname{arc}(u, v)$ in $\mathcal{T}_{\mathcal{P}}$. Then,

$$
\operatorname{cost}_{\ell, \bar{c}}\left(\mathcal{T}_{\mathcal{P}}(r)\right) \leq\left(1+2 \frac{\delta}{C}\right) \operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}(r)\right)=\left(1+2 \frac{\delta}{C}\right) \operatorname{cost}(\mathcal{P})
$$

2. Starting at the root of this new cost-labeled tree, find a node $u$ at level $i=1, \ldots, n$ where the policy $\mathcal{P}$ decides to open a new bin, say bin $j$. In each of the branches starting at node $u$ and directed to some leaf, find the sequence of nodes $u_{1}=u, u_{2}, \ldots, u_{k}$ where the policy packs items into bin $j$ and node $u_{k}$ corresponds to the first node in the branch where the risk budget $\gamma / C$ is surpassed for bin $j$. Define $u_{k}$ as a leaf if in the branch the risk budget is not surpassed for $\operatorname{bin} j$. Let $i_{1}=i, i_{2}, \ldots, i_{k}$ be the items packed into bin
$j$ in this branch; that is, node $u_{\ell}$ is at level $i_{\ell}$. Then, we have

$$
\sum_{m=1}^{k-1} \mathbf{P}_{X_{i_{m}}}\left(X_{i_{m}}+S_{j}^{i_{m}-1}>1\right) \leq \frac{\gamma}{C}, \quad \text { and } \quad \sum_{m=1}^{k} \mathbf{P}_{X_{i_{m}}}\left(X_{i_{m}}+S_{j}^{i_{m}-1}>1\right)>\frac{\gamma}{C}
$$

if node $u_{k}$ is not a leaf. Here $S_{j}^{i_{m}-1}$ represents the usage of bin $j$ at node $i_{m}$.

Consider the following modifications to the cost-labeled tree $\mathcal{T}_{\mathcal{P}}$ : We start with the same tree as $\mathcal{P}$ but in the subtree rooted at $u$, bin $j$ is utilized only in nodes $u_{1}, \ldots, u_{k}$ for the different branches. Any future utilization of bin $j$ after passing through node $u_{k}$ is moved to a new bin $j^{\prime}$. Now, we update the cost labels as follows. For all the branches, we reduce the cost of $C+2 \delta$ appearing in the arcs going out from nodes $u_{1}, \ldots, u_{k}$ to $C+\delta$. We label the first node appearing after node $u_{k}$ where the bin $j^{\prime}$ is opened with a 1 . We reduce the labels of arcs going out of nodes using bin $j^{\prime}$ if they do not overflow the bin $j^{\prime}$ anymore (bin $j^{\prime}$ has smaller usage than bin $j$ ). Formally, for any branch and nodes $u_{1}, \ldots, u_{k}$ defined as before,

$$
c_{(a, b)}^{\prime}= \begin{cases}\frac{C+\delta}{C+2 \delta} \widehat{c}_{(a, b)} & a=u_{m} \text { for some branch starting at } u \\ \widehat{c}_{a, b} & \text { otherwise }\end{cases}
$$

and for nodes,

$$
\ell_{a}^{\prime}= \begin{cases}1 & a \text { is the first node packed into bin } j^{\prime} \text { in the subtree } \mathcal{T}_{\mathcal{P}}\left(u_{k}\right) \\ \ell_{a} & \text { otherwise }\end{cases}
$$

We denote this new policy by $\mathcal{P}^{\prime}$. Figure 3.1 displays the modification process.

We now argue that the changes applied to the cost-labeled tree $\mathcal{T}_{\mathcal{P}}$ to transform it into $\mathcal{T}_{\mathcal{P}^{\prime}}$ do not increase the cost function $\operatorname{cost}_{\ell, \bar{c}}\left(\mathcal{T}_{\mathcal{P}}\right)$. Since we only modified labels in the subtree $\mathcal{T}_{\mathcal{P}}(u)$ it is enough to study the cost change in this specific subtree for bins $j$ and


Figure 3.1: Policy tree modification. On the left, we display the original tree with augmented cost from $C$ to $C+2 \delta$. On the right, we show the modified labels after opening a new bin in node $u_{k}$. Observe that we only decrease the costs of arcs related to bin $j$ going out of nodes $u_{1}, \ldots, u_{k}$ in all branches starting at node $u$.
bin $j^{\prime}$.

Lemma 3.11. $\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right) \geq \operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)$.

The proof of this lemma appears in Appendix 3.A. With this result we have

$$
\begin{aligned}
& \operatorname{cost}_{\ell, \bar{c}}\left(\mathcal{T}_{\mathcal{P}}(r)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(r)\right) \\
= & \mathbf{E}\left[\mathbf{E}\left[\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right) \mid \text { Reach node } u\right]\right] \geq 0
\end{aligned}
$$

3. Now, starting from policy $\mathcal{P}^{\prime}$ and cost-labeled tree $\mathcal{T}_{\mathcal{P}^{\prime}}$ with labels $\ell^{\prime}$ in the nodes and $c^{\prime}$ in the arcs, repeat step 2 until every bin exceeds the risk budget $\gamma / C$ at most once.

With the previous method, we construct a policy, which we still call $\mathcal{P}^{\prime}$ for simplicity, in addition to its policy tree $\mathcal{T}_{\mathcal{P}^{\prime}}$ and labels $\ell^{\prime}$ and $c^{\prime}$. This policy exceeds each bin's risk budget at most once. Note that labels $c^{\prime}$ take values in $\{0, C+\delta, C+2 \delta\}$; we modify the label of $\operatorname{arc}(a, b)$ to $\min \left\{c_{(a, b)}^{\prime}, C+\delta\right\}$ thus labels take values only in $\{0, C+\delta\}$. This does not
increases the cost of the policy tree.

For the second phase, we further modify $\mathcal{P}^{\prime}$ : If the policy tries to exceed some bin's risk budget, we open a new bin for that item, unless there is only one item packed in the bin, in which case we move to modify another bin. Using the notation of the first phase, this means that whenever the policy reaches node $u_{k}$ in some branch starting at $u$, instead of packing the item in node $u_{k}$ into bin $j$, it opens a new bin $j^{\prime \prime}$ for it. We call this new policy $\mathcal{P}^{\prime \prime}$. We modify the cost labels accordingly to accommodate this new cost. We label all nodes $u_{k}$ in the subtree $\mathcal{T}_{\mathcal{P}^{\prime}}(u)$ that are not leaves (i.e. the risk goes beyond $\gamma / C$ at $u_{k}$ ) with +1 (the cost to open a new bin). All arcs going out of paths $u_{1}, \ldots, u_{k}$ are relabeled from $C+\delta$ to $C$. Formally, we define the new labels

$$
c_{(a, b)}^{\prime \prime}= \begin{cases}\frac{C}{C+\delta} c_{(a, b)}^{\prime} & a=u_{m} \text { for some branch starting at } u \\ c_{(a, b)}^{\prime} & \text { otherwise }\end{cases}
$$

and for nodes

$$
\ell_{a}^{\prime \prime}= \begin{cases}1 & a=u_{k} \text { and } a \text { is not a leaf } \\ \ell_{a}^{\prime} & \text { otherwise }\end{cases}
$$

Using the same argument as in Lemma 3.11, we can show that

$$
\operatorname{cost}_{\ell^{\prime \prime}, c^{\prime \prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime \prime}}(u)\right) \leq \operatorname{cost}_{c^{\prime}, \ell^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)
$$

We repeat this procedure as many times as necessary, and we obtain a policy $\mathcal{P}^{\prime \prime}$ that satisfies

$$
\operatorname{cost}\left(\mathcal{P}^{\prime \prime}\right) \leq \operatorname{cost}\left(\mathcal{P}^{\prime}\right) \leq\left(1+2 \frac{\delta}{C}\right) \operatorname{cost}(\mathcal{P})
$$

For ease of reading, we present the proof in an iterative manner; the proof's steps can be followed to obtain the result for finite and countably infinite policy trees. We now sketch
how to generalize the proof for uncountable policy trees, focusing on the first phase of the proof. We note that the proof of Lemma 3.11 is general and does not require any iterative argument. Recursively,

$$
\operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}(r)\right)=\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\sum_{k=1}^{i-1} \ell_{U_{k}}+\sum_{k=1}^{i-1} c_{\left(U_{k}, U_{k+1}\right)}+\operatorname{cost}_{\ell, c}\left(\mathcal{T}_{\mathcal{P}}\left(U_{i}\right)\right)\right]
$$

for any $i=1, \ldots, n$, where $U_{i}$ is the (random) node at level $i$. Starting at the root, we apply Lemma 3.11 to all nodes at level $i$ where a bin is opened. Therefore, we have

$$
\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right) \geq \operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)
$$

for all nodes $u$ at level $i$. Using the previous equation,

$$
\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(r)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}}(r)\right)=\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}\left(U_{i}\right)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}\left(U_{i}\right)\right)\right] \geq 0
$$

Doing this for all levels $i=1, \ldots, n$, we conclude the first phase of the proof. The second phase is completely analogous and omitted for brevity.

Theorem 3.10 is a general result that does not depend on item size distributions. In the following, we use it to analyze the performance of Budgeted Greedy.
I.I.D. Input When the input is an i.i.d. sequence of nonnegative random variables, Budgeted Greedy induces a policy tree that packs one bin at a time: When a bin is opened, the policy never again uses previously opened bins. This simple fact is crucial in the proof of our next result. The next lemma shows that among all budgeted policies, Budgeted Greedy opens the minimum expected number of bins when the input is an i.i.d. sequence of random variables. Intuitively, if we ignore the penalty paid by overflowing bins and all items are i.i.d., the optimal way to minimize the expected number of opened bins is by packing as many items as possible in each bin, as long as the risk budget is satisfied. This can of
course be done sequentially, one bin at a time, which is what Budgeted Greedy does.

Lemma 3.12. Suppose $X_{1}, \ldots, X_{n}$ are nonnegative i.i.d. random variables. Then,

$$
\mathbf{E}\left[N_{\mathrm{ALG}}\right]=\min _{\substack{\mathcal{P} \text { budgeted with } \\ \text { risk budget } \gamma / C}} \mathbf{E}\left[N_{\mathcal{P}}\right] .
$$

That is, among all risk-budgeted policies with budget $\gamma / C$, Budgeted Greedy (Algorithm 5) opens the minimum expected number of bins.

Proof. Proof. Consider any policy $\mathcal{P}$ for packing items such that the risk budget of each bin $\gamma / C$ is never surpassed. Consider its tree representation $\mathcal{T}_{\mathcal{P}}$. We modify the policy tree so only one bin is utilized at a time. For this, we exhibit a sequence of operations ensuring that, whenever bin $j$ is opened, bins $1, \ldots, j-1$ are never utilized again. In the tree, this is equivalent to saying that any branch starting from the root directed to any leaf has labels $1 \rightarrow j_{1}, 2 \rightarrow j_{2}, \ldots, n \rightarrow j_{n}$ where $1=j_{1} \leq j_{2} \leq \cdots \leq j_{n}$, where we recall that $i \rightarrow j$ means the policy packs item $i$ into $\operatorname{bin} j$.

Claim 3.13. Let $j=1, \ldots, n$ be any bin opened by the policy. Suppose that node $u$ in level $k$ is labeled $k \rightarrow j^{\prime}$, where $j^{\prime} \neq j$. Furthermore, suppose that at node $u$, bin $j$ is open, its usage does not exceed 1, and its risk budget can accommodate $k$. Then $u$ can be relabeled $k \rightarrow j$ without increasing the expected number of bins opened by the policy.

Before proving this claim, we show how to use it to conclude the result. Starting at the root $r$ of the policy tree $\mathcal{T}_{\mathcal{P}}$, find the closest node $u$ to the root where we have the label $k \rightarrow j$, $j \neq 1$, but the usage of bin 1 is no more than 1 and its risk budget can accommodate $k$. Use the claim to relabel this node $k \rightarrow 1$ without increasing the expected number of open bins. Repeat this process until there are no nodes $u$ in this category. After this process has been finished, all branches starting at the root have the form $1 \rightarrow 1,2 \rightarrow 1, \ldots, i \rightarrow 1, i+1 \rightarrow$
$2, \ldots$ and from $i+1$ onward, bin 1 is overflowed or does not have enough risk budget to receive any additional item. We repeat this process with bin $2,3, \ldots$. After this process has been carried out, the resulting policy is the one induced by Budgeted Greedy.

We prove the claim by backward induction on the level of node $u$ in the policy tree. Fix an opened bin $j=1, \ldots, n$ and pick any node $u$ at level $n$ with label $n \rightarrow j^{\prime}, j^{\prime} \neq j$, and suppose bin $j$ is open and satisfies the hypothesis - its usage is one or less, and it has enough risk budget to receive item $X_{n}$. Re-labeling this node $n \rightarrow j$ does not worsen the number of bins opened since the cost of bin $j$ has already been paid at some previous node. Recall that we are only taking into account the cost paid by opening bins and not the cost of breaking bins.

Suppose the result holds for all levels $k+1, k+2, \ldots, n$. Pick a node $u$ at level $k$ with label $k \rightarrow j^{\prime}, j^{\prime} \neq j$, and such that bin $j$ is open and satisfies the hypothesis. If all its children are labeled $k+1 \rightarrow j$ then relabel all its children with $k+1 \rightarrow j^{\prime}$ and relabel $u$ with $k \rightarrow j$. The cost remains the same after this operation since the distribution of $X_{k}$ is the same as $X_{k+1}$. Now, suppose that some child of $u$, say $v$, is labeled $k+1 \rightarrow m$ with $m \neq j$. Since at node $u$ bin $j$ still has usage not exceeding one and sufficient risk budget left, at node $v$ bin $j$ still satisfies this condition. Therefore, by induction, we can relabel $v$ with $k+1 \rightarrow j$ without increasing the cost. We can repeat this for any children of $u$ until all of its children have been labeled $k+1 \rightarrow j$. We conclude by swapping the label of $u$ with the label of its children as in the previous case.

Theorem 3.14. For $\gamma=\sqrt{2}$ and i.i.d. nonnegative random variables $X_{1}, \ldots, X_{n}$, we have

$$
\operatorname{cost}(\mathrm{ALG}) \leq(3+2 \sqrt{2}) \operatorname{cost}(\mathrm{OPT})
$$

Proof. If $\mathbf{P}\left(X_{1}>1\right)>\sqrt{2} / C, \operatorname{cost}(\mathrm{ALG})=n\left(1+C \mathbf{P}\left(X_{1}>1\right)\right)$. On the other hand, $\operatorname{cost}(\mathrm{OPT}) \geq n C \mathbf{P}\left(X_{1}>1\right)$ since each item incurs at least this expected cost. Therefore,
$\operatorname{cost}(\mathrm{ALG}) \leq 2 \operatorname{cost}(\mathrm{OPT})$.

Now assume $\mathbf{P}\left(X_{1}>1\right) \leq \sqrt{2} / C$. Using Theorem 3.10 and Lemma 3.12, we have

$$
\operatorname{cost}(\mathrm{ALG}) \leq(1+\gamma) \mathbf{E}\left[N_{\mathcal{P}}\right] \leq(1+\gamma) \operatorname{cost}\left(\mathrm{OPT}^{*}\right) \leq(1+\gamma)\left(1+\frac{2}{\gamma}\right) \operatorname{cost}(\mathrm{OPT})
$$

where OPT* is the $(\gamma / C)$-budgeted version of Opt. The expression $(1+\gamma)(1+2 / \gamma)$ is minimized at $\gamma=\sqrt{2}$, which gives the desired result.

### 3.5 Exponential Random Variables

In this section, we show that Budgeted Greedy incurs an expected cost at most $\mathcal{O}(\log C)$ times the optimal expected cost when the item sizes are exponentially distributed. That is, for any $X_{i}$ in the input sequence,

$$
\begin{equation*}
\mathbf{P}\left(X_{i}>x\right)=e^{-\lambda_{i} x} \tag{3.1}
\end{equation*}
$$

for any $x \geq 0$, where $\lambda_{i}>0$ is the rate. Recall that $\mathbf{E}\left[X_{i}\right]=1 / \lambda_{i}$.

The proof is divided into two parts: First, similarly to deterministic bin packing, we show that $\mathbf{E}\left[\sum_{i=1}^{n} \min \left\{X_{i}, 1\right\}\right]$ is a lower bound for $\operatorname{cost}(\mathcal{P})$, for any policy $\mathcal{P}$. In the next step, we show that the probability that Algorithm 5 opens bin $k \geq 2$ is related to the amount of mass packed into bin $k-1$. Roughly speaking, we show that the probability that Algorithm 5 opens bin $k \geq 2$ is at most $\mathcal{O}(\log C)$ times the expected mass packed into bin $k-1$. Moreover, in Subsection 3.5.2 we show that, when the rates governing the item sizes are sufficiently large, $\lambda_{i} \geq 2 \log C$, the amount of mass packed into bin $k-1$ is at least a constant, thereby improving the algorithm's approximation factor to a constant. Finally, we show that our analysis of Algorithm 5 for exponential random variables is almost tight by exhibiting an input sequence that forces Budgeted Greedy to incur a cost $\Omega(\sqrt{\log C})$ times the optimal cost.

### 3.5.1 Arbitrary Exponential Random Variables

Here we show that $\operatorname{cost}(\mathrm{AlG}) \leq \mathcal{O}(\log C) \operatorname{cost}(\mathrm{OPT})$ when the input is an arbitrary sequence of exponential random variables. Using Proposition 3.6, we can assume $\mathbf{P}\left(X_{i}>\right.$ 1) $\leq 1 / C$ for all $i=1, \ldots, n$ at the expense of an extra multiplicative loss of 2 in the cost incurred. This assumption translates into $\lambda_{i} \geq \log C$ for all $i$.

The next result shows that the probability that Algorithm 5 opens a bin, besides the first bin, is related to the amount of mass packed in the previous bin.

Proposition 3.15. Suppose $\gamma=2$. Then, for any $k \geq 2$, Budgeted Greedy guarantees

$$
\begin{aligned}
\mathbf{P}\left(\text { ALG opens bin } B_{k}\right) \leq & 5 \log C \mathbf{E}\left[\sum_{i \in B_{k-1}} X_{i} \wedge 1\right] \\
& +\left(\frac{1}{3}+8 \sqrt{5} \sqrt{\frac{\log C}{C}}\right) \mathbf{P}\left(\text { ALG opens bin } B_{k-1}\right) .
\end{aligned}
$$

Proof. Since the item sizes are continuous random variables, we have $\mathbf{P}$ (ALG opens bin $B_{k}$ ) $=$ $\mathbf{P}\left(X\left(B_{k}\right)>0\right)$. Now, we have
$\mathbf{P}\left(\right.$ ALG opens bin $\left.B_{k}\right) \leq \mathbf{P}\left(X\left(B_{k-1}\right)>\frac{1}{5 \log C}\right)+\mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0\right)$.

We bound each term separately. To bound the first term we use Markov's inequality:

$$
\mathbf{P}\left(X\left(B_{k-1}\right)>\frac{1}{5 \log C}\right)=\mathbf{P}\left(X\left(B_{k-1}\right) \wedge 1>\frac{1}{5 \log C}\right) \leq 5 \log C \mathbf{E}\left[X\left(B_{k-1}\right) \wedge 1\right] .
$$

For the second term, we proceed as follows. Let $E$ be the event "all items packed in $B_{k-1}$
have rate $\lambda_{i} \geq 2 \log C$." Then

$$
\begin{aligned}
\mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0\right) \leq & \mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0, E\right) \\
& +\mathbf{P}\left(\left.X\left(B_{k-1}\right) \leq \frac{1}{5 \log C} \right\rvert\, \bar{E}\right) \mathbf{P}\left(X\left(B_{k-1}\right)>0\right)
\end{aligned}
$$

since $\bar{E}$, the event that some item in $B_{k-1}$ has rate $\leq 2 \log C$, is contained in the event "Algorithm 5 opens bin $B_{k-1}$."

Claim 3.16. $\mathbf{P}\left(\left.X\left(B_{k-1}\right) \leq \frac{1}{5 \log C} \right\rvert\, \bar{E}\right) \leq 1-e^{-2 / 5} \leq 1 / 3$.

Proof. If $X_{i_{1}}, \ldots, X_{i_{m}}$ are all the large items with rates $\lambda_{i_{p}} \leq 2 \log C$, then, the events

$$
M_{p}=\left\{X_{i_{p}} \text { is the first large item packed into } B_{k-1}\right\}
$$

satisfy $\bar{E}=\bigcup_{p=1}^{m} M_{p}$. Then,

$$
\begin{aligned}
\mathbf{P}\left(\left.X\left(B_{k-1}\right) \leq \frac{1}{5 \log C} \right\rvert\, \bar{E}\right) & =\sum_{p=1}^{m} \mathbf{P}\left(\left.X\left(B_{k-1}\right) \leq \frac{1}{5 \log C} \right\rvert\, \bar{E}, M_{p}\right) \mathbf{P}\left(M_{p} \mid \bar{E}\right) \\
& \leq \sum_{p=1}^{m} \mathbf{P}\left(X_{i_{p}} \leq \frac{1}{5 \log C}\right) \mathbf{P}\left(M_{p} \mid \bar{E}\right) \\
& =\sum_{p=1}^{m}\left(1-e^{-\lambda_{i_{p}} / 5 \log C}\right) \mathbf{P}\left(M_{p} \mid \bar{E}\right) \quad(\text { Using (3.1)) } \\
& \leq\left(1-e^{-2 / 5}\right) \sum_{p=1}^{m} \mathbf{P}\left(M_{p} \mid \bar{E}\right) . \quad\left(\operatorname{Using} \lambda_{i_{p}} \geq 2 \log C\right)
\end{aligned}
$$

The proof follows because the events $M_{p}$ are disjoint and form $\bar{E}$.

Claim 3.17. $\mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0, E\right) \leq 20 \sqrt{\log C / C} \mathbf{P}\left(X\left(B_{k-1}\right)>0\right)$.

Proof. In this case, bin $B_{k}$ has been opened even though $B_{k-1}$ still has available space. That means that the element that opens bin $B_{k}$ surpasses the budget of $B_{k-1}$. From here
we obtain,

$$
\frac{2}{C}<\operatorname{Risk}\left(B_{k-1}\right)+\mathbf{P}\left(X_{t}>1-X\left(B_{k-1}\right)\right) \leq \operatorname{Risk}\left(B_{k-1}\right)+\frac{e^{1 / 5}}{C}
$$

where $X_{t}$ is the first item packed into $B_{k}$ and we use $\lambda_{t} \geq \log C$ and (3.1), thus $\mathbf{P}\left(X_{t}>1-\right.$ $\left.X\left(B_{k-1}\right)\right) \leq e^{1 / 5} / C$. Let $F_{\beta}$ be the event " $\sum_{i \in B_{k-1}} \mathbf{E}\left[X_{i}\right]>\beta$ "; by Markov's inequality,

$$
\begin{aligned}
\mathbf{P}\left(F_{\beta}\right) & \leq \frac{1}{\beta} \mathbf{E}\left[\sum_{i \in B_{k-1}} \mathbf{E}\left[X_{i}\right]\right] \\
& \leq \frac{C}{C-1} \frac{1}{\beta} \mathbf{E}\left[\sum_{i \in B_{k-1}} \mathbf{E}\left[X_{i} \wedge 1\right]\right. \\
& \leq 2 \frac{C}{C-1} \frac{1}{\beta} \mathbf{P}\left(X\left(B_{k-1}\right)>0\right) .
\end{aligned}
$$

$$
\leq \frac{C}{C-1} \frac{1}{\beta} \mathbf{E}\left[\sum_{i \in B_{k-1}} \mathbf{E}\left[X_{i} \wedge 1\right]\right] \quad\left(\mathbf{E}\left[X_{i} \wedge 1\right]=\left(1-e^{-\lambda_{i}}\right) \mathbf{E}\left[X_{i}\right]\right)
$$

(Proposition 3.7)

Thus,

$$
\begin{aligned}
& \mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0, E\right) \\
& \leq \mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, \operatorname{Risk}\left(B_{k-1}\right)>\frac{2-e^{1 / 5}}{C}, E\right) \\
& \leq \frac{2 C}{\beta(C-1)} \mathbf{P}\left(X\left(B_{k-1}\right)>0\right) \\
& \quad+\mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, \operatorname{Risk}\left(B_{k-1}\right)>\frac{2-e^{1 / 5}}{C}, \bar{F}_{\beta}, E\right) \\
& \leq \frac{2 C}{\beta(C-1)} \mathbf{P}\left(X\left(B_{k-1}\right)>0\right) \\
& \quad+\frac{C}{2-e^{1 / 5}} \mathbf{E}\left[\operatorname{Risk}\left(B_{k-1}\right) \left\lvert\, X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}\right., E, \bar{F}_{\beta}\right]
\end{aligned}
$$

Claim 3.18. $\mathbf{E}\left[\operatorname{Risk}\left(B_{k-1}\right) \left\lvert\, X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}\right., E, \bar{F}_{\beta}\right] \leq 10 \beta C^{-2} \log C \mathbf{P}\left(X\left(B_{k-1}\right)>0\right)$.

Proof. Given $X\left(B_{k-1}\right) \leq 1 / 5 \log C$, the event $E$, the event $\bar{F}_{\beta}$ and the event $X\left(B_{k-1}\right)>$ 0 , the value $\operatorname{Risk}\left(B_{k-1}\right)=\sum_{i=1}^{n} \mathbf{P}\left(X_{i}+S_{k-1}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow k-1\}}^{\mathrm{ALG}} \leq \sum_{i=1}^{n} e^{-\lambda_{i}(1-1 / 5 \log C)} \mathbf{1}_{\{i \rightarrow k-1\}}^{\mathrm{ALG}}$
can be upper bounded by the non-convex problem:

$$
\max _{x_{1}, \ldots, x_{n}}\left\{\sum_{i=1}^{n} e^{-x_{i}(1-1 / 5 \log C)}: \sum_{i=1}^{n} 1 / x_{i} \leq \beta, x_{i} \geq 2 \log C, \forall i=1, \ldots, n\right\} \leq 10 \beta \frac{\log C}{C^{2}}
$$

The inequality follows because the maximum of a convex function is attained in the boundary of the feasible set. Indeed, the maximum is attained by setting the maximum variables to the bound $2 \log C$-which are at most $2 \beta \log C$-and the rest of the variables to $+\infty$.

Therefore, by upper bounding $10 /\left(2-e^{1 / 5}\right)$ by 20 and $C /(C-1)$ by 2 , we obtain

$$
\mathbf{P}\left(X\left(B_{k-1}\right) \leq \frac{1}{5 \log C}, X\left(B_{k}\right)>0, E\right) \leq\left(\frac{4}{\beta}+20 \beta \frac{\log C}{C}\right) \mathbf{P}\left(X\left(B_{k-1}\right)>0\right)
$$

The right-hand side is minimized at $\beta=\sqrt{C / 5 \log C}$.

Putting Claims 3.16 and 3.17 together we obtain

$$
\mathbf{P}\left(X\left(B_{k}\right)>0\right) \leq 5 \log C \mathbf{E}\left[\sum_{i \in B_{k-1}} X_{i} \wedge 1\right]+\left(\frac{1}{3}+8 \sqrt{5} \sqrt{\frac{\log C}{C}}\right) \mathbf{P}\left(X\left(B_{k-1}\right)>0\right)
$$

Proposition 3.19. Let $X_{1}, \ldots, X_{n}$ be arbitrary exponential random variables with $\lambda_{i} \geq$ $\log C$. Algorithm 5 with $\gamma=2$ guarantees

$$
\operatorname{cost}(\mathrm{ALG}) \leq \frac{15 \log C}{2 / 3-8 \sqrt{5 \log C / C}} \operatorname{cost}(\mathrm{OPT})+\frac{3}{2 / 3-8 \sqrt{5 \log C / C}}
$$

where OPT is the optimal policy that knows $n$ and the rates of all the sizes $X_{1}, \ldots, X_{n}$ in advance.

Proof. Using Proposition 3.15 we obtain

$$
\begin{aligned}
\mathbf{E}\left[N_{\mathrm{ALG}}\right] & =1+\sum_{k \geq 2} \mathbf{P}\left(X\left(B_{k}>0\right)\right) \\
& \leq 1+5 \log C \sum_{k \geq 2} \mathbf{E}\left[\sum_{i \in B_{k-1}^{\mathrm{ALG}}} X_{i} \wedge 1\right]+\left(\frac{1}{3}+8 \sqrt{5} \sqrt{\frac{\log C}{C}}\right) \sum_{k \geq 2} \mathbf{P}\left(X\left(B_{k-1}\right)>0\right) \\
& \leq 1+5 \log C \sum_{k \geq 1} \mathbf{E}\left[\sum_{i \in B_{k}^{\mathrm{ALG}}} X_{i} \wedge 1\right]+\left(\frac{1}{3}+8 \sqrt{5} \sqrt{\frac{\log C}{C}}\right) \mathbf{E}\left[N_{\mathrm{ALG}}\right] \\
& =1+5 \log C \mathbf{E}\left[\sum_{i} X_{i} \wedge 1\right]+\left(\frac{1}{3}+8 \sqrt{5} \sqrt{\frac{\log C}{C}}\right) \mathbf{E}\left[N_{\mathrm{ALG}}\right] .
\end{aligned}
$$

For any policy $\mathcal{P}$ we have $\mathbf{E}\left[\sum_{i=1}^{n} X_{i} \wedge 1\right] \leq \operatorname{cost}(\mathcal{P})$, using Proposition 3.8. Then,

$$
\mathbf{E}\left[N_{\mathrm{ALG}}\right] \leq \frac{5 \log C}{2 / 3-8 \sqrt{5 \log C / C}} \mathbf{E}\left[N_{\mathcal{P}}\right]+\frac{1}{2 / 3-8 \sqrt{5 \log C / C}}
$$

The conclusion follows from here using $\operatorname{cost}(\mathrm{ALG}) \leq 3 \mathbf{E}\left[N_{\mathrm{ALG}}\right]$ (Corollary 3.9.1).

### 3.5.2 Small Exponential Random Variables

We next show that $\operatorname{cost}(\mathrm{ALG}) \leq \mathcal{O}(1) \operatorname{cost}(\mathrm{OPT})$ whenever the item sizes are independent exponential random variables with rates satisfying $\lambda_{i} \geq 2 \log C$. In this case, $\mathbf{E}\left[\sum_{i} X_{i} \wedge 1\right]$ is a better approximation for $\mathbf{E}\left[N_{\mathrm{ALG}}\right]$ than in the general case. The following results shows that we can improve Proposition 3.15 by a logarithmic factor.

Proposition 3.20. Let $\gamma=1$. For $k \geq 2$,

$$
\mathbf{P}(\text { ALG } \text { opens bin } k) \leq 4 \mathbf{E}\left[\sum_{i \in B_{k-1}} X_{i} \wedge 1\right]+8 \frac{\sqrt{\log C}}{C^{1 / 4}} \mathbf{P}(\text { ALG opens bin } k-1)
$$

Proof. We have

$$
\begin{aligned}
\mathbf{P}\left(\text { ALG opens bin } B_{k+1}\right) & =\mathbf{P}\left(X\left(B_{k+1}\right)>0\right) \\
& \leq \mathbf{P}\left(X\left(B_{k}\right)>1 / 4\right)+\mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right) \\
& \leq \mathbf{P}\left(X\left(B_{k}\right) \wedge 1>1 / 4\right)+\mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right) \\
& \leq 4 \mathbf{E}\left[X\left(B_{k}\right) \wedge 1\right]+\mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right)
\end{aligned}
$$

We only focus on bounding the second term in the rest of the proof. Algorithm 5 opens bin $B_{k+1}\left(X\left(B_{k+1}\right)>0\right)$ if there are no available bins $\left(\forall i \leq k, X\left(B_{i}\right) \geq 1\right)$ or there is an item that does not fit because of the budget. The first case cannot happen when the event $X\left(B_{k}\right) \leq 1 / 4$ happens so we are only left with the budget case. In particular, for bin $k$, we open bin $B_{k+1}$ because for some item $X_{t}$ we have

$$
\frac{1}{C}<\operatorname{Risk}\left(B_{k}\right)+\mathbf{P}\left(X_{t}+X\left(B_{k}\right)>1\right) \leq \operatorname{Risk}\left(B_{k}\right)+\mathbf{P}\left(X_{t}>3 / 4\right) \leq \operatorname{Risk}\left(B_{k}\right)+\frac{1}{C^{3 / 2}}
$$

where we used the information from the event $X\left(B_{k+1}\right) \leq 1 / 4$. Therefore,

$$
\begin{aligned}
& \mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right) \leq \mathbf{P}\left(\operatorname{Risk}\left(B_{k}\right)>1 / C-1 / C^{3 / 2}, 0<X\left(B_{k}\right)<1 / 4\right) \\
& \leq \frac{C^{3 / 2}}{C^{1 / 2}-1} \mathbf{E}\left[\operatorname{Risk}\left(B_{k}\right) \mid X\left(B_{k}\right)<1 / 4, X\left(B_{k}\right)>0\right] \mathbf{P}\left(X\left(B_{k}\right)>0\right)
\end{aligned}
$$

Now, as in the previous proof, let $F_{\beta}=\left\{\sum_{i \in B_{k}} \mathbf{E}\left[X_{i}\right]>\beta\right\}$; by Markov's inequality and Proposition 3.7,

$$
\mathbf{P}\left(F_{\beta}\right) \leq \frac{2 C^{2}}{\beta\left(C^{2}-1\right)} \mathbf{P}\left(X\left(B_{k}\right)>0\right)
$$

Claim 3.21. $\mathbf{E}\left[\operatorname{Risk}\left(B_{k}\right) 1_{\left\{X\left(B_{k}\right)<1 / 4\right\}} \mid X\left(B_{k}\right)<1 / 4, X\left(B_{k}\right)>0, \bar{F}_{\beta}\right] \leq \frac{2 \beta \log C}{C^{3 / 2}}$.

Proof. Given $X\left(B_{k}\right)<1 / 4, X\left(B_{k}\right)>0, \bar{F}_{\beta}$, the risk

$$
\operatorname{Risk}\left(B_{k}\right)=\sum_{i=1}^{n} \mathbf{P}\left(X_{i}+S_{k}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow k\}} \leq \sum_{i=1}^{n} e^{-3 \lambda_{i} / 4} \mathbf{1}_{\{i \rightarrow k\}}
$$

is bounded by the non-convex problem,

$$
\max _{x_{1}, \ldots, x_{n}}\left\{\sum_{i=1}^{n} e^{-3 x_{i} / 4}: \sum_{i=1}^{n} \frac{1}{x_{i}} \leq \beta, x_{i} \geq 2 \log C, \forall i=1, \ldots, n\right\} \leq \frac{2 \beta \log C}{C^{3 / 2}}
$$

which we bound as before.

With this claim,

$$
\begin{aligned}
\mathbf{E}\left[\operatorname{Risk}\left(B_{k}\right) \mid X\left(B_{k}\right)<1 / 4, X\left(B_{k}\right)>0\right] & \leq \frac{1}{C} \mathbf{P}\left(F_{\beta}\right)+\frac{2 \beta \log C}{C^{3 / 2}} \mathbf{P}\left(\bar{F}_{\beta}\right) \\
& \leq \frac{2 C}{\beta\left(C^{2}-1\right)}+\frac{2 \beta \log C}{C^{3 / 2}}
\end{aligned}
$$

since $\operatorname{Risk}\left(B_{k}\right) \leq 1 / C$. Thus,

$$
\mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right) \leq \frac{C^{3 / 2}}{C^{1 / 2}-1}\left(\frac{2 C}{\beta\left(C^{2}-1\right)}+\frac{2 \beta \log C}{C^{3 / 2}}\right) \mathbf{P}\left(X\left(B_{k}\right)>0\right)
$$

Now, optimizing over $\beta$ with $\beta=\frac{C^{5 / 4}}{\sqrt{C^{2}-1} \sqrt{\log C}}$ we obtain

$$
\mathbf{P}\left(X\left(B_{k+1}\right)>0, X\left(B_{k}\right) \leq 1 / 4\right) \leq 8 \frac{\sqrt{\log C}}{C^{1 / 4}} \mathbf{P}\left(X\left(B_{k}\right)>0\right)
$$

Proposition 3.22. Suppose $\lambda_{i} \geq 2 \log C$ for all $i=1, \ldots, n$. For $\gamma=1$, Algorithm 5 guarantees

$$
\operatorname{cost}(\mathrm{ALG}) \leq \frac{8}{1-8 \sqrt{\log C} / C^{1 / 4}} \operatorname{cost}(\mathrm{OPT})+\frac{2}{1-8 \sqrt{\log C} / C^{1 / 4}}
$$

where OPT is the optimal policy that knows $n$ and all item size rates in advance.

Proof. Using Proposition 3.20 we have

$$
\begin{aligned}
\mathbf{E}\left[N_{\mathrm{ALG}}\right] & =\sum_{k=1}^{n} \mathbf{P}(\text { ALG opens bin } k) \\
& \leq 1+\sum_{k=2}^{n} 4 \mathbf{E}\left[\sum_{i \in B_{k-1}} X_{i} \wedge 1\right]+8 \frac{\sqrt{\log C}}{C^{1 / 4}} \mathbf{P}(\text { ALG opens bin } k-1) \\
& \leq 1+4 \mathbf{E}\left[\sum_{i=1}^{n} X_{i} \wedge 1\right]+8 \frac{\sqrt{\log C}}{C^{1 / 4}} \mathbf{E}\left[N_{\mathrm{ALG}}\right] .
\end{aligned}
$$

Using Proposition 3.8,

$$
\mathbf{E}\left[N_{\mathrm{ALG}}\right] \leq \frac{4}{1-8 \sqrt{\log C / C^{1 / 4}}} \operatorname{cost}(\mathcal{P})+\frac{1}{1-8 \sqrt{\log C} / C^{1 / 4}}
$$

for any policy $\mathcal{P}$. The result follows by using $\operatorname{cost}($ ALG $) \leq 2 \mathbf{E}\left[N_{\text {ALG }}\right]$ and optimizing over $\mathcal{P}$.

### 3.5.3 A Lower Bound for the Algorithm with Exponential Random Variables

In this subsection, we present a hard input of exponential random variables for Budgeted Greedy. The sequence contains two kind of independent exponential random variables, those with rates $\mu=\beta \log C, \beta \geq 2$ and those with rates $\lambda=(1+\varepsilon) \log C$, with $\varepsilon \in(0,1)$. This sequence has $n_{1}$ items with rate $\lambda$ and $n_{2}=k n_{1}$ items with rate $\mu$, presented to Algorithm 5 as,

$$
X_{1,1}^{\mu} \cdots X_{1, k}^{\mu} X_{1}^{\lambda} X_{1,1}^{\mu} \cdots X_{2, k}^{\mu} X_{2}^{\lambda} \quad \cdots \quad X_{n_{1}, 1}^{\mu} \cdots X_{n_{1}, k}^{\mu} X_{n_{1}}^{\lambda},
$$

where $X_{i, j}^{\mu} \sim \exp (\mu)$ and $X_{i}^{\lambda} \sim \exp (\lambda)$ for all $i, j$. With the choices of $\beta=6 \frac{n_{1} \log C}{\varepsilon}$ and $k=3 \varepsilon \mu=18 n_{1}(\log C)^{2}$, we show that Budgeted Greedy incurs an expected cost of at least $\frac{1}{2} n_{1}$. For the same choices of $\beta$ and $k$ and optimizing over the choice of $\varepsilon$, we show
that $\operatorname{cost}(\mathrm{OPT}) \leq \mathcal{O}(1 / \sqrt{\log C}) n_{1}$. This choice of $\varepsilon$ is independent of $n_{1}$, which allows us to scale the result for any input size.

We prove each bound separately; the main results are stated here.

Proposition 3.23. Let $\varepsilon>0$ and set $\beta=6 \varepsilon^{-1} n_{1} \log C$ and $k=3 \varepsilon \mu$. Then, running Budgeted Greedy with $\gamma=1$ on the input described above yields

$$
\operatorname{cost}(\mathrm{ALG}) \geq \frac{1}{2} n_{1}
$$

Proposition 3.24. Using the same parameters as in the previous proposition, for any $\varepsilon>0$ such that $\varepsilon \log C \geq 4$, we have

$$
\operatorname{cost}(\mathrm{OPT}) \leq 48 n_{1}\left(\frac{k}{\beta \log C}+\frac{1}{\varepsilon \log C}\right)=48 n_{1}\left(3 \varepsilon+\frac{1}{\varepsilon \log C}\right)
$$

The result now follows by taking $\varepsilon=1 / \sqrt{3 \log C}$. The proofs are in Appendix 3.A.

### 3.6 Offline Sequential Adaptive Bin Packing

In this section, we move to the offline sequential model, where random variables are known in advance and the packing occurs sequentially in the fixed order $1, \ldots, n$. We present the proof of Theorem 3.4 that guarantees a soft-capacity polynomial time approximation scheme (PTAS) for the offline problem.

### 3.6.1 Approximation of a Sequential Policy

Consider $X_{1}, \ldots, X_{n}$ independent random variables with bounded support $[0,1+\varepsilon]$. We can reduce the general case to this case by moving all the probability mass of the corresponding random variable in $[1+\varepsilon, \infty)$ to the point $1+\varepsilon$. We aim to show a polynomial time
approximation scheme with resource augmentation. In particular, we consider a policy operating on bins with size or capacity $c \geq 1$; a bin overflows if the total size of items packed into it exceeds $c$. We use the notation $\operatorname{cost}_{c}(\mathcal{P}, Z)$ to denote the expected cost incurred by a policy $\mathcal{P}$ packing items $Z=\left(Z_{1}, \ldots, Z_{n}\right)$ into bins of capacity $c$.

Theorem 3.25. There is a policy that can be computed in $\mathcal{O}\left(n^{2 / \varepsilon^{5}} / \varepsilon^{10}\right)$ time packing items $X_{1}, \ldots, X_{n}$ sequentially into bins of size $1+6 \varepsilon$, and incurring expected cost of at most $(1+4 \varepsilon) \operatorname{cost}_{1}(\mathrm{OPT}, X)$, where OPT is an optimal policy with respect to bins of unit size.

To prove Theorem 3.25, we proceed as follows in the remainder of the section:

1. First, we discretize the input random variables $X_{1}, \ldots, X_{n}$ into random variables $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$ with support in $\left\{0, \varepsilon^{5}, \ldots,\left\lceil 2 / \varepsilon^{5}\right\rceil \varepsilon^{5}\right\}$. This allows us to compute an optimal policy in polynomial time via dynamic programming.
2. We then show that for any policy $\mathcal{P}$ for $X_{1}, \ldots, X_{n}$, we can construct a policy $\widehat{\mathcal{P}}$ for $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$ such that

$$
\operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X}) \leq(1+\varepsilon) \operatorname{cost}_{1}(\mathcal{P}, X)
$$

3. Next, we show how to obtain a policy $\mathcal{P}$ for $X_{1}, \ldots, X_{n}$ from a policy $\widehat{\mathcal{P}}$ for items $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$, such that

$$
\operatorname{cost}_{1+6 \varepsilon}(\mathcal{P}, X) \leq(1+\varepsilon) \operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X})
$$

4. Finally, we show that we can compute the optimal policy $\widehat{\mathcal{P}}$ for discretized items $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$ in $\mathcal{O}\left(n^{2 / \varepsilon^{5}} / \varepsilon^{10}\right)$ time. The policy $\mathcal{P}$ follows immediately from here.

### 3.6.2 Discretization Process

We perform the discretization in two steps, similarly to the discretization in [119]. In the first step, we discretize the small outcomes of $X_{1}, \ldots, X_{n}$, meaning that values not exceeding $\varepsilon^{4}$ now behave as a scaled Bernoulli random variable with scaling factor $\varepsilon^{4}$, and the appropriate success probability such that this discretization preserves the expectation of the original random variable. In the second step, we discretize the large outcomes by rounding up all values to multiples of $\varepsilon^{5}$.

This discretization allows us to construct a state space based on the number of bins at level $k \varepsilon^{5}, k=1, \ldots,\left\lceil 2 / \varepsilon^{5}\right\rceil$. The number of states is roughly $\mathcal{O}\left(n^{2 / \varepsilon^{5}}\right)$, which is polynomial in $n$.

Step 1 of discretization Let $q_{i}=\mathbf{E}\left[X_{i} \mid X_{i} \leq \varepsilon^{4}\right]$. Then, the first discretization is

$$
X_{i}^{\prime}= \begin{cases}0 & \text { if } X_{i} \leq \varepsilon^{4}, \text { w.p. } 1-q_{i} / \varepsilon^{4} \\ \varepsilon^{4} & \text { if } X_{i} \leq \varepsilon^{4}, \text { w.p. } q_{i} / \varepsilon^{4} \\ X_{i} & \text { if } X_{i}>\varepsilon^{4} .\end{cases}
$$

Note that we have $\left|X_{i}-X_{i}^{\prime}\right| \leq \varepsilon^{4}$ almost surely, $\mathbf{E}\left[X_{i}^{\prime} \mid X_{i}^{\prime} \leq \varepsilon^{4}\right]=\mathbf{E}\left[X_{i} \mid X_{i} \leq \varepsilon^{4}\right]$ and $\mathbf{E}\left[X_{i}\right]=\mathbf{E}\left[X_{i}^{\prime}\right]$.

Step 2 of discretization Now consider

$$
\widehat{X}_{i}=1_{\left\{X_{i}^{\prime} \leq \varepsilon^{4}\right\}} X_{i}^{\prime}+1_{\left\{X_{i}^{\prime}>\varepsilon^{4}\right\}}\left\lceil X_{i}^{\prime} / \varepsilon^{5}\right\rceil \varepsilon^{5} .
$$

Clearly, $X_{i}^{\prime} \leq \widehat{X}_{i}$, since the large outcomes are rounded up. Moreover, if $b>\varepsilon^{4}$, then $\left\lceil b / \varepsilon^{5}\right\rceil \varepsilon^{5} \leq\left(b / \varepsilon^{5}+1\right) \varepsilon^{5}=b+\varepsilon^{5} \leq(1+\varepsilon) b$. Hence, $X_{i}^{\prime} \leq \widehat{X}_{i} \leq(1+\varepsilon) X_{i}^{\prime}$.

### 3.6.3 From Regular Policy to Discretized Policy

In this subsection we show the following result:

Theorem 3.26. For any policy $\mathcal{P}$ that sequentially packs items $X_{1}, \ldots, X_{n}$ into bins of unit size, there exists a policy $\widehat{\mathcal{P}}$ packing items $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$ into bins of size $1+4 \varepsilon$ such that

$$
\operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X}) \leq(1+\varepsilon) \operatorname{cost}_{1}(\mathcal{P}, X)
$$

To prove the theorem, we first introduce an intermediate policy $\mathcal{P}^{\prime}$ that packs items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ and satisfying

$$
\operatorname{cost}_{1+2 \varepsilon}\left(\mathcal{P}^{\prime}, X^{\prime}\right) \leq(1+\varepsilon) \operatorname{cost}_{1}(\mathcal{P}, X)
$$

Policy $\widehat{\mathcal{P}}$ is obtained from policy $\mathcal{P}^{\prime}$ by adding additional capacity to the bins.

We assume that $\mathcal{P}$ is a deterministic function of the capacity of the bins and the current element to be packed. Let us construct a policy $\mathcal{P}^{\prime}$ for items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ with bin capacity $1+2 \varepsilon$ that simulates and follows policy $\mathcal{P}$ in the following way. Upon arrival of item $X_{i}^{\prime}$, policy $\mathcal{P}^{\prime}$ does what $\mathcal{P}$ would have done at this point in time to item $X_{i}$. We couple $X_{i}$ and $X_{i}^{\prime}$, so $X_{i}=X_{i}^{\prime}$ if $X_{i}>\varepsilon^{4}$ and otherwise we have the Bernoulli behavior in $X_{i}^{\prime}$. We pass the outcome of $X_{i}^{\prime}$ to $\mathcal{P}^{\prime}$ and the outcome of $X_{i}$ to $\mathcal{P}$. (Strictly speaking, $\mathcal{P}^{\prime}$ receives the outcome of $X_{i}^{\prime}$ and from it, the policy samples $X_{i}$ coupled with $X_{i}^{\prime}$ and passes this outcome to $\mathcal{P}$.) For each bin $B_{j}$ that policy $\mathcal{P}$ opens, policy $\mathcal{P}^{\prime}$ opens a bin $B_{j, 1}^{\prime}$ and packs items in $B_{j, 1}^{\prime}$ as policy $\mathcal{P}$ would do in bin $B_{j}$ as long as $\left|X\left(B_{j, 1}^{\prime}\right)-X^{\prime}\left(B_{j, 1}^{\prime}\right)\right| \leq \varepsilon$ holds. If this difference is violated, policy $\mathcal{P}^{\prime}$ opens a new bin $B_{j, 2}^{\prime}$ and continues following $\mathcal{P}$ as long as $\left|X\left(B_{j, 2}^{\prime}\right)-X^{\prime}\left(B_{j, 2}^{\prime}\right)\right| \leq \varepsilon$ holds, and so on.

Notice that $\mathcal{P}^{\prime}$ is undefined if some $B_{j, k}^{\prime}$ breaks but $B_{j}$ is not broken by policy $\mathcal{P}$. Fortunately, this event cannot occur, as the following proposition guarantees.

Proposition 3.27. If $\mathcal{P}$ overflows $B_{j, k}^{\prime}$ for some $k$, then $\mathcal{P}$ must have overflown $B_{j}$. In particular, at most one of the $B_{j, k}^{\prime}$ is overflowed by $\mathcal{P}^{\prime}$.

Proof. Let $B_{j, k, t}^{\prime}$ be the items packed into bin $B_{j, k}^{\prime}$ up to time $t$. Suppose that $X^{\prime}\left(B_{j, k, t}^{\prime}\right)>$ $1+2 \varepsilon\left(B_{j, k}^{\prime}\right.$ is overflowed at time $t$ ). Notice that $X_{t}^{\prime} \leq 1+\varepsilon$, therefore $B_{j, k}^{\prime}$ was opened before $t$ and

$$
\left|X^{\prime}\left(B_{j, k, t-1}^{\prime}\right)-X\left(B_{j, k, t-1}^{\prime}\right)\right| \leq \varepsilon
$$

otherwise $\mathcal{P}^{\prime}$ would not have tried to pack $X_{t}$ into $B_{j, k}^{\prime}$. Now, since $\left|X_{t}^{\prime}-X_{t}\right| \leq \varepsilon^{4}$ we have

$$
\begin{aligned}
X\left(B_{j}\right) & \geq X\left(B_{j, k, t}^{\prime}\right) \\
& =X\left(B_{j, k, t-1}^{\prime}\right)+X_{t} \geq X^{\prime}\left(B_{j, k, t-1}\right)-\varepsilon+X_{t}^{\prime}-\varepsilon^{4} \\
& =X^{\prime}\left(B_{j, k, t}^{\prime}\right)-\varepsilon-\varepsilon^{4} \\
& >1+\varepsilon-\varepsilon^{4} \\
& >1 .
\end{aligned}
$$

For the second part, we notice that once $B_{j, k}^{\prime}$ is overflowed, then $B_{j}$ is overflowed as well and so $\mathcal{P}$ does not pack any item in $B_{j}$. Then, after $B_{j, k}^{\prime}$ no more bins $B_{j, k+1}^{\prime}, \ldots$ are open.

Let $O_{\mathcal{P}^{\prime}, j}$ be the number of bins $B_{j, k}^{\prime}$ that policy $\mathcal{P}^{\prime}$ breaks; we just showed that $O_{\mathcal{P}^{\prime}, j} \leq$ $\mathbf{1}_{\left\{X\left(B_{j}\right)>1\right\}}^{\mathcal{P}}$. Then, $O_{\mathcal{P}^{\prime}}=\sum_{j=1}^{n} O_{\mathcal{P}^{\prime}, j}$, the number of bins overflowed by $\mathcal{P}^{\prime}$, satisfies the following equality.

Proposition 3.28. $\mathbf{E}\left[O_{\mathcal{P}^{\prime}}\right] \leq \mathbf{E}\left[O_{\mathcal{P}}\right]$.

Proof. By the previous proposition, at most one of the $B_{j, 1}^{\prime}, \ldots, B_{j, n}^{\prime}$ breaks, and when it does then $B_{j}$ must have been broken as well.

Next, we show that the number of bins opened by $\mathcal{P}^{\prime}$ is not much larger than the number of bins opened by $\mathcal{P}$. Let $N_{\mathcal{P}^{\prime}, j}$ be the number of bins $B_{j, 1}^{\prime}, B_{j, 2}^{\prime}, \ldots$ that policy $\mathcal{P}^{\prime}$ uses, i.e. the number of copies of bin $B_{j}$ used by policy $\mathcal{P}$. Let $N_{\mathcal{P}^{\prime}}$ be the number of bins opened by policy $\mathcal{P}^{\prime}, N_{\mathcal{P}^{\prime}}=\sum_{j=1}^{n} N_{\mathcal{P}^{\prime}, j}$.

Consider the family of events $\mathcal{E}_{j, k}^{\prime}=\left\{\left|X\left(B_{j, k}^{\prime}\right)-X^{\prime}\left(B_{j, k}^{\prime}\right)\right|>\varepsilon\right\}$ for $k \geq 1$ and for $k=0$ define $\mathcal{E}_{j, 0}^{\prime}=\left\{\mathcal{P}^{\prime}\right.$ opens bin $\left.B_{j, 1}^{\prime}\right\}=\left\{\mathcal{P}\right.$ opens $\left.B_{j}\right\}$. Notice then, for $\ell \geq 1$,

$$
\begin{equation*}
\left\{N_{\mathcal{P}^{\prime}, j} \geq \ell\right\} \subseteq \mathcal{E}_{j, 0}^{\prime} \cap \mathcal{E}_{j, 1}^{\prime} \cap \cdots \cap \mathcal{E}_{j, \ell-1}^{\prime} . \tag{3.2}
\end{equation*}
$$

Proposition 3.29. For any $k \geq 1$,

$$
\mathbf{P}\left(\mathcal{E}_{j, k}^{\prime} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \leq 6 \varepsilon^{2} \mathbf{P}\left(\mathcal{P}^{\prime} \text { opens } B_{j, k}^{\prime} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right)
$$

Proof. Using Chebychev's inequality,

$$
\begin{aligned}
& \mathbf{P}\left(\mathcal{E}_{j, k}^{\prime} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \\
& \leq \frac{1}{\varepsilon^{2}} \mathbf{E}\left[\left(X\left(B_{j, k}^{\prime}\right)-X^{\prime}\left(B_{j, k}^{\prime}\right)\right)^{2} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& =\frac{1}{\varepsilon^{2}} \mathbf{E}\left[\left(\sum_{i=1}^{n}\left(X_{i}-X_{i}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}}\right)^{2} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& =\frac{1}{\varepsilon^{2}} \sum_{i=1}^{n} \mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)^{2} \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \quad+\frac{2}{\varepsilon^{2}} \sum_{i<\ell} \mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)\left(X_{\ell}-X_{\ell}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k), \ell \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right]
\end{aligned}
$$

Claim 3.30. For $i<\ell, \mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)\left(X_{\ell}-X_{\ell}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k), \ell \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}\right]=0$.

Proof. If $\mathbf{P}\left(i \rightarrow(j, k), \ell \rightarrow(j, k) \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right)=0$ the result is clearly true,
while in the opposite case

$$
\begin{aligned}
\mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)( \right. & \left.\left.X_{\ell}-X_{\ell}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k), \ell \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
= & \mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)\left(X_{\ell}-X_{\ell}^{\prime}\right) \mid i \rightarrow(j, k), \ell \rightarrow(j, k), \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \times \mathbf{P}\left(i \rightarrow(j, k), \ell \rightarrow(j, k) \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \\
= & \mathbf{E}\left[X_{\ell}-X_{\ell}^{\prime}\right] \mathbf{E}\left[X_{i}-X_{i}^{\prime} \mid i \rightarrow(j, k), \ell \rightarrow(j, k), \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \times \mathbf{P}\left(i \rightarrow(j, k), \ell \rightarrow(j, k) \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \\
= & \mathbf{E}\left[\mathbf{E}\left[X_{\ell}-X_{\ell}^{\prime}\right]\left(X_{i}-X_{i}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k), \ell \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
= & 0
\end{aligned}
$$

the last result since $\mathbf{E}\left[X_{\ell}\right]=\mathbf{E}\left[X_{\ell}^{\prime}\right]$. Note that from the second to the third equality, we utilized the fact that given that $\ell$ is packed into $B_{j, k}^{\prime}$, the outcome of $X_{\ell}-X_{\ell}^{\prime}$ is independent of previous $\mathcal{E}_{j, m}^{\prime}, m<k$.

Claim 3.31. For any i,

$$
\mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)^{2} \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \leq 2 \varepsilon^{4} \mathbf{E}\left[\mathbf{E}\left[X_{i}\right] \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right]
$$

Proof. We have $\left|X_{i}-X_{i}^{\prime}\right| \leq \varepsilon^{4}$, so

$$
\begin{aligned}
\mathbf{E}\left[\left(X_{i}-X_{i}^{\prime}\right)^{2} \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid\right. & \left.\mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \leq \varepsilon^{4} \mathbf{E}\left[\left|X_{i}-X_{i}^{\prime}\right| \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \leq \varepsilon^{4} \mathbf{E}\left[\left(X_{i}+X_{i}^{\prime}\right) \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right]
\end{aligned}
$$

The sizes of $X_{i}$ and $X_{i}^{\prime}$ are independent of the policy $\mathcal{P}^{\prime}$ packing $i$ into bin $B_{j, k}^{\prime}$. Furthermore, if $X_{i}^{\prime}$ is packed into bin $B_{j, k}^{\prime}$, its size does not depend on previous events $\mathcal{E}_{j, \ell}^{\prime}, \ell<k$.

Therefore,

$$
\begin{aligned}
& \mathbf{E}\left[X_{i}^{\prime} \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& =\mathbf{E}\left[X_{i}^{\prime}\right] \mathbf{P}\left(\mathcal{P}^{\prime} \text { packs } i \text { into }(j, k) \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \\
& =\mathbf{E}\left[\mathbf{E}\left[X_{i}\right] \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right]
\end{aligned}
$$

since $\mathbf{E}\left[X_{i}^{\prime}\right]=\mathbf{E}\left[X_{i}\right]$. Similarly,

$$
\mathbf{E}\left[X_{i} \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right]=\mathbf{E}\left[\mathbf{E}\left[X_{i}\right] \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] .
$$

Putting these two claims together in the previous inequality gives us

$$
\begin{aligned}
\mathbf{P}\left(\mathcal{E}_{j, k}^{\prime} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) & \leq \frac{1}{\varepsilon^{2}} \sum_{i=1}^{n} 2 \varepsilon^{4} \mathbf{E}\left[\mathbf{E}\left[X_{i}\right] \mathbf{1}_{\{i \rightarrow(j, k)\}}^{\mathcal{P}^{\prime}} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \leq 2 \varepsilon^{2} \mathbf{E}\left[\sum_{i \in B_{j, k}^{\prime}} \mathbf{E}\left[X_{i}\right] \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right] \\
& \leq 6 \varepsilon^{2} \mathbf{P}\left(\mathcal{P}^{\prime} \text { opens } B_{j, k}^{\prime} \mid \mathcal{E}_{j, k-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right)
\end{aligned}
$$

In the last inequality, we used Proposition 3.7, $X_{i} \leq 1+\varepsilon$ for all $i$, and the bins $B_{j, k}^{\prime}$ having capacity $1+2 \varepsilon$.

Recall that $N_{\mathcal{P}^{\prime}, j}$ is the number of bins $B_{j, 1}^{\prime}, \ldots$ that policy $\mathcal{P}^{\prime}$ uses. We have,

Proposition 3.32. For any $j=1, \ldots, n$,

$$
\mathbf{E}\left[N_{\mathcal{P}^{\prime}, j}\right] \leq(1+\varepsilon) \mathbf{P}\left(\mathcal{P} \text { opens } B_{j}\right)
$$

Proof. Using the inclusion (3.2) and the previous proposition,

$$
\begin{aligned}
\mathbf{P}\left(N_{\mathcal{P}^{\prime}, j} \geq \ell\right) & \leq \mathbf{P}\left(\mathcal{E}_{j, \ell-1}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \\
& =\mathbf{P}\left(\mathcal{E}_{j, \ell-1}^{\prime} \mid \mathcal{E}_{j, \ell-2}^{\prime}, \ldots, \mathcal{E}_{j, 1}^{\prime}, \mathcal{E}_{j, 0}^{\prime}\right) \cdots \mathbf{P}\left(\mathcal{E}_{j, 1}^{\prime} \mid \mathcal{E}_{j, 0}^{\prime}\right) \mathbf{P}\left(\mathcal{E}_{j, 0}^{\prime}\right) \\
& \leq\left(6 \varepsilon^{2}\right)^{\ell-1} \mathbf{P}\left(\mathcal{P} \text { opens } B_{j}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathbf{E}\left[N_{\mathcal{P}^{\prime}, j}\right] & =\sum_{\ell \geq 1} \mathbf{P}\left(N_{\mathcal{P}^{\prime}, j} \geq \ell\right) \\
& \leq \sum_{\ell \geq 1}\left(6 \varepsilon^{2}\right)^{\ell-1} \mathbf{P}\left(\mathcal{P} \text { opens } B_{j}\right) \\
& =\frac{1}{\left(1-6 \varepsilon^{2}\right)} \mathbf{P}\left(\mathcal{P} \text { opens } B_{j}\right) \\
& \leq(1+\varepsilon) \mathbf{P}\left(\mathcal{P} \text { opens } B_{j}\right) .
\end{aligned}
$$

For the last inequality we require $\varepsilon \leq(\sqrt{15}-3) / \sqrt{6} \approx 0.1454$.

Corollary 3.32.1. $\mathbf{E}\left[N_{\mathcal{P}^{\prime}}\right] \leq(1+\varepsilon) \mathbf{E}\left[N_{\mathcal{P}}\right]$.

Lemma 3.33. $\operatorname{cost}_{1+2 \varepsilon}\left(\mathcal{P}^{\prime}, X^{\prime}\right) \leq(1+\varepsilon) \operatorname{cost}_{1}(\mathcal{P}, X)$.

Proof. This follows from $\operatorname{cost}_{1+2 \varepsilon}\left(\mathcal{P}^{\prime}, X^{\prime}\right)=\mathbf{E}\left[N_{\mathcal{P}^{\prime}}\right]+C \mathbf{E}\left[O_{\mathcal{P}^{\prime}}\right]$ and the previous results.

Proof of Theorem 3.26. Let $\widehat{\mathcal{P}}$ be the policy constructed from $\mathcal{P}^{\prime}$ in the following manner. We simulate policy $\mathcal{P}^{\prime}$ in parallel. To pack item $\widehat{X}_{i}, \widehat{\mathcal{P}}$ imitates what $\mathcal{P}^{\prime}$ does to item $X_{i}^{\prime}$. Random variables $\widehat{X}_{i}$ and $X_{i}^{\prime}$ (and also $X_{i}$ ) are assumed to be coupled in the standard manner. The outcome of $\widehat{X}_{i}$ goes to $\widehat{\mathcal{P}}$ and the outcome of $X_{i}^{\prime}$ goes to $\mathcal{P}^{\prime}$.

We denote by $\widehat{B}_{j, k}$ the bins opened by $\widehat{\mathcal{P}}$. Since $\widehat{X}_{i} \leq(1+\varepsilon) X_{i}^{\prime}$,

$$
\widehat{X}(B) \leq(1+\varepsilon) X^{\prime}(B)
$$

for any set of items $B$. Therefore, if $\widehat{X}\left(\widehat{B}_{j, k}\right)>1+4 \varepsilon$, then $X^{\prime}\left(B_{j, k}^{\prime}\right)>1+2 \varepsilon$ and so bin $B_{j, k}^{\prime}$ must have been broken by $\mathcal{P}^{\prime}$. Then,

$$
\operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X}) \leq \operatorname{cost}_{1+2 \varepsilon}\left(\mathcal{P}^{\prime}, X^{\prime}\right)
$$

and we obtain the desired result.

### 3.6.4 From Discretized Policy to Regular Policy with Resource Augmentation

The main result of this section is the following.

Theorem 3.34. For any policy $\widehat{\mathcal{P}}$ that sequentially packs items $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$ into bins of size $1+4 \varepsilon$, there exists a policy $\mathcal{P}$ that sequentially packs items $X_{1}, \ldots, X_{n}$ into bins of size $1+6 \varepsilon$ such that

$$
\operatorname{cost}_{1+6 \varepsilon}(\mathcal{P}, X) \leq(1+\varepsilon) \operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X})
$$

Given a policy $\widehat{\mathcal{P}}$ for the discretized items $\widehat{X}_{1}, \ldots, \widehat{X}_{n}$, we recover a policy $\mathcal{P}$ for items $X_{1}, \ldots, X_{n}$ with an extra $2 \varepsilon$ in the bins' capacities. We couple the variables $\widehat{X}_{i}$ with $X_{i}^{\prime}$ and $X_{i}$. Policy $\mathcal{P}$ simulates policy $\widehat{\mathcal{P}}$ in the following manner. For each bin $\widehat{B}_{j}$ that policy $\widehat{\mathcal{P}}$ opens, $\mathcal{P}$ opens a bin $B_{j, 1}$ and packs items in $B_{j, 1}$ as policy $\widehat{\mathcal{P}}$ would do in bin $\widehat{B}_{j}$, as long as $\left|X\left(B_{j, 1}\right)-X^{\prime}\left(B_{j, 1}\right)\right| \leq \varepsilon$ holds. (Note that the comparison is between random variables $X$ and $X^{\prime}$.) If this difference is violated, policy $\mathcal{P}$ opens a new bin $B_{j, 2}$, and continues following $\widehat{\mathcal{P}}$ as long as $\left|X\left(B_{j, 2}\right)-X^{\prime}\left(B_{j, 2}\right)\right| \leq \varepsilon$ holds, and so on.

As before, we need to show that policy $P$ is well defined, in the sense that bin $B_{j, k}$ is not broken if $\widehat{B}_{j}$ has not been broken.

Proposition 3.35. If $\mathcal{P}$ overflows bin $B_{j, k}$ for some $k$, then $\widehat{\mathcal{P}}$ must have overflowed bin $\widehat{B}_{j}$. Moreover, at most one of the bins $B_{j, 1}, B_{j, 2}, \ldots$ can be overflowed.

Proof. Let $B_{j, k, t}$ be the items packed into bin $B_{j, k}$ by policy $\mathcal{P}$ up to time $t$. Suppose that at time $t$ policy $\mathcal{P}$ breaks bin $B_{j, k}$; then $X\left(B_{j, k, t}\right)>1+6 \varepsilon$. Now,

$$
\begin{aligned}
\widehat{X}\left(\widehat{B}_{j}\right) & \geq \widehat{X}\left(B_{j, k, t}\right) \\
& \geq X^{\prime}\left(B_{j, k, t}\right) \\
& =X^{\prime}\left(B_{j, k, t-1}\right)+X_{t}^{\prime} \\
& \geq\left(X\left(B_{j, k, t-1}\right)-\varepsilon\right)+\left(X_{t}-\varepsilon^{4}\right) \\
& >1+5 \varepsilon-\varepsilon^{4} \\
& >1+4 \varepsilon .
\end{aligned}
$$

Therefore, $\widehat{\mathcal{P}}$ must have overflowed bin $\widehat{B}_{j}$.

As a consequence we have the following result.

Proposition 3.36. $\mathbf{E}\left[O_{\mathcal{P}}\right] \leq \mathbf{E}\left[O_{\widehat{\mathcal{P}}}\right]$.

For $k \geq 1$, consider the family of events $\mathcal{E}_{j, k}=\left\{\left|X\left(B_{j, k}\right)-X^{\prime}\left(B_{j, k}\right)\right|>\varepsilon\right\}$ and for $k=0$ define $\mathcal{E}_{j, 0}=\left\{\mathcal{P}\right.$ opens bin $\left.B_{j, 1}\right\}=\left\{\widehat{\mathcal{P}}\right.$ opens bin $\left.\widehat{B}_{j}\right\}$. Then,

Proposition 3.37. For any $k \geq 1$,

$$
\mathbf{P}\left(\mathcal{E}_{j, k} \mid \mathcal{E}_{j, k-1}, \ldots, \mathcal{E}_{j, 1}, \mathcal{E}_{j, 0}\right) \leq\left(6 \varepsilon^{2}\right) \mathbf{P}\left(\mathcal{P} \text { opens } B_{j, k} \mid \mathcal{E}_{j, k-1}, \ldots, \mathcal{E}_{j, 1}, \mathcal{E}_{j, 0}\right)
$$

Proof. The proof is identical to Proposition 3.29.

Let $N_{\mathcal{P}, j}$ be the number of bins $B_{j, 1}, B_{j, 2}, \ldots$ that policy $\mathcal{P}$ opens. Then, $N_{\mathcal{P}}=\sum_{j=1}^{n} N_{\mathcal{P}, j}$ is the number of bins used by policy $\mathcal{P}$. Following the proof strategy used for Proposition 3.32, we obtain the following proposition.

Proposition 3.38. $\mathbf{E}\left[N_{\mathcal{P}, j}\right] \leq(1+\varepsilon) \mathbf{P}\left(\widehat{\mathcal{P}}\right.$ opens $\left.\widehat{B}_{j}\right)$.

Corollary 3.38.1. $\mathbf{E}\left[N_{\mathcal{P}}\right] \leq(1+\varepsilon) \mathbf{E}\left[N_{\widehat{\mathcal{P}}}\right]$.

Proof of Theorem 3.34. The proof is direct from the previous results.

### 3.6.5 Computing an Optimal Discretized Policy via Dynamic Programming

We can write a dynamic program (DP) that computes $\min _{\widehat{P}} \operatorname{cost}_{1+4 \varepsilon}(\widehat{\mathcal{P}}, \widehat{X})$, solved by backward induction in $\mathcal{O}\left(n^{2 / \varepsilon^{5}} / \varepsilon^{10}\right)$ time. The states are pairs $(t, S)$, where $t=1, \ldots, n+$ 1 and $S=\left(k_{0}, k_{1}, \ldots, k_{r}\right)$ is a vector of non-negative integers such that $k_{0}+k_{1}+\cdots+k_{r} \leq$ $t-1$. Here $k_{j}$ represents the number of bins currently at capacity $j \cdot \varepsilon^{5}, j=1, \ldots,\left\lceil 2 / \varepsilon^{5}\right\rceil$. The number of states $(t, S)$ is at most $\mathcal{O}\left(n^{2 / \varepsilon^{5}}\right)$. Then, the DP recursion becomes

$$
\begin{aligned}
v(t, S) & =\min \left\{1+\underset{\widehat{X}_{t}}{\mathbf{E}}\left[v\left(t+1, S+e_{\widehat{X}_{t} / \varepsilon^{5}}\right)\right]\right. \\
& \left.C \mathbf{P}\left(k_{j}+\widehat{X}_{t}>1+4 \varepsilon\right)+\underset{\widehat{X}_{t}}{\mathbf{E}}\left[v\left(t+1, S+e_{j+\widehat{X}_{t} / \varepsilon^{5}}-e_{j}\right)\right]: 0<j \varepsilon^{5} \leq 1+4 \varepsilon, k_{j} \geq 1\right\}
\end{aligned}
$$

with the boundary condition $v(n+1, S)=0$ for any $S$. Here, $e_{j}$ is the canonical vector in $\mathbf{R}^{r+1}$ with a 1 in the $j$-th coordinate and 0 elsewhere. The recursion for $v(t, S)$ includes the two possible choices for a decision maker: Pack the item into a new bin and incur a cost of 1 or use one of the previously opened and available bins.

Given access to $v\left(t+1, S^{\prime}\right)$ for any valid $S^{\prime}$, we can compute $v(t, S)$ in $\mathcal{O}\left(1 / \varepsilon^{10}\right)$ time, since we need to compute the corresponding expectations in time $\mathcal{O}\left(1 / \varepsilon^{5}\right)$. There are $\mathcal{O}\left(1 / \varepsilon^{5}\right)$ of these terms inside the minimum operator, so we can compute $v\left(t+1, S^{\prime}\right)$ in $\mathcal{O}\left(1 / \varepsilon^{10}\right)$
time. Finally, given that there are $\mathcal{O}\left(n^{2 / \varepsilon^{5}}\right)$ states, we obtain the stated running time.

### 3.7 Numerical Experiments

In this section, we empirically validate the Budgeted Greedy (BG) algorithm. We quantify an algorithm's performance via the ratio of its cost to the cost incurred by some reference algorithm. When computationally possible, the reference algorithm is the optimal offline sequential policy. Otherwise, the reference is BG itself. We compare BG against the online benchmarks Full Greedy (FG), Fixed-Threshold (FT) and Fixed-Threshold Greedy (FTG).

- Full Greedy (FG) is the myopic policy that for each item $i$ compares the instantaneous cost of opening a new bin (unit cost) and the expected cost of packing the item in one of the previously opened bins, $C \mathbf{P}$ (overflow). The policy selects the cheapest option.
- Fixed-Threshold $(\mathbf{F T}(\alpha))$ is the policy that has a threshold $\alpha \in(0,1]$, and packs items into a bin as long as its usage does not exceed $\alpha$. Note that this policy uses one bin at a time.
- Fixed-Threshold-Greedy (TG( $\alpha$ ) ) combines the myopic policy FG with a capacity threshold $\alpha$. The policy behaves as FG, but bins with usage greater than $\alpha$ are discarded. Note that FG corresponds to TG(1).

We test BG on four kinds of instances, one i.i.d. sequence of random variables, and three arbitrary exponential random variable input sequences. In all the instances we set the penalty to $C=50$ and input length to $n=10^{5}$. We simulate each instance 1,000 times and report the sample mean.

- I.I.D. Sequence. In this experiment, we consider an i.i.d. input sequence with three-point
support given by

$$
X_{i}= \begin{cases}0 & \text { w.p. } 1-1 / C \\ 0.4 & \text { w.p. } 1 / 2 C \\ 0.61 & \text { w.p. } 1 / 2 C\end{cases}
$$

With this input, we aim to compare BG against $\operatorname{TG}(\alpha)$ with threshold $\alpha \geq 0.4$. For $\alpha<0.4, \mathrm{TG}(\alpha)$ is near-optimal, therefore we do not study this case because we already include the optimal offline policy as a reference. Furthermore, it suffices to consider the case $\alpha=0.4$, since $\operatorname{TG}(\alpha)$ for $\alpha \in(0.4,1)$ is exactly the same. For $\operatorname{TG}(1)$, we recover FG. In addition, we test different values of $\gamma$ for BG , denoted $\mathrm{BG}(\gamma)$. We test $\gamma=1,2$ and the value $\gamma=\sqrt{2}$ which optimizes the $\gamma$ in the proof of Theorem 3.2. In this experiment we do not test FT, since it behaves exactly as TG for thresholds $\alpha<1$, and FT(1) has an expected cost of at least $n$.

- Exponential Distributions. We consider input random variables $X_{1}, \ldots, X_{n}$ that follow exponential distributions, $\mathbf{P}\left(X_{i}>x\right)=e^{-\lambda_{i} x}$. We perform three different experiments:

1. First, we consider an input sequence of exponential random variables with increasing rates. The smallest rate starts at $\lambda_{1}=\log C$ and the largest rate is $\lambda_{n}=3 \log C$. In general, we set $\lambda_{i}=\left(1+2 \frac{i-1}{n-1}\right) \log C$ for $i=1, \ldots, n$.
2. Second, we consider an input sequence with decreasing rates. The largest rate is $\lambda_{1}=3 \log C$ and the smallest rate is $\lambda_{n}=\log C$. In this case, we have $\lambda_{i}=$ $\left(3-2 \frac{i-1}{n-1}\right) \log C$ for $i=1, \ldots, n$.
3. Finally, we consider an input sequence divided into three sections, each section with an i.i.d. sequence. The first section, for $i=1, \ldots,\lfloor n / 3\rfloor$, considers the fixed rate $\lambda_{i}=\log C$. The second section, for $i=\lfloor n / 3\rfloor+1, \ldots,\lfloor 2 n / 3\rfloor$, considers the fixed rate $\lambda_{i}=2 \log C$. The final section, for $i=\lfloor 2 n / 3\rfloor+1, \ldots, n$ considers the fixed rate

$$
\lambda_{i}=\log C
$$

Theorem 3.3 guarantees that BG has a constant multiplicative factor loss if the rates are $2 \log C$ or greater. In these experiments, we empirically test the expected cost incurred by BG when the rates are in $[\log C, 3 \log C]$, where Theorem 3.3 can only guarantee a multiplicative loss of $\mathcal{O}(\log C)$. Moreover, this guarantee theoretically applies to large $C$ (see Section 3.5); here we test the algorithm on the relatively small penalty $C=50$.

### 3.7.1 Results

I.I.D. Random Variables Figure 3.2 presents the ratio of the sample mean of the cost incurred by the algorithms and the sample mean of the optimal offline sequential cost; this latter quantity is roughly $n / C$. We empirically confirm that the expected cost of TG policies is at least $n / 8 ; \operatorname{BG}(\gamma)$ with $\gamma=1, \sqrt{2}, 2$ exhibits better performance. As $n$ grows, $\operatorname{BG}(1)$ has a ratio of roughly $1.8, \mathrm{BG}(2)$ one of roughly 2.75 , and $\mathrm{BG}(\sqrt{2})$ a ratio of roughly 1.9 ; theoretically we can guarantee a ratio of $\sqrt{3}+2 \sqrt{2} \approx 4.5604$.


Figure 3.2: Ratio to optimal expected cost incurred by the algorithms BG, FG and TG. Note that $\operatorname{BG}(\sqrt{2})$ overlaps with $\operatorname{BG}(1)$; the difference is roughly 0.1 units.

Exponential Random Variables Figures 3.3, 3.4 and 3.5 present the empirical results of our experiments in the case of increasing rates, decreasing rates and block-input rates,
respectively. In these experiments, we used $\mathrm{BG}(2)$ as a reference, because computing the offline benchmark was too computationally expensive. We used $\gamma=2$ because it has a $\mathcal{O}(\log C)$ approximation guarantee compared to the optimal offline expected cost (see Proposition 3.15.) Smaller values of $\gamma$ do not improve the performance of BG in a significant manner; as the results show, being greedy seems suited to exponential distributions. On the other hand, larger values of $\gamma$ make BG's performance resemble FG.

Figure 3.3 displays the ratio of cost sample means between the benchmark algorithms and $\mathrm{BG}(2)$ for increasing rates. We empirically observe that BG performs significantly better against all FT policies. Similarly, BG performs better that most of TG policies, with the exception of $\mathrm{TG}(0.5)$ and $\mathrm{TG}(1)$. Until approximately the 5,000 -th item, the ratio $\mathrm{TG}(1) / \mathrm{BG}(2)$ is the best among all greedy strategies, and afterwards the ratio $\mathrm{TG}(0.5) / \mathrm{BG}(2)$ becomes the best. Moreover, by the end of the sequence, $\mathrm{FT}(0.5)$ becomes better than $\mathrm{TG}(1)$. During the whole input sequence, we empirically observe that $\mathrm{BG}(2)$ is able to balance the behavior of $\mathrm{TG}(0.5)$ and $\mathrm{TG}(1)$, surpassing the performance of $\mathrm{TG}(1)$ in the second half of the input sequence. For the entire sequence, the best performing algorithm's expected cost ratio is above 0.8 , which means $\mathrm{BG}(2)$ is within $25 \%$ of the best algorithm for all input sizes. Furthermore, around the 5,000-th item BG performs the best among all tested strategies.

Figure 3.4 displays the ratios of the tested algorithms and $\mathrm{BG}(2)$ for the decreasing rates experiment. In this case, most of the TG/BG-curves and FT/BG-curves overlap, with the exception of $\mathrm{TG}(1) / \mathrm{BG}$ and $\mathrm{FT}(1) / \mathrm{BG}$. For almost the entire sequence, all plots lie above 0.4 , indicating that BG's expected cost is at most 2.5 times the best performing algorithm's cost for all input sizes. BG's performance decreases until around the 5,000-th item and improves thereafter. As in the previous experiment, BG performs better for larger rates, which coincides with our theoretical findings.

Figure 3.5 displays the ratios between the tested algorithms and $\mathrm{BG}(2)$ for the partitioned


Figure 3.3: Ratio of cost incurred in the exponential case for increasing rates.


Figure 3.4: Ratio of cost incurred in the exponential case for decreasing rates.
input sequence. The best performing algorithm over the entire sequence is $\mathrm{TG}(1)$; this algorithm's plot and all others lie above 0.6 , indicating BG is within $67 \%$ of the best performing algorithm for any input size. During the first interval of the sequence, the ratios are roughly constant; the main differentiation occurs with the transition to the second interval, where $\mathrm{TG}(1)$ and $\mathrm{TG}(0.5)$ outperform BG. In the last interval, BG's performance again improves.


Figure 3.5: Ratio of cost incurred in the exponential case block input.

### 3.8 Concluding Remarks

In this chapter, we introduced the adaptive bin packing problem with overflow. We introduced the notion of risk as a proxy for a capacity threshold, as typically used in deterministic settings. We showed that Budgeted Greedy incurs an expected cost at most a constant factor times the optimal expected cost of an offline policy when the input is an i.i.d. sequence of random variables. In the more general setting, we give similar results for arbitrary exponential random variables.

We extended the discussion by studying the offline sequential adaptive bin packing problem, in which the decision maker knows the sequence of random variables in advance and must pack them in this order. We devised a soft-capacity PTAS by utilizing a policy tracking argument, and showed that computing the cost of the optimal policy is \# $\mathbf{P}$-hard by relating it to counting problems. This offline cost corresponds to the online benchmark.

Unfortunately, Budgeted Greedy does not guarantee a constant approximation factor for general input sequences. Consider the input sequence $X_{1}, X_{2}, X_{3}, \ldots, X_{n}$ defined as $X_{1}=$
$1 / n, X_{2 i} \sim \operatorname{Bernoulli}(1 / C)$ and

$$
X_{2 i+1}= \begin{cases}1 / n & \text { w.p. } 1-1 / C^{2} \\ 1 & \text { w.p. } 1 / C^{2}\end{cases}
$$

Budgeted Greedy incurs an expected cost of $\Theta(n)$, while the optimal offline policy incurs an expected cost of at most $n / C+1$.

This example motivates either seeking a general algorithm exhibiting a bounded competitive ratio, or showing an impossibility result. In [12], the authors study the online generalized assignment problem with a similar stochastic component as in our model. They are able to show a $1-1 / \sqrt{k}$ competitive ratio for general arriving distributions. However, they assume large capacity, in the sense that no item takes up more than $1 / k$ fraction from any bin. It is not clear how to utilize their techniques in a bin packing setting, as they are able to discard distributions that they deem unimportant. Moreover, in the bin packing problem a large capacity assumption would immediately imply a policy with constant approximation factor, by simply filling up the bins until some desired fraction of capacity.

## 3.A Appendix: Missing Proofs

## 3.A. 1 Missing Proofs From Section 3.3

Proof of Proposition 3.6. For simplicity, we write $\mathbf{1}_{\{i \rightarrow j\}}$ to denote $\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}}$. First, we show that $\mathbf{P}(\mathcal{P}$ breaks bin $j)=\mathbf{E}\left[\sum_{i=1}^{n} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right]$. We have,

$$
\mathbf{E}\left[\sum_{i=1}^{n} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right]=\sum_{i=1}^{n} \mathbf{E}\left[\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right]
$$

Observe that $S_{j}^{i-1}=\sum_{k \leq i-1} X_{k} \mathbf{1}_{\{k \rightarrow j\}}$ and $\mathbf{1}_{\{i \rightarrow j\}}$ only depend on the outcomes of the r.v.'s $X_{1}, \ldots, X_{i-1}$. Therefore,

$$
\begin{aligned}
\mathbf{E}\left[\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right] & =\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right] \\
& =\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\mathbf{X}_{X_{i}}^{\mathbf{E}}\left[\mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}\right] \mathbf{1}_{\{i \rightarrow j\}}\right] \\
& =\underset{X_{1}, \ldots, X_{i}}{\mathbf{E}}\left[\mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}} \mathbf{1}_{\{i \rightarrow j\}}\right] .
\end{aligned}
$$

Clearly, $\left\{X_{i}+S_{j}^{i-1}>1, i \rightarrow j\right\}=\left\{X_{i}\right.$ breaks bin $\left.j\right\}$. Thus,

$$
\mathbf{E}\left[\mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right]=\mathbf{P}\left(X_{i} \text { breaks bin } j\right)
$$

hence,

$$
\mathbf{E}\left[\sum_{i=1}^{n} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mathbf{1}_{\{i \rightarrow j\}}\right]=\sum_{i=1}^{n} \mathbf{P}\left(X_{i} \text { breaks bin } j\right)=\mathbf{P}(\mathcal{P} \text { breaks bin } j)
$$

since the last sum uses the fact that bins are overflowed at most once; hence, the events $\left\{X_{i} \text { breaks bin } j\right\}_{i}$ are disjoint.

Proof of Proposition 3.7. The proof follows from a result in [59], which we replicate here for completeness. Let $\mu_{i}=\mathbf{E}\left[X_{i} \wedge 1\right]$ be the normalized expected size of an item. Let $B^{t}$ be the (random) items that the policy packs into bin $B$ by time $t$. We are interested in the expectation of $\mu(B)=\sum_{i \in B} \mu_{i}=\mu\left(B^{n}\right)$. The random variables $\mu\left(B^{t}\right)$ are nondecreasing in $t$; by the monotone convergence theorem,

$$
\mathbf{E}[\mu(B)]=\sup _{t \geq 0} \mathbf{E}\left[\mu\left(B^{t}\right)\right]
$$

Now, the random variables $Z^{t}=\sum_{i \in B^{t}}\left(X_{i} \wedge 1\right)-\mu_{i}$ form a martingale. Indeed,

$$
\mathbf{E}\left[Z^{t} \mid Z^{t-1}, t \rightarrow j\right]=Z^{t-1}+\mathbf{E}\left[X_{t} \wedge 1\right]-\mu_{t}=Z^{t-1}
$$

then, for all $t, \mathbf{E}\left[Z^{t}\right]=Z^{0}=0$ and so $\mathbf{E}\left[\mu\left(B^{t}\right)\right]=\mathbf{E}\left[\sum_{i \in B^{t}} X_{i} \wedge 1\right] \leq 2 \mathbf{P}(\mathcal{P}$ opens bin $B)$; this last inequality holds because we break the bin at most once and we must have opened the bin. Therefore

$$
\mathbf{E}[\mu(B)]=\sup _{t \geq 0} \mathbf{E}\left[\mu\left(B^{t}\right)\right] \leq 2 \mathbf{P}(\mathcal{P} \text { opens bin } B)
$$

Proof of Proposition 3.8. Note that by Proposition 3.7 we have
$\mathbf{E}\left[\sum_{i=1}^{n}\left(X_{i} \wedge 1\right)\right]=\sum_{j=1}^{n} \mathbf{E}\left[\sum_{i \in B_{j}^{\mathcal{P}}}\left(X_{i} \wedge 1\right)\right]=\sum_{j=1}^{n} \mathbf{E}\left[\sum_{i \in B_{j}^{\mathcal{P}}} \mathbf{E}\left[X_{i} \wedge 1\right]\right]=\mathbf{E}\left[\sum_{i=1}^{n} \mathbf{E}\left[X_{i} \wedge 1\right]\right]$.

We only need to show that $\sum_{i=1}^{n} \mathbf{E}\left[X_{i} \wedge 1\right]$ is a lower bound for $\operatorname{cost}($ Opt $)$. We can compute $\operatorname{cost}$ (OPT) recursively via dynamic programming as follows. We define the states as vectors $S \in(\mathbf{R} \cup\{\emptyset\})^{n}$ where $S_{j} \in \mathbf{R}$ is the usage of $j$-th bin and $S_{j}=\emptyset$ means that bin $j$ is closed. We consider $\emptyset$ as an special symbol such that $a+\emptyset=a$ for any $a \in \mathbf{R}$. With this, the optimal cost can be computed via the following recursions:

$$
\begin{aligned}
v_{t}(S) & =\inf \left\{\underset{X_{t}}{\mathbf{E}}\left[v_{t+1}\left(S+X_{t} e_{j}\right)\right]: j=1, \ldots, n, S_{j} \in[0,1] \cup\{\emptyset\}\right\}, \quad \forall t=1, \ldots, n, \forall S \\
v_{n+1}(S) & =\sum_{j=1}^{n} \mathbf{1}_{\left\{S_{j} \neq \emptyset\right\}}+C \sum_{j=1}^{n} \mathbf{1}_{\left\{S_{j}>1\right\}}, \quad \forall S .
\end{aligned}
$$

The second equation measures the overall cost accumulated at the end of processing the sequence $X_{1}, \ldots, X_{n}$. The first equation takes actions that minimizes the mean cost of sample paths. Note that items can only be packed into bins not opened ( $\emptyset$ ) or bins with
usage $\leq 1$. Using MDP theory, we can show $v_{1}(\emptyset, \ldots, \emptyset)=\operatorname{cost}($ OPT $)$, which we skip here for brevity.

Now, consider the functions $u_{t}(S)=\sum_{\tau=t}^{n} \mathbf{E}\left[X_{\tau} \wedge 1\right]+\sum_{j=1}^{n}\left(S_{j} \wedge 1\right) \mathbf{1}_{\left\{S_{j} \neq \emptyset\right\}}$ for any $S$. We show by backward induction in $t=n+1, \ldots, 1$ that $u_{t}(S) \leq v_{t}(S)$. For $t=n+1$ we have

$$
u_{n+1}(S)=\sum_{j=1}^{n}\left(S_{j} \wedge 1\right) \mathbf{1}_{\left\{S_{j} \neq \emptyset\right\}} \leq \sum_{j=1}^{n} \mathbf{1}_{\left\{S_{j} \neq \emptyset\right\}} \leq v_{n+1}(S)
$$

Now, assume the result is true for $t+1$ and let us show it for $t$. Let $j=1, \ldots, n$ with $S_{j} \in[0,1] \cup\{\emptyset\}$, then

$$
\begin{aligned}
\underset{X_{t}}{\mathbf{E}}\left[v_{t+1}\left(S+X_{t} e_{j}\right)\right] & \geq \underset{X_{t}}{\mathbf{E}}\left[\sum_{\tau=t+1}^{n} \mathbf{E}\left[X_{\tau} \wedge 1\right]+\sum_{\substack{k=1 \\
k \neq j}}^{n}\left(S_{k} \wedge 1\right) \mathbf{1}_{\left\{S_{j} \neq \emptyset\right\}}+\left(S_{j}+X_{t}\right) \wedge 1\right] \\
& \geq \sum_{\tau=t+1}^{n} \mathbf{E}\left[X_{\tau} \wedge 1\right]+\underset{X_{t}}{\mathbf{E}}\left[X_{t} \wedge 1\right]=u_{t}(S) .
\end{aligned}
$$

Taking minimum in $j$, we conclude $v_{t}(S) \geq u_{t}(S)$ for any $S$.

Now, for $t=1$ we have $\operatorname{cost}(\mathrm{OPT})=v_{1}(\emptyset, \ldots, \emptyset) \geq u_{1}(\emptyset, \ldots, \emptyset)=\sum_{t=1}^{n} \mathbf{E}\left[X_{t} \wedge 1\right]$ which finishes the proof.

## 3.A. 2 Missing Proofs From Section 3.4

Proof of Lemma 3.11. We define

$$
\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)_{j}=1+\mathbf{E}\left[(C+2 \delta) \sum_{i=1}^{n} \mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}^{\mathcal{P}} \mid \text { Reach node } u\right]
$$

which is the original cost paid in $\mathcal{T}_{\mathcal{P}}$ when packing items into bin $j$ after reaching node $u$ in the tree. We also define

$$
\begin{aligned}
\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)_{j}= & 1+\mathbf{E}\left[(C+\delta) \sum_{i=1}^{n} \mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}^{\mathcal{P}^{\prime}}\right. \\
& \left.+(C+2 \delta)\left(\sum_{i=1}^{n} \mathbf{1}_{\left\{i \rightarrow j^{\prime}\right\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j^{\prime}}^{i-1}>1\right\}}^{\mathcal{P}^{\prime}}\right)+\mathbf{1}_{\left\{\text {Open bin } j^{\prime}\right\}}^{\mathcal{P}^{\prime}} \mid \text { Reach node } u\right]
\end{aligned}
$$

which is the new cost paid by $\mathcal{T}_{\mathcal{P}^{\prime}}$ when packing items into bin $j$ after reaching node $u$ and the new cost incurred by packing items into bin $j^{\prime}$.

Therefore, the variation of the cost $\operatorname{cost}_{\ell, \widehat{c}( }\left(\mathcal{T}_{\mathcal{P}}(u)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)$ is given by

$$
\operatorname{cost}_{\ell \ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)=\left(\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)_{j}-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)_{j}\right) .
$$

Now, we always have

$$
\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}}=\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}}+\mathbf{1}_{\left\{i \rightarrow j^{\prime}\right\}}^{\mathcal{P}},
$$

for all $i=1, \ldots, n$. Indeed, if we are in a branch not containing $u$, then $\mathcal{P}$ and $\mathcal{P}^{\prime}$ behave the same and there is no $\operatorname{bin} j^{\prime}$. If we are in a branch containing $u$, and if we pack $i$ into $j$, we either pack $i$ into $j$ before surpassing the risk budget in which case $\mathcal{P}$ and $\mathcal{P}^{\prime}$ behave the same or we do it after surpassing the risk budget in which case $i$ goes to $j^{\prime}$. With this fact we have,

$$
\begin{aligned}
\left.\operatorname{cost}_{\ell, \bar{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)\right)- & \operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)=\left(\operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)_{j}-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right)_{j}\right) \\
& \geq \mathbf{E}\left[\delta\left(\sum_{i=1}^{n} \mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}^{\mathcal{P}^{\prime}}\right)-\mathbf{1}_{\left\{\text {Open bin } j^{\prime}\right\}}^{\mathcal{P}^{\prime}} \mid \text { Reach node } u\right],
\end{aligned}
$$

in the last inequality we used the fact that the cost of breaking the bin $j^{\prime}$ is smaller than the cost of breaking $j$ at that point of the computation. This is true since the usage of bin $j^{\prime}$ is
at most the usage of $j$ at the same point of computation. Now, for $i \geq j$,

$$
\begin{aligned}
& \mathbf{E}\left[\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}} \mid \text { Reach node } u\right] \\
& =\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\underset{X_{i}}{\mathbf{E}}\left[\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}^{\mathcal{P}^{\prime}}\right] \mid \text { Reach node } u\right] \\
& =\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{E}\left[\mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}}\right] \mid \text { Reach node } u\right] \\
& =\underset{X_{1}, \ldots, X_{i-1}}{\mathbf{E}}\left[\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{P}_{X_{i}}\left(X_{i}+S_{j}^{i-1}>1\right) \mid \text { Reach node } u\right] .
\end{aligned}
$$

This is because the event $\{$ Reach node $u\}$ is determined by the outcomes of $X_{1}, \ldots, X_{j-1}$. While for $i \leq j-1$ we have

$$
\mathbf{E}\left[\mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{1}_{\left\{X_{i}+S_{j}^{i-1}>1\right\}} \mid \text { Reach node } u\right]=0
$$

since bin $j$ is opened at node $u$ at level $j$. Thus,

$$
\begin{aligned}
& \operatorname{cost}_{\ell, \widehat{c}}\left(\mathcal{T}_{\mathcal{P}}(u)\right)-\operatorname{cost}_{\ell^{\prime}, c^{\prime}}\left(\mathcal{T}_{\mathcal{P}^{\prime}}(u)\right) \\
& =\mathbf{E}\left[\delta \sum_{i=j}^{n} \mathbf{1}_{\{i \rightarrow j\}}^{\mathcal{P}^{\prime}} \mathbf{P}\left(X_{i}+S_{j}^{i-1}>1\right)-\mathbf{1}_{\left\{\text {Open bin } j^{\prime}\right\}} \mid \text { Reach node } u\right] \\
& =\mathbf{E}\left[\operatorname{Risk}\left(B_{j}\right)-\mathbf{1}_{\left\{\text {Open bin } j^{\prime}\right\}}^{\mathcal{P}^{\prime}} \mid \text { Reach node } u\right] \\
& \geq\left(\delta \frac{\gamma}{C}-1\right)=0 . \quad \quad\left(\text { Using } \gamma=\frac{C}{\delta} .\right)
\end{aligned}
$$

## 3.A. 3 Missing Proofs From Section 3.5

Proof of Proposition 3.23. We show that (w.h.p.) Algorithm 5 packs each item $X_{i}^{\lambda}$ individually. This is achieved by showing that in between two $X_{i}^{\lambda}$ and $X_{i+1}^{\lambda}$, there is enough mass introduced by the elements $X_{i, j}^{\mu}$, therefore not allowing the items $X_{i}^{\lambda}$ to be packed together.

Now, let $k=3 \varepsilon \mu=3 \varepsilon \beta \log C$. Then,

$$
\mathbf{E}\left[\sum_{i=1}^{k} X_{i}^{\mu}\right]=\frac{k}{\beta \log C}=3 \varepsilon,
$$

thus

$$
\mathbf{P}\left(\sum_{i=1}^{k} X_{i}^{\mu} \leq 2 \varepsilon\right) \leq \mathbf{P}\left(\left|\sum_{i=1}^{k} X_{i}^{\mu}-3 \varepsilon\right| \geq \varepsilon\right) \leq \frac{1}{\varepsilon^{2}} \frac{k}{(\beta \log C)^{2}}=\frac{3}{\varepsilon \beta \log C} .
$$

(Chebyshev inequality)

Pick $\beta=6\left(n_{1} \log C\right) / \varepsilon$ and so,

$$
\mathbf{P}\left(\exists j=1, \ldots, n_{1}: \sum_{i=1}^{k} X_{j, i}^{\mu} \leq 2 \varepsilon\right) \leq n_{1} \cdot \frac{3}{\varepsilon \beta \log C}=\frac{1}{2}
$$

That is, with probability at least $1 / 2$, all blocks $X_{j, 1}^{\mu}, \ldots, X_{j, k}^{\mu}$ add at least $2 \varepsilon$ mass. Consider the event

$$
E=\left\{\forall j=1, \ldots, n_{1}: \sum_{i=1}^{k} X_{j, i}^{\mu}>2 \varepsilon\right\} .
$$

then, we just proved that $\mathbf{P}(E) \geq 1 / 2$.

Claim 3.39. Given event $E$, Algorithm 5 with $\gamma=1$ never packs $X_{i}^{\lambda}$ and $X_{i+1}^{\lambda}$ together for any $i$.

Proof. Suppose that Algorithm 5 packs $X_{i}^{\lambda}$ and $X_{i+1}^{\lambda}$ together for some $i$. This means that the algorithm had enough budget and space to allocate $X_{i+1}^{\lambda}$. Since $\mathbf{P}\left(X_{i+1}^{\lambda}>1-x\right)=$ $e^{-\lambda(1-x)}>e^{-\mu(1-x)}=\mathbf{P}\left(X_{i j}^{\mu}>1-x\right)$ for any $x>0$, then Budgeted Greedy must have packed all the $X_{i j}^{\mu}$ in between $X_{i}^{\lambda}$ and $X_{i+1}^{\lambda}$. However, under event $E$, these items increase the usage of the bin by at least $2 \varepsilon$. Then, the budget utilized by $X_{i+1}^{\lambda}$ is at least

$$
\mathbf{P}\left(X_{i+1}^{\lambda}>1-2 \varepsilon\right)=e^{-\lambda(1-2 \varepsilon)}>e^{-\left(1-\varepsilon^{2}\right) \log C}>\frac{1}{C}
$$

which is a contradiction to the risk budget of Budgeted Greedy.

Claim 3.40. Using the same choices of $\beta$ and $k$ as before, we have $\operatorname{cost}(\mathrm{ALG}) \geq n_{1} / 2$.

Proof. By the previous result, under event $E$, no $X_{i}^{\lambda}$ and $X_{i+1}^{\lambda}$ are packed together. Therefore, at least $n_{1}$ open bins are needed. Since $E$ occurs w.p. $\geq 1 / 2$ we conclude the desired result.

Proof of Proposition 3.24. In order to show an upper bound for $\operatorname{cost}(\mathrm{OPT})$ it is enough to exhibit a policy with cost bounded by the desired value. We consider the following budgeted policy $\mathcal{P}$ with risk budget $2 / C$ : Pack items with rate $\lambda$ separately of items with rate $\mu$. We are going to show that $\mathcal{P}$ opens at most

$$
\frac{n_{2}}{\beta \log C}+\frac{n_{1}}{\varepsilon \log C}=n_{1}\left(\frac{k}{\beta \log C}+\frac{1}{\varepsilon \log C}\right)
$$

bins in expectation (up to a constant). Since $\mathcal{P}$ is budgeted with budget $2 / C$ we have $\operatorname{cost}($ Opt $) \leq \operatorname{cost}(\mathcal{P}) \leq 3 \mathbf{E}\left[N_{\mathcal{P}}\right]$ from which the result follows. In what follows we prove the bound over the number of bins.

Let us analyze the policy $\mathcal{P}$. Policy $\mathcal{P}$ opens two kind of bins; the first kind of bins only contain items following exponentials distribution of rate $\lambda$; the second kind of bins only contain items following exponential distribution of rate $\mu$. We have $N_{\mathcal{P}}=N_{\mathcal{P}}^{1}+N_{\mathcal{P}}^{2}$ where $N_{\mathcal{P}}^{1}$ is the number of bins of type 1 and $N_{\mathcal{P}}^{2}$ is the number of bins of type 2 . An equivalent way to see this process is that policy $\mathcal{P}$ runs two copies of Algorithm 5, one for the rate $\lambda$ and one for the rate $\mu$. Then, $N_{\mathcal{P}}^{1}$ equals $N_{\text {ALG }}$ over the sequence $X_{1}^{\lambda}, \ldots, X_{n_{1}}^{\lambda}$ and $N_{\mathcal{P}}^{2}$ equals $N_{\mathrm{ALG}}$ over the sequence $X_{1,1}^{\mu}, \ldots, X_{n_{1}, k}^{\mu}$.

The following lemma is a general result that allows us to bound the number of bins used in a nonnegative i.i.d. sequence of items under Algorithm 5. For the sake of clarity, the proof has been moved to the end of this subsection.

Lemma 3.41. Suppose the r.v.'s $X_{1}, \ldots, X_{n}$ form an i.i.d. sequence of items, then $\mathbf{E}\left[N_{\mathrm{ALG}}\right] \leq$ $(2 n-1) / \mathbf{E}\left[\left|B_{1}\right|\right]$ where $\left|B_{1}\right|$ is the number of items packed in the first bin.

Claim 3.42. Let $X_{1}, \ldots, X_{n}$ be $n$ independent exponential r.v.'s with rate $\lambda=(1+\varepsilon) \log C$, with $\varepsilon \log C \geq 4$, then

$$
\mathbf{E}\left[\left|B_{1}\right|\right] \geq \frac{1}{8} \varepsilon \log C
$$

where $\left|B_{1}\right|$ is the number of items $X_{1}, \ldots, X_{n}$ packed in the first bin by Algorithm 5 with risk budget $=2 / C$.

Proof. Let $\ell=\frac{\varepsilon}{4} \log C \geq 1$. Then,

$$
\begin{aligned}
\mathbf{P}\left(\left|B_{1}\right| \leq \ell\right) & =\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right)>\frac{\varepsilon}{2(1+\varepsilon)}\right)+\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq \frac{\varepsilon}{2(1+\varepsilon)}\right) \\
& \leq \mathbf{P}\left(\sum_{i=1}^{\ell} X_{i}>\frac{\varepsilon}{2(1+\varepsilon)}\right)+\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq \frac{\varepsilon}{2(1+\varepsilon)}\right) .
\end{aligned}
$$

We bound each term separately. First, we have

$$
\mathbf{P}\left(\sum_{i=1}^{\ell} X_{i}>\frac{\varepsilon}{2(1+\varepsilon)}\right) \leq \frac{2(1+\varepsilon)}{\varepsilon} \mathbf{E}\left[\sum_{i=1}^{\ell} X_{i}\right]=\frac{2(1+\varepsilon)}{\varepsilon} \ell \frac{1}{(1+\varepsilon) \log C}=\frac{1}{2} .
$$

For the other term we have that $\left|B_{1}\right| \leq \ell$, given $X\left(B_{1}\right) \leq \frac{\varepsilon}{2(1+\varepsilon)}$, only if $B_{1}$ runs out of budget. That is,

$$
\frac{2}{C} \leq \sum_{i=1}^{\ell+1} \mathbf{P}\left(X_{i}>1-\alpha_{i}\right) \leq(\ell+1) \mathbf{P}\left(X_{i}>1-\frac{\varepsilon}{2(1+\varepsilon)}\right) \leq\left(\frac{\varepsilon}{4} \log C+1\right) \frac{1}{C^{1+\varepsilon / 2}}<\frac{2}{C}
$$

using the assumption $\varepsilon \log C \geq 2$. From here we obtain that $\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq\right.$
$\left.\frac{\varepsilon}{2(1+\varepsilon)}\right)=0$. Therefore,

$$
\mathbf{P}\left(\left|B_{1}\right| \leq \ell\right) \leq \frac{1}{2}
$$

Then,

$$
\mathbf{E}\left[\left|B_{1}\right|\right] \geq \frac{1}{2} \ell=\frac{1}{8} \varepsilon \log C .
$$

Claim 3.43. Let $X_{1}, \ldots, X_{m}$ be $m$ independent exponential r.v.'s with rate $\mu=\beta \log C$, $\beta \geq 4$, then

$$
\mathbf{E}\left[\left|B_{1}\right|\right] \geq \frac{1}{8} \beta \log C
$$

where $\left|B_{1}\right|$ is the number of items $X_{1}, \ldots, X_{m}$ packed in the first in by Algorithm 5 with risk budget $=2 / C$.

Proof. Let $\ell=\frac{\beta}{4} \log C$. Then,

$$
\begin{aligned}
\mathbf{P}\left(\left|B_{1}\right| \leq \ell\right) & =\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right)>1 / 2\right)+\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq 1 / 2\right) \\
& \leq \mathbf{P}\left(\sum_{i=1}^{\ell} X_{i}>\frac{1}{2}\right)+\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq 1 / 2\right)
\end{aligned}
$$

Now, given the event $X\left(B_{1}\right) \leq 1 / 2$, the only way that $\left|B_{1}\right| \leq \ell$ is by running out of budget. We have then

$$
\frac{2}{C} \leq \sum_{i=1}^{\ell+1} \mathbf{P}\left(X_{i}>1-\alpha_{i}\right) \leq(\ell+1) \mathbf{P}\left(X_{i}>1 / 2\right) \leq\left(\frac{\beta}{4} \log C+1\right) \frac{1}{C^{\beta / 2}}<\frac{1}{C}
$$

which cannot happen. Therefore, $\mathbf{P}\left(\left|B_{1}\right| \leq \ell, X\left(B_{1}\right) \leq 1 / 2\right)=0$ and then

$$
\mathbf{P}\left(\left|B_{1}\right| \leq \ell\right) \leq 2 \mathbf{E}\left[\sum_{i=1}^{\ell} X_{i}\right]=2 \ell \frac{1}{\beta \log C}=\frac{1}{2}
$$

Therefore,

$$
\mathbf{E}\left[\left|B_{1}\right|\right] \geq \frac{1}{2} \ell=\frac{\beta}{8} \log C .
$$

Claim 3.44. The cost of $\mathcal{P}$ is $\operatorname{cost}(\mathcal{P}) \leq 3 \mathbf{E}\left[N_{\mathcal{P}}\right] \leq 48 n_{1}(k /(\beta \log C)+1 /(\varepsilon \log C))$

Proof. Putting all the results together we obtain

$$
\begin{align*}
\mathbf{E}\left[N_{\mathcal{P}}\right] & =\mathbf{E}\left[N_{\mathcal{P}}^{1}\right]+\mathbf{E}\left[N_{\mathcal{P}}^{2}\right] \\
& \leq \frac{2 n_{1}}{\mathbf{E}\left[\left|B_{1}^{\lambda}\right|\right]}+\frac{2 n_{2}}{\mathbf{E}\left[\left|B_{1}^{\mu}\right|\right]}  \tag{Proposition3.41}\\
& \leq 16 \frac{n_{1}}{\varepsilon \log C}+16 \frac{n_{2}}{\beta \log C} \\
& =16 n_{1}\left(\frac{1}{\varepsilon \log C}+\frac{k}{\beta \log C}\right) .
\end{align*}
$$

Here we present the proof of Lemma 3.41.

Proof of Lemma 3.41. We use the following fictitious experiment. Consider $n$ independent copies of the random variables $X_{1}, \ldots, X_{n}$ and run Algorithm 5 until its first bin is closed or the sequence fits entirely on the first bin. We denote by $\widetilde{B}_{i}$ the items packed in the first bin in the $i$-th trial of this experiment. The process $\left|\widetilde{B}_{1}\right|, \ldots,\left|\widetilde{B}_{n}\right|$ is i.i.d..

We have the following identities:

$$
\begin{aligned}
\left|B_{1}\right| & =\left|\widetilde{B}_{1}\right| \\
\left|B_{2}\right| & =\min \left\{n-\left|B_{1}\right|, \widetilde{B}_{2}\right\} \\
& \vdots \\
\left|B_{n}\right| & =\min \left\{n-\left|B_{1}\right|-\cdots-\left|B_{n-1}\right|, \widetilde{B}_{n}\right\} .
\end{aligned}
$$

Observe that $N_{\mathrm{ALG}}=\min \left\{k: \sum_{i=1}^{k}\left|B_{i}\right|=n\right\}$ is a stopping time for $\left|B_{1}\right|, \ldots,\left|B_{n}\right|$ so also is a stopping time for $\left|\widetilde{B}_{1}\right|, \ldots,\left|\widetilde{B}_{n}\right|$. By Wald's equation (see Theorem 3.45 below) we have

$$
\mathbf{E}\left[N_{\mathrm{ALG}}\right] \mathbf{E}\left[\left|\widetilde{B}_{1}\right|\right]=\mathbf{E}\left[\sum_{i=1}^{N_{\mathrm{ALG}}}\left|\widetilde{B}_{i}\right|\right] .
$$

Additionally, we have $\mathbf{E}\left[\left|\widetilde{B}_{1}\right|\right]=\mathbf{E}\left[\left|B_{1}\right|\right]$ by construction. Now, until time $N_{\mathrm{ALG}}-1$ we must have $\left|B_{1}\right|=\left|\widetilde{B}_{1}\right|, \ldots,\left|B_{N_{\mathrm{ALG}}-1}\right|=\left|\widetilde{B}_{N_{\mathrm{ALG}}-1}\right|$, all of these values at least 1 . Then,

$$
\sum_{i=1}^{N_{\mathrm{ALG}}-1}\left|\widetilde{B}_{i}\right|=\sum_{i=1}^{N_{\mathrm{ALG}}-1}\left|B_{i}\right| \leq n-1
$$

Therefore,

$$
\mathbf{E}\left[N_{\mathrm{ALG}}\right] \mathbf{E}\left[\left|B_{1}\right|\right]=\mathbf{E}\left[\sum_{i=1}^{N_{\mathrm{ALG}}-1}\left|B_{i}\right|+\left|\widetilde{B}_{N_{\mathrm{ALG}}}\right|\right] \leq 2 n-1,
$$

which concludes the proof.

## Wald's Equation

Theorem 3.45 (Wald's equation). If $X_{1}, X_{2}, \ldots$ are i.i.d. random variables with finite mean and $N$ is a stopping time with $\mathbf{E}[N]<\infty$, then

$$
\mathbf{E}\left[\sum_{n=1}^{N} X_{n}\right]=\mathbf{E}[N] \mathbf{E}\left[X_{1}\right] .
$$

Proof can be found in [150].

## 3.B Appendix: \#P-Hardness of Computing Minimum Cost of the Optimal Policy

In this section, we provide the proof of Theorem 3.5, i.e., it is \#P-hard to compute $\min _{\mathcal{P}} \operatorname{cost}(\mathcal{P})$. We proceed as follows. We consider symmetric logic formulas, that is, $\phi(\mathbf{x})=\phi(\overline{\mathbf{x}})$ for any $\mathbf{x}$, and we show that the problem \#SYM-4SAT-the problem of counting satisfying assignment of symmetric formulas in 4CNF-is \#P-hard. Recall that a formula is in conjunctive normal form (CNF) if it is a conjunction of one or more clauses. When the clauses have $k$ literals, we say that the formula is in $k \mathrm{CNF}$.

Then, we provide a polynomial time reduction from symmetric formulas $\phi$ in 4CNF into instances of the stochastic bin packing problem such that

$$
\min _{\mathcal{P}} \operatorname{cost}(\mathcal{P})=\frac{5}{2}-\frac{2}{2^{n}}-\frac{s_{\phi}}{2^{n}},
$$

where $s_{\phi}$ denotes the satisfying assignments of $\phi$, i.e., $s_{\phi}=\mid\left\{\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right): \phi(\mathbf{x})=\right.$ $1\} \mid$.

We now proceed to show the hardness of \#SYM-4SAT.

Theorem 3.46. \#Sym-4SAT is \#P-hard.

Proof. We show a reduction from the $\# \mathbf{P}$-hard problem $\# 2$ Sat [167]. We symmetrize a formula $\phi$ by extending the assignments $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ in one variable, namely $x_{0}$. Let $\phi=\bigwedge_{j=1}^{m} C_{j}$ be a formula in 2CNF, i.e., each clause has the form $C_{j}=\left(\ell_{1, j} \vee \ell_{2, j}\right)$ where $\ell_{i, j} \in\left\{x_{1}, \ldots, x_{n}, \bar{x}_{1}, \ldots, \bar{x}_{n}\right\}$ for $i=1,2$. Consider the formula

$$
\widetilde{\phi}\left(x_{0}, \mathbf{x}\right)=\left(\bar{x}_{0} \wedge \phi(\mathbf{x})\right) \vee\left(x_{0} \wedge \phi(\overline{\mathbf{x}})\right) .
$$

Note that $\widetilde{\phi}$ is symmetric but not yet in CNF. Also, note that $s_{\widetilde{\phi}}=\mid\left\{\left(x_{0}, \mathbf{x}\right): \widetilde{\phi}\left(x_{0}, \mathbf{x}\right)=\right.$ $1\} \mid=2 s_{\phi}$. It remains to show that we can transform $\widetilde{\phi}$ into a symmetric 4 CNF without altering the number of solutions. Using De Morgan's law, we rewrite the formula $\widetilde{\phi}$ as

$$
\begin{aligned}
\widetilde{\phi}\left(x_{0}, \mathbf{x}\right) & =\left(x_{0} \vee \phi(\mathbf{x})\right) \wedge\left(\bar{x}_{0} \vee \phi(\overline{\mathbf{x}})\right) \wedge(\phi(\mathbf{x}) \vee \phi(\overline{\mathbf{x}})) \\
& =\left(x_{0} \vee \bigwedge_{j=1}^{m} C_{j}(\mathbf{x})\right) \wedge\left(\bar{x}_{0} \vee \bigwedge_{j=1}^{m} C_{j}(\overline{\mathbf{x}})\right) \wedge\left(\bigwedge_{j=1}^{m} C_{j}(\mathbf{x}) \vee \bigwedge_{j=1}^{m} C_{j}(\overline{\mathbf{x}})\right) \\
& =\underbrace{\left(\bigwedge_{j=1}^{m}\left(x_{0} \vee C_{j}(\mathbf{x})\right)\right)}_{\text {(I) }} \wedge \underbrace{\left(\bigwedge_{j=1}^{m}\left(\bar{x}_{0} \vee C_{j}(\overline{\mathbf{x}})\right)\right)}_{\text {(II) }} \wedge \underbrace{\left(\bigwedge_{j, k=1}^{m} C_{j}(\mathbf{x}) \vee C_{k}(\overline{\mathbf{x}})\right)}_{\text {(III) }} .
\end{aligned}
$$

The first two terms (I) and (II) are clearly 3CNF. We extend them into 4CNF by repeating the variable $x_{0}$ or $\bar{x}_{0}$ accordingly. The last term (III) is already in 4CNF. We remove clauses that contain pairs $\ell \vee \bar{\ell}$ since they are trivially satisfied.

Note that in the formula $\widetilde{\phi}$, each variable appears at most twice in each clause, either as $x \vee x$ or $\bar{x} \vee \bar{x}$. This is going to be utilized in the next proof.

Before going to the proof, and for the sake of explanation, we change the capacity of the bins to a capacity $B>1$, to be defined later. This can be easily adjusted to our setting with capacity 1 by scaling down items sizes by the amount $B$. As we are going to see, it is clearer to introduce items $>1$ than their fractional rescaled version.

## 3.B. 1 Reduction \#Sym-4SAT to Stochastic Bin Packing

The reduction is similar to the reduction from Partition-Problem to Bin-Packing. See [160] for an example. A similar reduction is used in [58] in the context of multidimensional stochastic knapsack. Given a symmetric 4 CNF $\phi$ with variables $x_{1}, \ldots, x_{n}$ and clauses $C_{1}, \ldots, C_{m}$, we are going to construct a list of nonnegative random variables, that will correspond to the input of the stochastic bin packing problem, that can be packed into
two bins whenever the outcomes of these random variable satisfy the 4CNF formula while in the opposite case, the number of bins requires is at least three.

We are going to utilize numbers with at most $4 n+m$ digits in base 10. For convenience we assume that all number have exactly $4 n+m$ digits by filling the unused corresponding significant digits with 0 . Given a number with $4 n+m$ digits in base 10 , we split its representation into four blocks. The first block corresponds to the digits it positions $10^{i}$. $10^{n} \cdot 10^{2 n} \cdot 10^{m}$ for $i=0, \ldots, n-1$. We refer to the first block as the variable block and their intra significant digits as the variables digits. For instance, by variable digit $x_{i}$ we refer to the digit in location $10^{n-i} \cdot 10^{n} \cdot 10^{2 n} \cdot 10^{m}$.

The second block corresponds to digits at positions $10^{i} \cdot 10^{2 n} \cdot 10^{m}$ for $i=0, \ldots, n-1$. We refer to the second block as the mirror variable block and its intra digits as mirror variable digits. By mirror digit $x_{i}$ we refer to the digit in location $10^{n-i} \cdot 10^{2 n} \cdot 10^{m}$.

The third block corresponds to digits in positions $10^{k} \cdot 10^{m}$ for $k=0, \ldots, 2 n-1$. We refer to this block as the equivalence block and we split its digits into pairs of digits that we refer as equivalence digits. The positive equivalent digit $x_{i}$ refers to the digit in position $10^{2 n-2 i+1} \cdot 10^{m}$ while the negative equivalence digit $x_{i}$ refers to the digit in position $10^{2 n-2 i}$. $10^{m}$.

The last block corresponds to the digits at position $10^{j}$ for $j=0, \ldots, m-1$. We refer to the this block as the clauses block and its intra digits as clauses digits. By clause digit $C_{j}$ we refer to the digit located at position $10^{m-j}$.

We set the capacity of the bins to be the number in base 10

$$
B=\underbrace{11 \cdots 11}_{n \text { 1's }}|\underbrace{11 \cdots 11}_{n \text { 1's }}| \underbrace{11 \cdots 11}_{2 n \text { 1's }} \mid \underbrace{44 \cdots 44}_{m 4 \text { 's }} .
$$

We purposely separated the significant digits using the vertical bars "|" into the four afore-
mentioned blocks.

For a formula $\phi$ in 4CNF we now present the reduction. For each variable $i=1, \ldots, n$ we construct the following four numbers $a_{i}, b_{i}, c_{i}$ and $d_{i}$ in base 10 . The first two number are

$$
\begin{aligned}
& a_{i}=1 \underbrace{0 \cdots 0}_{n-i}|\underbrace{00 \cdots 00}_{n}| \underbrace{00 \cdots 00}_{2 i-2} 01 \underbrace{00 \cdots 00}_{2 n-2 i} \mid \underbrace{00 \cdots 00}_{m} \\
& b_{i}=1 \underbrace{0 \cdots 0}_{n-i}|\underbrace{00 \cdots 00}_{n}| \underbrace{00 \cdots 00}_{2 i-2} 10 \underbrace{00 \cdots 00}_{2 n-2 i} \mid \underbrace{00 \cdots 00}_{m} .
\end{aligned}
$$

Number $a_{i}$ and $b_{i}$ have $4 n-i+m+1$ digits. Both of them have a common digit 1 in variable digit $x_{i}$. Moreover, $a_{i}$ has another digit 1 in negative equivalent digit $x_{i}$; and $b_{i}$ has a digit 1 in positive equivalence digit $x_{i}$.

The following two numbers are

$$
\begin{aligned}
& c_{i}=\underbrace{\cdots}_{\text {no digits }}|\underbrace{\cdots}_{\text {no digits }} 1 \underbrace{0 \cdots 0}_{n-i}| \underbrace{00 \cdots 00}_{2 i-2} 10 \underbrace{00 \cdots 00}_{2 n-2 i} \mid \underbrace{00 \cdots 0 c_{i}^{k_{i}} 00 \cdots 00}_{m} \\
& d_{i}=\underbrace{\cdots}_{\text {no digits }}|\underbrace{\cdots}_{\text {no digits }} 1 \underbrace{0 \cdots 0}_{n-i}| \underbrace{00 \cdots 00}_{2 i-2} 01 \underbrace{00 \cdots 00}_{2 n-2 i} \mid \underbrace{00 \cdots 000 d_{i}^{k_{i}} \cdots 00}_{m} .
\end{aligned}
$$

Number $c_{i}$ and $d_{i}$ have $3 n-i+m+1$ digits, and note that we keep the separation between the blocks to emphasize where the nonzero digits appear. In other words, the variable block is completely missing from $c_{i}$ and $d_{i}$. Now, both number $c_{i}$ and $d_{i}$ have a common digit 1 in mirror variable digit $x_{i}$ (mirror numbers $x_{i^{\prime}}$ with $i^{\prime}<i$ are also missing). The number $c_{i}$ has digit $c_{i}^{k_{i}} \in\{1,2\}$ in all clauses digits $C_{k_{i}}$ where literal $x_{i}$ appears; the number $d_{i}$ has digit $d_{i}^{k_{i}} \in\{1,2\}$ in all clauses digits where literal $\bar{x}_{i}$ appears. The number $c_{i}$ has a digit 1 in positive equivalence digit $x_{i}$; and $d_{i}$ has a digit 1 in negative equivalence digit $x_{i}$.

For each clause $C_{j}, j=1, \ldots, m$, we introduce three numbers $f_{j}, g_{j}$ and $h_{j}$ that are going
to serve as slacks:

$$
f_{j}=g_{j}=h_{j}=\underbrace{\cdots}_{\text {no digits }}|\underbrace{\cdots}_{\text {no digits }}| \underbrace{\cdots}_{\text {no digits }} \mid \underbrace{\cdots}_{\text {no digits }} 1 \underbrace{0 \cdots 0}_{m-j} .
$$

The three numbers have a unique digit 1 at clause digit $C_{j}$ and they completely miss the variable, mirror variable and equivalence blocks.

Finally, we introduce a number needed for technical reasons:

$$
h=\underbrace{\cdots}_{\text {no digits }}|\underbrace{\cdots}_{\text {no digits }}| \underbrace{11 \cdots 11}_{m} \mid \underbrace{00 \cdots 00}_{2 n} .
$$

A pictorial construction of the numbers appears in Figure 3.6.

Given these number, we construct an instance of the stochastic bin packing problem as follows. We define the following independent random variables

$$
X_{i}=\left\{\begin{array}{ll}
a_{i} & \text { w.p. } 1 / 2 \\
b_{i} & \text { w.p. } 1 / 2
\end{array} \quad \text { and } \quad X_{i}^{\prime}=\left\{\begin{array}{ll}
a_{i} & \text { w.p. } 1 / 2 \\
b_{i} & \text { w.p. } 1 / 2
\end{array} .\right.\right.
$$

Now the instance is given by the sequence
$\mathcal{L}_{\phi}=\left(X_{1}, X_{1}^{\prime}, X_{2}, X_{2}^{\prime}, X_{3}, X_{3}^{\prime}, \ldots, X_{n}, X_{n}^{\prime}, c_{1}, d_{1}, c_{2}, d_{2}, \ldots, c_{n}, d_{n}, h_{1}, g_{1}, \ldots, h_{m}, g_{m}, h\right)$.

Intuitively, we aim to simulate the random evaluation of $\phi$ when the values of $x_{1}, \ldots, x_{n}$ are chosen uniformly and independently of each other. Note that in this case,

$$
\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1)=\frac{s_{\phi}}{2^{n}}
$$

Note that in instance $\mathcal{L}_{\phi}$, any policy incurs in a cost of at least 2 since $X_{1}$ and $X_{1}^{\prime}$ if packed together incur in an expected cost of at least 2. This is because $C>2$. As we did in

|  | $x_{1}$ | $x_{2}$ | $x_{3}$ | $\cdots$ | $x_{n}$ | $y_{1}$ | $y_{2}$ | $y_{3}$ | $\cdots$ | $y_{n}$ | $x_{1}^{+}$ | $x_{1}^{-}$ | $x_{2}^{+}$ | $x_{2}^{-}$ | $\ldots$ | $x_{n}^{+}$ | $x_{n}^{-}$ | $C_{1}$ | $C_{2}$ | $C_{3}$ | $\ldots$ | $C_{m}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{1}$ | 1 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 1 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 |
| $b_{1}$ | 1 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 1 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 |
| $a_{2}$ |  | 1 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 1 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 |
| $b_{2}$ |  | 1 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 1 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 |
| $a_{3}$ |  |  | 1 | $\ldots$ | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 |
| $b_{3}$ |  |  | 1 |  | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 |
| : |  |  |  | $\because$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\vdots$ |  |
| $a_{n}$ |  |  |  |  | 1 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 1 | 0 | 0 | 0 | $\ldots$ | 0 |
| $b_{n}$ |  |  |  |  | 1 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | ... | 1 | 0 | 0 | 0 | 0 | $\cdots$ | 0 |
| $c_{1}$ |  |  |  |  |  | 1 | 0 | 0 | $\ldots$ | 0 | 1 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 2 | 0 | 0 | $\ldots$ | 0 |
| $d_{1}$ |  |  |  |  |  | 1 | 0 | 0 | $\cdots$ | 0 | 0 | 1 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 1 | 1 | $\cdots$ | 0 |
| $c_{2}$ |  |  |  |  |  |  | 1 | 0 | $\ldots$ | 0 | 0 | 0 | 1 | 0 | $\ldots$ | 0 | 0 | 1 | 1 | 0 | $\cdots$ | 0 |
| $d_{2}$ |  |  |  |  |  |  | 1 | 0 | ... | 0 | 0 | 0 | 0 | 1 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | ... | 0 |
| $c_{3}$ |  |  |  |  |  |  |  | 1 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 1 | $\cdots$ | 0 |
| $d_{3}$ |  |  |  |  |  |  |  | 1 | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 1 | 2 | 0 | $\ldots$ | 0 |
| ! |  |  |  |  |  |  |  |  | $\ddots$. |  |  |  |  |  |  |  |  |  |  |  | $\vdots$ |  |
| $c_{n}$ |  |  |  |  |  |  |  |  |  | 1 | 0 | 0 | 0 | 0 | $\ldots$ | 1 | 0 | 0 | 0 | 1 | $\ldots$ | 0 |
| $d_{n}$ |  |  |  |  |  |  |  |  |  | 1 | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 1 | 0 | 0 | 0 | $\cdots$ | 2 |
| $f_{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | 0 | $\cdots$ | 0 |
| $g_{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | 0 | $\cdots$ | 0 |
| $h_{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | 0 | $\cdots$ | 0 |
| $f_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | $\cdots$ | 0 |
| $g_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | $\cdots$ | 0 |
| $h_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 0 | $\cdots$ | 0 |
| $\vdots$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\because$ |  |
| $f_{m}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| $g_{m}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| $h_{m}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| $h$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 1 | 1 | $\cdots$ | 1 |
| $B$ | 1 | 1 | 1 | ... | 1 | 1 | 1 | 1 | $\cdots$ | 1 | 1 | 1 | 1 | 1 | $\cdots$ | 1 | 1 | 4 | 4 | 4 | $\ldots$ | 4 |

Figure 3.6: Construction of numbers via $\phi 4 \mathrm{CNF}$. The table is purposely divided into four blocks representing the digit blocks defined at the beginning of the subsection. The instance showed corresponds partially to the 4CNF $\phi\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1} \vee x_{1} \vee x_{2} \vee \bar{x}_{3}\right) \wedge\left(\bar{x}_{1} \vee\right.$ $\left.x_{2} \vee \bar{x}_{3} \vee \bar{x}_{3}\right) \wedge\left(\bar{x}_{1} \vee x_{3} \vee x_{4} \vee x_{n}\right) \wedge \cdots \wedge\left(x_{n-2} \vee x_{n-1} \vee \bar{x}_{n} \vee \bar{x}_{n}\right)$, where clauses are $C_{1}, C_{2}, C_{3}, \ldots, C_{m}$ in the order they are displayed.
the main body of the article, we can assume that the policies are deterministic. Moreover, we can assume that policies never break a bin since the expected cost of breaking a bin is always greater than 1 . This is because the probability of overflow always is either $0,1 / 2$ or 1 by construction of $\mathcal{L}_{\phi}$.

Theorem 3.47. For the instance $\mathcal{L}_{\phi}$ we have

$$
\min _{\mathcal{P}} \operatorname{cost}(\mathcal{P})=\frac{5}{2}-\frac{2}{2^{n}}-\frac{1}{2^{n}} \mathbf{P}_{\mathbf{x} \in\{0,1\}^{n}}(\phi(\mathbf{x})=1)
$$

Proposition 3.48. For the instance $\mathcal{L}_{\phi}$ there is a policy with $\operatorname{cost}(\mathcal{P}) \leq 3$. Moreover, for any of such policies, there is a policy with same cost or better that packs items $X_{1}, \ldots, X_{n}$ into bin 1 and items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ into bin 2.

Proof. Consider the policy that packs item $X_{1}$ into bin 1; item $X_{1}^{\prime}$ into bin 2; the rest of the items into bin 3 . This policy is valid since

$$
\sum_{i=2}^{n}\left(X_{i}+X_{i}^{\prime}\right)+\sum_{i=1}^{n}\left(c_{i}+d_{i}\right)+\sum_{j=1}^{m}\left(h_{j}+g_{j}\right)+h \leq B
$$

This proves the first part of the proposition.

For the second part, consider any policy $\mathcal{P}$ with cost at most 3 that does not break any bin. We can assume, without loss of generality, that $X_{1}$ is packed into bin 1 and $X_{1}^{\prime}$ is packed into bin 2. Now, starting at the root of the policy tree, find the first node $u$ where $X_{i}$ is not packed in bin 1 , say bin $j \geq 2$. Note that up to that point, items $X_{k}^{\prime}$ must have been packed in a different bin than bin 1 . If both children of $u$ are packed into bin 1, that is, $X_{i}^{\prime}$ is packed into bin 1 , then exchange the packing rule in node $u$ by packing $X_{i}$ into bin 1 and in its children to pack item $X_{i}^{\prime}$ into bin $j$. This does not change the cost since $X_{i}$ and $X_{i}^{\prime}$ are identically distributed. Suppose now that some of the children of node $u$ packs item $X_{i}^{\prime}$ into bin $j^{\prime} \neq 1$, say children $v$. At this point, there is enough space in bin 1 to receive $X_{i}^{\prime}$ since $X_{i}$ was packed into bin $j \geq 2$. In the subtree rooted at $v$, mark all nodes that pack their corresponding item into bin 1 . Exchange the packing rule from these node to pack their items into bin $j^{\prime}$ and change the policy to pack item $X_{i}^{\prime}$ in node $v$ from bin $j^{\prime}$ to bin 1 . This does not increase the cost of the policy. With this, we can modify the policy to pack $X_{i}^{\prime}$ in both children of node $u$ into bin 1 without increasing the expected cost. Now, like in the previous case, we can pack item $X_{i}$ into bin 1 and item $X_{i}^{\prime}$ into bin $j \geq 2$. We can repeat this procedure for all $i$ and at the end of this, we can ensure that all $X_{1}, \ldots, X_{n}$ are packed into bin 1 and the cost of the policy does not increase. With a similar argument,
we show that items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ can be packed into bin 2 without increasing the cost of the policy. From the root, find the first node $u^{\prime}$ where $X_{i}^{\prime}$ is not packed into bin 2 , say bin $j$. Note that $j$ cannot be 1 since we already have that $X_{i}$ has been packed into bin 1 and both random variables share the same variable digit $x_{i}$. Then, $j \geq 3$. In the subtree rooted at $u^{\prime}$ mark all items that are packed into bin 2. Repack those items into bin $j$ and pack $X_{i}^{\prime}$ into bin 2. This does not increase the cost of the policy since we have enough space in bin $j$ to receive any item in there if needed. Repeating this procedures for all $i$ gives us the desired result.

Consider the following three events: Let

$$
\mathcal{E}=\left\{\forall i=1, \ldots, n: X_{i} \neq X_{i}^{\prime}\right\}
$$

then $\mathbf{P}(\mathcal{E})=1 / 2^{n}$. Let

$$
\mathcal{E}_{a}=\left\{\exists i=1, \ldots, n: \forall k<i, X_{k} \neq X_{k}^{\prime}, X_{i}=X_{i}^{\prime}=a_{i}\right\}
$$

and

$$
\mathcal{E}_{b}=\left\{\exists i=1, \ldots, n: \forall k<i, X_{k} \neq X_{k}^{\prime}, X_{i}=X_{i}^{\prime}=b_{i}\right\} .
$$

Note that $\mathcal{E}_{a}$ and $\mathcal{E}_{b}$ are disjoint and $\mathcal{E}_{a} \cup \mathcal{E}_{b}=\overline{\mathcal{E}}$. Intuitively, $\mathcal{E}$ is the good event where the variables $X_{i}$ and $X_{i}^{\prime}$ model opposite values in $\left\{a_{i}, b_{i}\right\}$. Also note that $\mathbf{P}\left(\mathcal{E}_{a}\right)=\mathbf{P}\left(\mathcal{E}_{b}\right)=$ $\left(1-1 / 2^{n}\right) / 2$.

We denote by $\operatorname{cost}(\mathcal{P} \mid \mathcal{A})$ the conditional expected cost of the policy $\mathcal{P}$ on the event $\mathcal{A}$.

Proposition 3.49. For any policy $\mathcal{P}$ we have $\operatorname{cost}\left(\mathcal{P} \mid \mathcal{E}_{b}\right) \geq 3$.

Proof. Note that given $\mathcal{E}_{b}$ we have (assuming the collision occurs at $i, X_{i}=X_{i}^{\prime}=b_{i}$ ) we
have

$$
\begin{aligned}
& \sum_{i=1}^{n}\left(X_{i}+X_{i}^{\prime}+c_{i}+d_{i}\right)+\sum_{j=1}^{m}\left(h_{j}+g_{j}\right)+h \\
\geq & 22 \cdots 22|22 \cdots 22| \underbrace{22 \cdots 22}_{2 i-2} 311 \cdots 11 \mid 88 \cdots 88>2 B
\end{aligned}
$$

where $B$ is the bin's capacity. Therefore, since we are assuming that $\mathcal{P}$ does not break bins, then the policy must have packed all the items into at least 3 bins which concludes the proof.

Proposition 3.50. For any policy $\mathcal{P}$ that packs items $X_{1}, \ldots, X_{n}$ into bin 1 and items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ into bin 2 and does not break any bin, we have $\operatorname{cost}(\mathcal{P} \mid \mathcal{E}) \geq 3-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=$ 1).

Proof. Consider the following random assignment $\mathbf{X}=\left(x_{1}, \ldots, x_{n}\right)$ :

$$
x_{i}= \begin{cases}1 & \text { if } X_{i}=a_{i} \\ 0 & \text { if } X_{i}=b_{i}\end{cases}
$$

Note that $\mathbf{X}$ is uniformly distributed over $\{0,1\}^{n}$. Then, $\operatorname{cost}(\mathcal{P} \mid \mathcal{E}, \phi(\mathbf{X})=0) \geq 3$. Indeed, if only 2 bins have been used after all items have been packed, this forces item $c_{i}$ to be placed in bin 1 if $X_{i}=a_{i}$ and in bin 2 otherwise, while $d_{i}$ is packed in the opposite bin to $c_{i}$. Since $\phi(\mathbf{X})=0=\phi(\overline{\mathbf{X}})$ by symmetry of $\phi$, then, after packing items $c_{1}, d_{1}, \ldots, c_{n}, d_{n}$ but before packing items $f_{1}, g_{1}, h_{1}, \ldots, f_{m}, g_{m}, h_{m}$, there must be a $C_{j}$ digit in the utilization of bin 1 that is 0 and a $C_{j^{\prime}}$ digit in the utilization of bin 2 that is also $0, j \neq j^{\prime}$. In particular, this implies that the usage of bin 2 at this point has a $C_{j}$-digit of 4 . After packing items $f_{1}, g_{1}, h_{1}, \ldots, f_{m}, g_{m}, h_{m}$, one of the bins must have a 4 in its $C_{1}$-digit of usage, say bin 1. Therefore, bin 2 has a usage with $C_{1}$-digit 3 and item $h$ cannot be packed into bin 1. Since $\mathcal{E}$ is given, we have $\sum_{i=1}^{n}\left(X_{i}+X_{i}^{\prime}\right)+\sum_{i=1}^{n}\left(c_{i}+d_{i}\right)+\sum_{j=1}^{m}\left(f_{j}+\right.$
$\left.g_{j}+h_{j}\right)+h=2 B$, then $h$ can be packed into bin 2 only if all $C_{1}, \ldots, C_{m}$-digits are 3. However, this contradicts the fact that $C_{j}$-digit in bin 2 is 4 . Similarly, if the bin 2 has usage with $C_{1}$-digit of 4 after packing items $f_{1}, g_{1}, h_{1}, \ldots, f_{m}, g_{m}, h_{m}$, we can obtain the same contradiction. Therefore, $\operatorname{cost}(\mathcal{P} \mid \mathcal{E}, \phi(\mathbf{X})=0) \geq 3$.

Now,

$$
\begin{aligned}
\operatorname{cost}(\mathcal{P} \mid \mathcal{E}) & \geq 3 \mathbf{P}(\phi(\mathbf{X})=0 \mid \mathcal{E})+2 \mathbf{P}(\phi(\mathbf{X})=1 \mid \mathcal{E})=3-\mathbf{P}(\phi(\mathbf{X})=1 \mid \mathcal{E}) \\
& =3-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1)
\end{aligned}
$$

Lemma 3.51. For any policy $\mathcal{P}, \operatorname{cost}(\mathcal{P}) \geq 5 / 2-1 / 2^{n-1}-\mathbf{P}_{\mathbf{x} \in{ }_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1) / 2^{n}$.

Proof. We can assume that the policy $\mathcal{P}$ packs items $X_{1}, \ldots, X_{n}$ into bin 1 while items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ into bin 2 (see Proposition 3.48). Then, utilizing Propositions 3.49 and 3.50 we obtain

$$
\begin{aligned}
\operatorname{cost}(\mathcal{P}) & \geq\left(3-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1)\right) \mathbf{P}(\mathcal{E})+3 \mathbf{P}\left(\mathcal{E}_{b}\right)+2 \mathbf{P}\left(\mathcal{E}_{a}\right) \\
& =\frac{5}{2}\left(1-\frac{1}{2^{n}}\right)+\frac{1}{2^{n}}\left(3-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1)\right) \\
& =\frac{5}{2}-\frac{2}{2^{n}}-\frac{1}{2^{n}} \mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1) .
\end{aligned}
$$

Lemma 3.52. There is a policy $\mathcal{P}$ such that $\operatorname{cost}(\mathcal{P}) \leq 5 / 2-1 / 2^{n-1}-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=$ 1) $/ 2^{n}$.

Proof. Consider the following policy. Start packing items $X_{1}, \ldots, X_{n}$ into bin 1 and items $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ into bin 2. If there is a collision $X_{i}=X_{i}^{\prime}$ and the first of these is $X_{i}=X_{i}^{\prime}=b_{i}$,
then pack the rest of the items into bin 3 ; While if the first of these collisions is $X_{i}=X_{i}^{\prime}=$ $a_{i}$, then continue packing as follows. Pack $c_{i^{\prime}}$ where $a_{i^{\prime}}$ is packed and $d_{i^{\prime}}$ where $b_{i^{\prime}}$ is packed for $i^{\prime}<i$. Pack $c_{i}$ into bin 1 and $d_{i}$ into bin 2. Pack the remaining $c_{i^{\prime}}$ into bin 1 and $d_{i^{\prime}}$ into bin 2 . Since $i$ is the first time there is a collision, bin 2 has a 0 in its positive equivalent digit $x_{i}$ and a 2 in its negative equivalent digit $x_{i}$. Therefore it has enough space to receive the items packed after $d_{i^{\prime}}$ has been packed. Then only 2 bins are utilized.

If no collision happens, then pack $c_{i}$ where outcome $a_{i}$ is packed (bin 1 if $X_{i}=a_{i}$ or bin 2 if $X_{i}^{\prime}=a_{i}$ ) and pack $d_{i}$ in the opposite bin (bin 2 if $c_{i}$ is in bin 1 bin 1 otherwise). Now, utilize the slack items $f_{j}, g_{j}, h_{j}$ to complete bin 1 and then bin 2 . Now, for $h$ there are two cases based on the value of $\phi$ on the satisfying assignment $\mathbf{x}$ given by

$$
x_{i}=\left\{\begin{array}{ll}
1 & \text { if } X_{i}=a_{i} \\
0 & \text { if } X_{i}=b_{i}
\end{array} .\right.
$$

- If $\phi(\mathbf{x})=1$, then in bin 2 , each $C_{j}$ digit of the capacity used is at most 3 . This is because the $C_{j}$ digit of the capacity used bin 1 is 4 by construction. Now, pack $h$ into bin 2 and finish the packing into 2 bins.
- If $\phi(\mathbf{x})=0$, we can retrace the proof of Proposition 3.50 to show that in this case, $h$ cannot fit nor in bin 1 nor in 2, therefore forcing a bin 3 .

Putting all these case together, we obtain

$$
\begin{aligned}
\operatorname{cost}(\mathcal{P}) & =\operatorname{cost}(\mathcal{P} \mid \mathcal{E}) \mathbf{P}(\mathcal{E})+\operatorname{cost}\left(\mathcal{P} \mid \mathcal{E}_{a}\right) \mathbf{P}\left(\mathcal{E}_{a}\right)+\operatorname{cost}\left(\mathcal{P} \mid \mathcal{E}_{b}\right) \mathbf{P}\left(\mathcal{E}_{b}\right) \\
& =\left(3-\mathbf{P}_{\mathbf{x} \in_{R}\{0,1\}^{n}}(\phi(\mathbf{x})=1)\right) \frac{1}{2^{n}}+\frac{5}{2}\left(1-\frac{1}{2^{n}}\right) \\
& =\frac{5}{2}-\frac{2}{2^{n}}-\frac{1}{2^{n}} \mathbf{P}_{\mathbf{x} \in\{0,1\}^{n}}(\phi(\mathbf{x})=1)
\end{aligned}
$$

Putting together Lemma 3.51 and 3.52 we obtain the proof of Theorem 3.47.

## 3.C Appendix: Threshold Policies for I.I.D. Random Variables with Finite Support

In this section we discuss the problem of designing a threshold algorithm that incurs in a constant factor loss whenever the input sequence is i.i.d. (with common distribution $\mathcal{D}$ ) with unknown time horizon $n$. A threshold algorithm observes the common random distribution of the incoming streams and computes a number $\alpha \in[0,1]$ such that bins are utilized as long as their usage is at most $\alpha$. If there are no such bins, then a new bin is opened upon an arrival. Note that in the i.i.d. setting, for threshold policies of this kind, at most one bin is kept active at a time.

We show that among all policies that keep at most one bin active at a time, threshold policies are optimal up to an additive loss of one. This is under the assumption that the common distribution $\mathcal{D}$ has finite support.

Theorem 3.53. Let $\mathcal{D}$ be any distribution with finite support in $[0, \infty)$. There exists $\alpha \in$ $[0,1]$ such that the threshold policy $\mathcal{P}_{\alpha}$ with threshold $\alpha$ satisfies

$$
\operatorname{cost}\left(\mathcal{P}_{\alpha}\right) \leq \min _{\substack{\mathcal{P} \text { has at most } \\ \text { one active bin }}} \operatorname{cost}(\mathcal{P})+1,
$$

for any input sequence of i.i.d. random variables $X_{1}, \ldots, X_{n}$ with common distribution $\mathcal{D}$.

Note that policy $\mathcal{P}_{\alpha}$ is computed only with the information given by the distribution $\mathcal{D}$. An online algorithm that has access to $\mathcal{D}$ computes the threshold $\alpha$ given in Theorem 3.53 and implements the threshold policy. In the main body of the chapter we show that Budgeted Greedy keeps at most one bin active at a time in the i.i.d. setting (Lemma 3.12). Therefore, policies that keep at most one bin active at a time are within a constant factor of the optimal offline sequential cost. Using these facts, we conclude that an algorithm implementing a
threshold policy incurs an expected cost that is a constant factor of the optimum. This factor is at most $(3+2 \sqrt{2})$, since we utilized the guarantee given by Budgeted Greedy (Theorem 3.2).

A major downside of Theorem 3.53 is that it does not give an efficient algorithm to compute the threshold $\alpha$. Indeed, for the proof of Theorem 3.53, we utilize the framework of discounted reward Markov processes (see [146]), which can compute optimal stationary policies in time depending on the size of the state space. For us, the state space is the usage of the active bin, which can be exponentially large in the description of $\mathcal{D}$. Intuitively, since we aim to compute a policy that does not depend on the time horizon $n$ and we only have one bin to use, the best we can do is to repeat the same process over and over.

## 3.C. 1 Proof of Theorem 3.53

The proof is divided in a sequence of propositions. We briefly introduce the definitions used in infinite-time horizon discounted Markov decision processes. We later show that the optimal discounted cost induces a monotonic cost vector. From here, a threshold policy can be deduced which is later used to design a finite-time threshold policy.

We assume that the distribution $\mathcal{D}$ has finite support in $[0,1] \cup\left\{1^{+}\right\}$where the element $1^{+}$ denotes a fixed upper bound over the values in $[0,1]$ and any value that $\mathcal{D}$ could have taken above 1 with positive probability is mapped to $1^{+}$. The state space, denoted $\mathbf{S}$ corresponds to all possible values $\leq 1$ that the bin can take as combinations of number in the support of $\mathcal{D}$ in addition to the special state $1^{+}$. Note that $\mathbf{S}$ is a finite set.

Fix a discount factor $\gamma \in(0,1)$. In the infinite time-horizon discounted factor framework, a policy corresponds to a sequence of functions (or distributions if randomized) $\Pi=\left(\pi_{1}, \pi_{2}, \ldots\right)$ that dictates the behavior of the process. That is, $\pi_{t}: \mathbf{S} \rightarrow\{0,1\}$ is the decision made by the policy at round $t$, where 0 indicates keep using the current bin while 1 indicates open a new bin, all this as a function of the state of the system. If $\pi_{t}$ is
random, then $\pi_{t}: \mathbf{S} \rightarrow \Delta(\{0,1\})$, where $\Delta(\{0,1\})$ is the probability simplex over $\{0,1\}$. We define the discounted cost of the policy $\Pi$ at time $t=1,2, \ldots$ by

$$
V_{t}^{\Pi}(s)= \begin{cases}1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V_{t+1}^{\Pi}\left(X \wedge 1^{+}\right)\right] & \pi_{t}(s)=0 \\ C \mathbf{P}(X+s>1)+\gamma \mathbf{E}\left[V_{t+1}^{\Pi}\left((X+s) \wedge 1^{+}\right)\right] & \pi_{t}(s)=1\end{cases}
$$

Let

$$
c(s, a)= \begin{cases}C \cdot \mathbf{P}(X+s>1) & a=0 \\ 1+C \cdot \mathbf{P}(X>1) & a=1\end{cases}
$$

and $T(s, 0)=(X+s) \wedge 1^{+} ; T(s, 1)=X \wedge 1^{+}$. We can write $V_{t}^{\Pi}(s)=c(s, \pi(s))+$ $\gamma \mathbf{E}\left[V_{t+1}^{\mathrm{I}}(T(s, \pi(s)))\right]$.

If $\pi_{t}$ are randomized then the previous values are replaced by expectations. The goal is to find $\min _{\Pi} V_{1}^{\Pi}(0)$. Markov Decision processes theory guarantees that this minimum is also a minimum over the history dependent randomized policies-policies that record previous outcomes. Moreover, the optimal policy for $\min _{\Pi} V_{1}^{\Pi}(0)$ is also the optimal policy for $\min _{\Pi} V_{1}^{\Pi}(s)$ for any $s \in \mathbf{S}$. The theory also guarantees that deterministic stationary policies are optimal. That is, $\min _{\Pi} V_{1}^{\Pi}(s)=\min _{\pi} V_{1}^{(\pi, \pi, \ldots)}(s)$. From now on, we only consider deterministic policies. By $V_{t}^{\pi}$ we refer to $V_{t}^{\Pi}$ where $\Pi=(\pi, \pi, \ldots)$. Note that $V_{1}^{\pi}(s)=$ $V_{2}^{\pi}(s)=\cdots$ and so we can identify the temporal cost vector $\left(V_{t}^{\pi}(s)\right)_{\substack{s \in \mathbf{S} \\ t=1,2, \ldots}}$ by just the vector $V^{\pi}=\left(V^{\pi}(s)\right)_{s \in \mathbf{S}}$. The optimal vector $V^{\pi}$ satisfies the Bellman equation $V=\mathcal{T}^{\gamma} V$, where

$$
\begin{aligned}
\left(\mathcal{T}^{\gamma} V\right)(s) & =\min \left\{1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V\left(X \wedge 1^{+}\right)\right], C \mathbf{P}(X+s>1)+\gamma \mathbf{E}\left[V\left((X+s) \wedge 1^{+}\right)\right]\right\} \\
& =\min _{a=0,1}\{c(s, a)+\gamma \mathbf{E}[V(T(s, a))]\} .
\end{aligned}
$$

Therefore, $V^{\pi}$ is the fixed point of the Bellman operator $\mathcal{T}^{\gamma}$. For a detailed presentation of these results, see Chapter 6 in [146].

Proposition 3.54. Consider the optimal solution $V^{\pi}$ of the discounted cost problem. Then $V^{\pi}$ is a monotone function of $s$. That is, $V^{\pi}\left(s^{\prime}\right) \leq V^{\pi}\left(s^{\prime \prime}\right)$ for any $0 \leq s^{\prime} \leq s^{\prime \prime} \leq 1^{+}$.

Proof. By contradiction, suppose that for some $s^{\prime}<s^{\prime \prime}$ we have $V^{\pi}\left(s^{\prime}\right)>V^{\pi}\left(s^{\prime \prime}\right)$. Among all such possible pairs $s^{\prime}<s^{\prime \prime}$ choose the largest $s^{\prime} \leq 1$, which exists because $\mathbf{S}$ is finite. Define the new function $\widehat{\pi}_{1}$ as $\widehat{\pi}_{1}(s)=\pi(s)$ if $s \neq s^{\prime}$ and $\widehat{\pi}_{1}\left(s^{\prime}\right)=\pi\left(s^{\prime \prime}\right)$. For $t \geq 2$ we define $\widehat{\pi}_{t}=\pi$. Now consider the policy $\widehat{\Pi}=\left(\widehat{\pi}_{1}, \widehat{\pi}_{2}, \ldots\right)$. Then, using the definition of $V_{1}^{\widehat{\Pi}}$ we can show that $V^{\widehat{\Pi}}(s)=V^{\pi}(s)$ for $s \neq s^{\prime}$. Now, let's analyze the case $s=s^{\prime}$. Observe that

$$
c\left(s^{\prime}, \pi\left(s^{\prime \prime}\right)\right) \leq c\left(s^{\prime \prime}, \pi\left(s^{\prime \prime}\right)\right)
$$

since $s^{\prime}<s^{\prime \prime}$ and the function $c(\cdot, a)$ is nondecreasing for any fixed $a$. Then, we have two cases:

- If $\pi\left(s^{\prime \prime}\right)=0$, then as $s^{\prime}$ is the largest state where monotonicity does not hold, we have

$$
\begin{aligned}
& V_{1}^{\hat{\Pi}}\left(s^{\prime}\right)= c\left(s^{\prime}, \pi_{1}\left(s^{\prime}\right)\right)+\gamma \mathbf{E}\left[V_{2}^{\hat{\Pi}}\left(T\left(s^{\prime}, \pi_{1}\left(s^{\prime}\right)\right)\right)\right] \\
&=\left.c\left(s^{\prime}, 0\right)+\gamma \mathbf{E}\left[V_{2}^{(\pi, \ldots)}\left(\left(X+s^{\prime}\right) \wedge 1^{+}\right)\right)\right] \quad\left(\pi_{1}\left(s^{\prime}\right)=\pi\left(s^{\prime \prime}\right)=0\right) \\
& \leq c\left(s^{\prime \prime}, 0\right)+\gamma \mathbf{E}\left[V^{\pi}\left(\left(X+s^{\prime}\right) \wedge 1^{+}\right)\right] \\
&\left(V_{2}^{(\pi, \ldots)}=V^{\pi} \text { and monotonicity of } c(\cdot, 0)\right) \\
&=c\left(s^{\prime \prime}, 0\right)+\gamma \mathbf{P}(X=0) V^{\pi}\left(s^{\prime}\right)+\gamma \mathbf{E}\left[V\left(\left(X+s^{\prime}\right) \wedge 1^{+}\right) \mid X>0\right] \mathbf{P}(X>0) \\
& \leq c\left(s^{\prime \prime}, 0\right)+\gamma \mathbf{P}(X=0) V^{\pi}\left(s^{\prime}\right)+\gamma \mathbf{E}\left[V\left(\left(X+s^{\prime \prime}\right) \wedge 1^{+}\right) \mid X>0\right] \mathbf{P}(X>0)
\end{aligned}
$$

(As $s^{\prime}$ is the largest value where monotonicity does not hold)

$$
\begin{aligned}
& \leq c\left(s^{\prime \prime}, 0\right)+\gamma \mathbf{P}(X=0)\left(V^{\pi}\left(s^{\prime}\right)-V^{\pi}\left(s^{\prime \prime}\right)\right)+\gamma \mathbf{E}\left[V^{\pi}\left(\left(X+s^{\prime \prime}\right) \wedge 1^{+}\right)\right] \\
& =V^{\pi}\left(s^{\prime \prime}\right)+\gamma \mathbf{P}(X=0)\left(V^{\pi}\left(s^{\prime}\right)-V^{\pi}\left(s^{\prime \prime}\right)\right) \\
& =\gamma \mathbf{P}(X=0) V^{\pi}\left(s^{\prime}\right)+(1-\gamma \mathbf{P}(X=0)) V^{\pi}\left(s^{\prime \prime}\right) \\
& <\gamma \mathbf{P}(X=0) V^{\pi}\left(s^{\prime}\right)+(1-\gamma \mathbf{P}(X=0)) V^{\pi}\left(s^{\prime}\right) \quad\left(\text { Since } V^{\pi}\left(s^{\prime}\right)>V^{\pi}\left(s^{\prime \prime}\right)\right) \\
& =V^{\pi}\left(s^{\prime}\right)
\end{aligned}
$$

- Similarly, if $\pi\left(s^{\prime \prime}\right)=1$, then,

$$
\begin{aligned}
V_{1}^{\widehat{\Pi}}\left(s^{\prime}\right) & =c\left(s^{\prime}, \pi_{1}\left(s^{\prime}\right)\right)+\gamma \mathbf{E}\left[V_{2}^{\widehat{\Pi}}\left(T\left(s^{\prime}, \pi_{1}\left(s^{\prime}\right)\right)\right)\right] \\
& =c\left(s^{\prime}, 1\right)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right] \\
& \leq c\left(s^{\prime \prime}, 1\right)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right] \\
& =V^{\pi}\left(s^{\prime \prime}\right) \\
& <V^{\pi}\left(s^{\prime}\right)
\end{aligned}
$$

In any case, $V^{\hat{\mathrm{H}}}\left(s^{\prime}\right)<V^{\pi}\left(s^{\prime}\right)$, which contradicts the optimality of $\pi$.

The following result states that the optimal policy of the discounted cost problem is a threshold policy.

Proposition 3.55. For the optimal $V^{\pi}$, there exists $\alpha \in[0,1]$ such that the stationary policy $\widetilde{\pi}(s)=0$ if $s \leq \alpha ; \widetilde{\pi}(s)=1$ if $s>\alpha$, holds $\pi=\widetilde{\pi}$.

Proof. Let $E=\left\{s \in \mathbf{S}: V^{\pi}(s)<1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right]\right\}$be the states where the policy $\pi$ decides to utilize the current bin. Note that $0 \in E$, hence $\alpha=\sup E$ is well-defined. Also, note that for $s=1^{+}$we have

$$
1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right] \leq C \mathbf{P}\left(X+1^{+}>1\right)+\gamma \mathbf{E}\left[V^{\pi}\left(\left(X+1^{+}\right) \wedge 1^{+}\right)\right]
$$

thus $\alpha<1^{+}$. Using the monotonicity of $V^{\pi}$, we have $E=[0, \alpha]$.

By definition of $\alpha$ we have that for any $s>\alpha, V^{\pi}(s) \geq 1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right]$. This immediately implies that for any $s>\alpha, V^{\pi}(s)=1+C \mathbf{P}(X>1)+\gamma \mathbf{E}\left[V^{\pi}\left(X \wedge 1^{+}\right)\right]$. Since $V^{\pi}(\cdot)$ is monotone, then for any $s \leq \alpha$ we have $V^{\pi}(s)=C \mathbf{P}(X+s>1)+$ $\gamma \mathbf{E}\left[V^{\pi}\left((X+s) \wedge 1^{+}\right)\right]$. This shows that $\pi$ is indeed $\widetilde{\pi}$.

Note that in this discounted cost model we did not restrict the possible actions when the usage of the bin goes beyond 1 , i.e, in state $1^{+}$. The optimality and monotonicity of the optimal value $V^{\pi}$ shows that the optimal policy never tries to utilize the overflowed bin again and it will always choose to open a new bin.

We now return, to our model without discounted cost. We prove Theorem 3.53. We show that, up to an additive factor of +1 , the optimal policy that uses one bin at a time is a threshold policy. We refer to policies in our model by letters $\mathcal{P}$ while policies in the discounted model by Greek letters $\pi$ and so on.

Proof of Theorem 3.53. Note that policies in our model are always defined to open a new bin at time 1 . We modify this by assuming that at time 1 the bin is already given and we will charge this additional cost of +1 separately.

For $\gamma \in(0,1)$ we denote by $\pi^{\gamma}$ the optimal threshold policy of the discounted cost problem with discount factor $\gamma$. Note that $\pi: \mathbf{S} \rightarrow\{0,1\}$ and the set of function from $\mathbf{S}$ to $\{0,1\}$ is finite. As $\gamma \rightarrow 1$, there is an optimal policy $\pi$ that repeats infinitely often in the sequence $\left(\pi^{\gamma}\right)_{\gamma}$. We take a subsequence of $\gamma_{k} \in(0,1), \gamma_{k} \rightarrow 1$ as $k \rightarrow \infty$, such that $\pi^{k} \doteq \pi^{\gamma_{k}}=\pi$. By the previous proposition, we can assume that $\pi^{k}$ is a threshold policy with threshold $\alpha \in[0,1]$. Now, we recursively expand $V^{\pi}\left(s_{0}\right)$ to obtain

$$
V^{\pi}\left(s_{0}\right)=\mathbf{E}\left[c\left(s_{0}, \pi\left(s_{0}\right)\right)+\gamma_{k} c\left(s_{1}, \pi\left(s_{1}\right)\right)+\cdots+\gamma_{k}^{n-1} c\left(s_{n-1}, \pi\left(s_{n}\right)\right)+\gamma_{k}^{n} V^{\pi}\left(s_{n}\right)\right]
$$

where $s_{i}=T\left(s_{i-1}, \pi\left(s_{i-1}\right)\right)$ is the $i$-th state obtained by the policy. By setting $s_{0}=0$ and using the monotonicity of $V^{\pi}$, we obtain

$$
\begin{equation*}
\sum_{i=0}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \pi\left(s_{i}\right)\right)\right] \leq\left(1-\gamma_{k}^{n}\right) V^{\pi}(0) \tag{3.3}
\end{equation*}
$$

Let us define the policy $\mathcal{P}_{\alpha}$ that only uses one bin at a time and follows the actions of $\pi$ at every time step. Then it is easy to see that

$$
\begin{align*}
\operatorname{cost}\left(\mathcal{P}_{\alpha}\right) & =1+\sum_{i=0}^{n-1} \mathbf{E}\left[c\left(s_{1}, \pi\left(s_{i}\right)\right)\right]=1+\lim _{k \rightarrow \infty} \sum_{i=0}^{n} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \pi\left(s_{i}\right)\right)\right] \\
& \leq 1+\lim _{k \rightarrow \infty}\left(1-\gamma_{k}^{n}\right) V^{\pi}(0) \tag{3.4}
\end{align*}
$$

Where in the last inequality we utilized inequality (3.3).

Next, by optimality of $\pi$, we have $V^{\pi}(0) \leq V_{1}^{\Pi}(0)$ for any $\Pi=\left(\pi_{1}, \pi_{2}, \ldots\right)$. Let $\widehat{\mathcal{P}}$ be the optimal sequential packing policy of $X_{1}, X_{2}, \ldots, X_{n}$ that always keeps at most one bin active at a time. For $t=1, \ldots, n$, consider the functions $\widehat{\pi}_{t}(s)=0$ if $\mathcal{P}(s)$ uses the current
bin and $\widehat{\pi}_{t}(s)=1$ otherwise. Now, consider the policy $\widehat{\Pi}=\left(\widehat{\pi}_{1}, \ldots, \widehat{\pi}_{n}, \widehat{\pi}_{1}, \ldots, \widehat{\pi}_{n}, \ldots\right)$ that repeats cyclically the actions of $\widehat{\mathcal{P}}$. Then, as before we can expand the recursion and write

$$
\begin{aligned}
V_{1}^{\widehat{\Pi}}(0) & =\sum_{i=1}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \widehat{\pi}_{i+1}\left(s_{i}\right)\right)\right]+\gamma_{k}^{n} \mathbf{E}\left[V_{n+1}^{\widehat{\mathrm{I}}}\left(s_{n-1}, \widehat{\pi}_{n}\left(s_{n-1}\right)\right)\right] \\
& =\sum_{i=0}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \widehat{\pi}_{i+1}\left(s_{i}\right)\right)\right]+\gamma_{k}^{n} \mathbf{E}\left[V_{1}^{\widehat{\mathrm{\Pi}}}\left(s_{n}\right)\right] \\
& \leq \sum_{i=0}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \widehat{\pi}_{i+1}\left(s_{i}\right)\right)\right]+\gamma_{k}^{n}\left(V_{1}^{\widehat{\mathrm{H}}}(0)+1\right)
\end{aligned}
$$

where the last inequality can be shown by optimality of $\mathcal{P}$. Then

$$
\begin{equation*}
\left(1-\gamma_{k}^{n}\right) V_{1}^{\widehat{\Pi}}(0) \leq \gamma_{k}^{n}+\sum_{i=0}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \widehat{\pi}_{i+1}\left(s_{i}\right)\right)\right] \tag{3.5}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{cost}(\widehat{\mathcal{P}})=1+\sum_{i=0}^{n-1} \mathbf{E}\left[c\left(s_{i}, \widehat{\pi}_{i+1}\left(s_{i}\right)\right)\right] \tag{3.6}
\end{equation*}
$$

and then we obtain

$$
\begin{align*}
\operatorname{cost}\left(\mathcal{P}_{\alpha}\right) & \leq \lim _{k \rightarrow \infty}\left(1-\gamma_{k}^{n}\right) V^{\pi}(0)  \tag{3.4}\\
& \leq \lim _{k \rightarrow \infty}\left(1-\gamma_{k}^{n}\right) V_{1}^{\hat{\Pi}}(0) \\
& \leq 1+\lim _{k \rightarrow \infty} \sum_{i=0}^{n-1} \gamma_{k}^{i} \mathbf{E}\left[c\left(s_{i}, \pi_{i+1}\left(s_{i}\right)\right)\right]+\gamma_{k}^{n}  \tag{3.5}\\
& =1+\sum_{i=0}^{n-1} \mathbf{E}\left[c\left(s_{i}, \pi_{i+1}\left(s_{i}\right)\right)\right]+1 \\
& =\operatorname{cost}(\mathcal{P})+1 \tag{3.6}
\end{align*}
$$

## CHAPTER 4

## ROBUST ONLINE SELECTION WITH UNCERTAIN OFFER ACCEPTANCE

Online advertising has motivated interest in online selection problems. Displaying ads to the right users benefits both the platform (e.g., via pay-per-click) and the advertisers (by increasing their reach). In practice, not all users click on displayed ads, while the platform's algorithm may miss the users most disposed to do so. This mismatch decreases the platform's revenue and the advertiser's chances to reach the right customers. With this motivation, we propose a secretary problem where a candidate may or may not accept an offer according to a known probability $p$. Because we do not know the top candidate willing to accept an offer, the goal is to maximize a robust objective defined as the minimum over integers $k$ of the probability of choosing one of the top $k$ candidates, given that one of these candidates will accept an offer. Using Markov decision process theory, we derive a linear program for this max-min objective whose solution encodes an optimal policy. The derivation may be of independent interest, as it is generalizable and can be used to obtain linear programs for many online selection models. We further relax this linear program into an infinite counterpart, which we use to provide bounds for the objective and closed-form policies. For $p \geq p^{*} \approx 0.6$, an optimal policy is a simple threshold rule that observes the first $p^{1 /(1-p)}$ fraction of candidates and subsequently makes offers to the best candidate observed so far.

### 4.1 Introduction

The growth of online platforms has spurred renewed interest in online selection problems, auctions and stopping problems [70,121, 64, 11, 129]. Online advertising has particularly
benefited from developments in these areas. As an example, in 2005 Google reported about $\$ 6$ billion in revenue from advertising, roughly $98 \%$ of the company's total revenue at that time; in 2020, Google's revenue from advertising grew to almost $\$ 147$ billion. Thanks in part to the economic benefits of online advertisement, internet users can freely access a significant amount of online content and many online services.

Targeting users is crucial for the success of online advertising. Studies suggest that targeted campaigns can double click-through rates in ads [71] despite the fact that internet users have acquired skills to navigate the web while ignoring ads [40, 67]. Therefore, it is natural to expect that not every displayed ad will be clicked on by a user, even if the user likes the product on the ad, whereas the platform and advertiser's revenue depend on this event [145]. An ignored ad misses the opportunity of being displayed to another user willing to click on it and decreases the return on investment (ROI) for the advertiser, especially in cases where the platform uses methods like pay-for-impression to charge the advertisers. At the same time, the ignored ad uses the space of another, possibly more suitable ad for that user. In this work, we take the perspective of a single ad, and we aim to understand the right time to begin displaying the ad to users as a function of the ad's probability of being clicked.

Recent works have addressed this uncertainty from a full-information perspective [129, 87], where user's valuations over the ads are known in hindsight. However, in many ecommerce applications it is unrealistic to assume access to complete information, as users may approach the platform sequentially. Platforms that depend at least partially on display advertisement for revenue observe sequential user visits and need to irrevocably decide when to display an ad. If a platform displays an ad too soon, it risks not being able to learn users' true preferences, while spending too much time learning preferences risks missing a good opportunity to display an ad. Designing efficient policies for displaying ads to users is key for large internet companies such as Google and Meta, as well as for small businesses
advertising their products in these platforms.

We model the interaction between the platform and the users using a general online selection problem. We refer to it as the secretary problem with uncertain acceptance (SP-UA for short). Using the terminology of candidate and decision maker, the general interaction is as follows:

1. Similar to other secretary problems, a finite sequence of candidates of known length arrives online, in a random order. In our motivating application, candidates represent platform users.
2. Upon an arrival, the decision maker (DM) is able to assess the quality of a candidate compared to previously observed candidates and has to irrevocably decide whether to extend an offer to the candidate or move on to the next candidate. This captures the online dilemma the platform faces: the decision of displaying an ad to a user is based solely on information obtained up to this point.
3. When the DM extends an offer, the candidate accepts with a known probability $p \in$ $(0,1]$, in which case the process ends, or turns down the offer, in which case the DM moves on to the next candidate. This models the users, who can click on the ad or ignore it.
4. The process continues until either a candidate accepts an offer or the DM has no more candidates to assess.

A DM that knows in advance that at least one of the top $k$ candidates is willing to accept the offer would like to maximize the probability of making an offer to one of these candidates. In reality, the DM does not know $k$; hence, the best she can do is maximize the minimum of all these scenario-based probabilities. We call the minimum of these scenariobased probabilities the robust ratio and our max-min objective the optimal robust ratio (see

Subsection 4.1.2 for a formal description). Suppose that the DM implements a policy that guarantees a robust ratio $\gamma \in(0,1]$. This implies the DM will succeed with probability at least $\gamma$ in obtaining a top $k$ candidate, in any scenario where a top $k$ candidate is willing to accept the DM's offer. This is an ex-ante guarantee when the DM knows the odds for each possible scenario, but the policy is independent of $k$ and offers the same guarantee for any of these scenarios. Moreover, if the DM can assign a numerical valuation to the candidates, a policy with robust ratio $\gamma$ can guarantee a factor at least $\gamma$ of the optimal offline value. [164] also studies the SP-UA and considers the objective of maximizing the probability of selecting the best candidate willing to accept the offer. Applying his policy to value settings can also guarantee an approximation factor of the optimal offline cost; however, the policy with the optimal robust ratio attains the largest approximation factor of the optimal offline value among rank-based policies (see Proposition 4.5).

Contributions (1) We propose a framework and a robust metric to understand the interaction between a DM and competing candidates, when candidates can reject the DM's offer. (2) We state a linear program (LP) that computes the optimal robust ratio and the best strategy. We provide a general methodology to deduce our LP, and this technique is generalizable to other online selection problems. (3) We provide bounds for the optimal robust ratio as a function of the probability of acceptance $p \in(0,1]$. (4) We present a family of policies based on simple threshold rules; in particular, for $p \geq p^{*} \approx 0.594$, the optimal strategy is a simple threshold rule that skips the first $p^{1 /(1-p)}$ fraction of candidates and then makes offers to the best candidate observed so far. We remark that as $p \rightarrow 1$ we recover the guarantees of the standard secretary problem and its optimal threshold strategy. (5) Finally, for the setting where candidates also have non-negative numerical values, we show that our solution is the optimal approximation among rank-based algorithms of the optimal offline value, where the benchmark knows the top candidate willing to accept the offer. The optimal approximation factor equals the optimal robust ratio.

In the remainder of the section, we discuss additional applications of SP-UA, give a formal description of the problem, and summarize our technical contributions and results.

### 4.1.1 Additional Applications

SP-UA captures the inherent unpredictability in online selection, as other secretary problems do, but also the uncertainty introduced by the possibility of candidates turning down offers. Although our main motivation is online advertisement, SP-UA is broadly applicable; the following are additional concrete examples.

Data-driven selection problems When selling an item in an auction, buyers' valuations are typically unknown beforehand. Assuming valuations follow a common distribution, the aim is to sell the item at the highest price possible; learning information about the distribution is crucial for this purpose. In particular auction settings, the auctioneer may be able to sequentially observe the valuations of potential buyers, and can decide in an online manner whether to sell the item or continue observing valuations. Specifically, the auctioneer decides to consider the valuation of a customer with probability $p$ and otherwise the auctioneer moves on to see the next buyer's valuation. The auctioneer's actions can be interpreted as an exploration-exploitation process, which is often found in bandit problems and online learning [37, 97, 77]. This setting is also closely related to data-driven online selection and the prophet inequality problem [36, 105, 107]; some of our results also apply in these models (see Section 4.6).

Human resource management As its name suggests, the original motivation for the secretary problem is in hiring for a job vacancy. Glassdoor reported in 2015 that each job posting receives on average 250 resumes. From this pool of resumes, only a small fraction of candidates are called for an interview. Screening resumes can be a time-consuming task that shift resources away from the day-to-day job in Human Resources. Since the advent of the internet, several elements of the hiring process can be partially or completely
automated; for example, multiple vendors offer automated resume screening [147], and machine learning algorithms can score and rank job applicants according to different criteria. Of course, a highly ranked applicant may nevertheless turn down a job offer. Although we consider the rank of a candidate as an absolute metric of their capacities, in reality, resume screening may suffer from different sources of bias [153], but addressing this goes beyond our scope. See also [161, 164, 169] for classical treatments. Similar applications include apartment hunting [32,52, 144], among others.

### 4.1.2 Problem Formulation

A problem instance is given by a fixed probability $p \in(0,1]$ and the number of candidates $n$. These are ranked by a total order, $1 \prec 2 \prec \cdots \prec n$, with 1 being the best or highest-ranked candidate. The candidate sequence is given by a random permutation $\pi=\left(R_{1}, \ldots, R_{n}\right)$ of $[n] \doteq\{1,2, \ldots, n\}$, where any permutation is equally likely. At time $t$, the DM observes the partial rank $r_{t} \in[t]$ of the $t$-th candidate in the sequence compared to the previous $t-1$ candidates. The DM either makes an offer to the $t$-th candidate or moves on to the next candidate, without being able to make an offer to the $t$-th candidate ever again. If the $t$-th candidate receives an offer from the DM, she accepts the offer with probability $p$, in which case the process ends. Otherwise, if the candidate refuses the offer (with probability $1-p$ ), the DM moves on to the next candidate and repeats the process until she has exhausted the sequence. A candidate with rank in $[k]$ is said to be a top $k$ candidate. The goal is to design a policy that maximizes the probability of extending an offer to a highly ranked candidate that will accept the DM's offer. To measure the quality of a policy $\mathcal{P}$, we use the robust ratio

$$
\begin{equation*}
\gamma_{\mathcal{P}}=\gamma_{\mathcal{P}}(p)=\min _{k=1, \ldots, n} \frac{\mathbf{P}(\mathcal{P} \text { selects a top } k \text { candidate, candidate accepts offer })}{\mathbf{P}(\text { At least one of the top } k \text { candidates accepts offer })} . \tag{4.1}
\end{equation*}
$$

The ratio inside the minimization operator equals the probability that the policy successfully selects a top $k$ candidate given that some top $k$ candidate will accept an offer. If we consider the game where an adversary knows in advance if any of the top $k$ candidates will accept the offer, the robust ratio $\gamma_{\mathcal{P}}$ captures the scenario where the DM that follows policy $\mathcal{P}$ has the worst performance. When $p=1$, the robust ratio $\gamma_{\mathcal{P}}$ equals the probability of selecting the highest ranked candidate, thus we recover the standard secretary problem. The goal is to find a policy that maximizes this robust ratio, $\gamma_{n}^{*} \doteq \sup _{\mathcal{P}} \gamma_{\mathcal{P}}$. We say that the policy $\mathcal{P}$ is $\gamma$-robust if $\gamma \leq \gamma_{\mathcal{P}}$.

### 4.1.3 Technical Contributions

Recent works have studied secretary models using linear programming (LP) methods [34, $38,50,68]$. We also give an LP formulation that computes the best robust ratio and the optimal policy for our model. Whereas these recent approaches derive an LP formulation using ad-hoc arguments, our first contribution is to provide a general framework to obtain LP formulations that give optimal bounds and policies for different variants of the secretary problem. The framework is based on Markov decision process (MDP) theory [14, 146]. This is surprising since early literature on secretary problem used MDP techniques, e.g. [69, 120], though typically not LP formulations. In that sense, our results connect the early algorithms based on MDP methods with the recent literature based on LP methods. Specifically, we provide a mechanical way to obtain an LP using a simple MDP formulation (Section 4.4). Using this framework, we present a structural result that completely characterizes the space of policies for the SP-UA:

Theorem 4.1. Any policy $\mathcal{P}$ for the $\mathbf{S P} \mathbf{- U A}$ can be represented as a vector in the set
PoL $=\left\{(\mathbf{x}, \mathbf{y}) \geq 0: x_{t, s}+y_{t, s}=\frac{1}{t} \sum_{\sigma=1}^{t-1}\left(y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right), \forall t>1, s \in[t], x_{1,1}+y_{1,1}=1\right\}$.
Conversely, any vector $(\mathbf{x}, \mathbf{y}) \in \operatorname{PoL}$ represents a policy $\mathcal{P}$. The policy $\mathcal{P}$ makes an
offer to the first candidate with probability $x_{1,1}$ and to the $t$-th candidate with probability $t x_{t, s} /\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right)$ if the $t$-th candidate has partial rank $r_{t}=s$.

The variables $x_{t, s}$ represent the probability of reaching candidate $t$ and making an offer to that candidate when that candidate has partial rank $s \in[t]$. Likewise, the variables $y_{t, s}$ represent the probability of reaching candidate $t$ and moving on to the next candidate when the $t$-th candidate's partial rank is $s \in[t]$. We note that although the use of LP formulations in MDP is a somewhat standard technique, see e.g. [146], the recent literature in secretary problems and related online selection models does not appear to make an explicit connection between LP's used in analysis and the underlying MDP formulation.

Problems solved via MDP can typically be formulated as reward models, where each action taken by the DM generates some immediate reward. Objectives in classical secretary problems fit in this framework, as the reward (e.g. the probability of selecting the top candidate) depends only on the current state (the number $t$ of observed candidates so far and the current candidate's partial rank $r_{t}=s$ ), and on the DM's action (make an offer or not); see Section 4.4.1 for an example. Our robust objective, however, cannot be easily written as a reward depending only on $r_{t}=s$. Thus, we split the analysis into two stages. In the first stage, we deal with the space of policies and formulate an MDP for our model with a generic utility function. The feasible region of this MDP's LP formulation corresponds to POL and is independent of the utility function chosen; therefore, it characterizes all possible policies for the SP-UA. In the second stage, we use the structural result in Theorem 4.1 to obtain a linear program that finds the largest robust ratio.

Theorem 4.2. The best robust ratio $\gamma_{n}^{*}$ for the $\boldsymbol{S P} \boldsymbol{P} \boldsymbol{U A}$ equals the optimal value of the linear program

$$
\begin{array}{cc}
\max _{\mathbf{x} \geq 0} & \gamma \\
\text { s.t. } & \\
(L P)_{n, p} & \\
& x_{t, s} \leq \frac{1}{t}\left(1-p \sum_{\tau=1}^{t-1} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}\right) \quad \forall t \in[n], s \in[t] \\
& \gamma \leq \frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right) \quad \forall k \in[n],
\end{array}
$$

where $\mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)=\sum_{i=s}^{k \wedge(n-t+s)}\binom{i-1}{s-1}\binom{n-i}{t-s} /\binom{n}{t}$ is the probability the $t$-th candidate is ranked in the top $k$ given that her partial rank is $s$.

Moreover, given an optimal solution $\left(\mathrm{x}^{*}, \gamma_{n}^{*}\right)$ of $(L P)_{n, p}$, the (randomized) policy $\mathcal{P}^{*}$ that at state $(t, s)$ makes an offer with probability $t x_{t, s}^{*} /\left(1-p \sum_{\tau=1}^{t-1} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}^{*}\right)$ is $\gamma_{n}^{*}$-robust.

We show that $\gamma_{\mathcal{P}}$ can be written as the minimum of $n$ linear functions on the $\mathbf{x}$ variables in PoL, where these variables correspond to a policy's probability of making an offer in a given state. Thus our problem can be written as the maximum of a concave piecewise linear function over PoL, which we linearize with the variable $\gamma$. By projecting the feasible region onto the $(\mathbf{x}, \gamma)$ variables we obtain $(L P)_{n, p}$.

As a byproduct of our analysis via MDP, we show that $\gamma_{n}^{*}$ is non-increasing in $n$ for fixed $p \in(0,1]$ (Lemma 4.7), and thus $\lim _{n \rightarrow \infty} \gamma_{n}^{*}=\gamma_{\infty}^{*}$ exists. We show that this limit corresponds to the optimal value of an infinite version of $(L P)_{n, p}$ from Theorem 4.2, where $n$ tends to infinity and we replace sums at time $t$ with integrals (see Section 4.5). This allows us to show upper and lower bounds for $\gamma_{n}^{*}$ by analyzing $\gamma_{\infty}^{*}$. Our first result in this vein gives upper bounds on $\gamma_{\infty}^{*}$.

Theorem 4.3. For any $p \in(0,1]$, $\gamma_{\infty}^{*}(p) \leq \min \left\{p^{p /(1-p)}, 1 / \beta\right\}$, where $1 / \beta \approx 0.745$ and $\beta$ is the (unique) solution of the equation $\int_{0}^{1}(y(1-\log y)+\beta-1)^{-1} \mathrm{~d} y=1$.

To show $\gamma_{\infty}^{*} \leq p^{p /(1-p)}$, we relax all constraints in the robust ratio except $k=1$. This becomes the problem of maximizing the probability of hiring the top candidate, which has a known asymptotic solution of $p^{1 /(1-p)}[161]$. For $\gamma_{\infty}^{*}(p) \leq 1 / \beta$, we show that any $\gamma$-robust ordinal algorithm can be used to construct an algorithm for i.i.d. prophet inequality problems with a multiplicative loss of $(1+o(1)) \gamma$ and an additional $o(1)$ additive error. Using a slight modification of the impossibility result by [98] for the i.i.d. prophet inequality, we conclude that $\gamma_{\infty}^{*}$ cannot be larger than $1 / \beta$.

By constructing solutions of the infinite LP, we can provide lower bounds for $\gamma_{n}^{*}$. For $1 / k \geq p>1 /(k+1)$ with integer $k$, the policy that skips the first $1 / e$ fraction of candidates and then makes an offer to any top $k$ candidate afterwards obtains a robust ratio of at least $1 / e$. The following result gives improved bounds for $\gamma_{\infty}^{*}(p)$.

Theorem 4.4. Let $p^{*} \approx 0.594$ be the solution of $p^{(2-p) /(1-p)}=(1-p)^{2}$. There is a solution of the infinite LP for $p \geq p^{*}$ that guarantees $\gamma_{n}^{*} \geq \gamma_{\infty}^{*}(p)=p^{p /(1-p)}$. For $p \leq p^{*}$ we have $\gamma_{\infty}^{*}(p) \geq\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} \approx 0.466$.

To prove this result, we use the following general procedure to construct feasible solutions for the infinite LP. For any numbers $0<t_{1} \leq t_{2} \leq \cdots \leq t_{k} \leq \cdots \leq 1$, there is a policy that makes offers to any candidate with partial rank $r_{t} \in[k]$ when a fraction $t_{k}$ of the total number of candidates has been observed (Proposition 4.9). For $p \geq p^{*}$, the policy corresponding to $t_{1}=p^{1 /(1-p)}$ and $t_{2}=t_{3}=\cdots=1$ has a robust ratio of at least $p^{p /(1-p)}$. For $p \leq p^{*}$, we show how to transform the solution for $p^{*}$ into a solution for $p$ with an objective value at least as good as the value $\gamma_{\infty}^{*}\left(p^{*}\right)=\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)}$.

Figure 4.1 depicts the various theoretical bounds we obtain. For reference, we also include numerical results for $\gamma_{n}^{*}$ computed by solving $(L P)_{n, p}$ in Theorem 4.2 for $n=200$ and with $p$ ranging from $p=10^{-2}$ to $p=1$, with increments of $10^{-3}$. Since $\gamma_{n}^{*}$ is nonincreasing in $n$, the numerical values obtained by solving $(L P)_{n, p}$ also provide an upper bound over $\gamma_{\infty}^{*}$.


Figure 4.1: Bounds for $\gamma_{\infty}^{*}$ as a function of $p$. The solid line represents the theoretical upper bound given in Theorem 4.3. The dashed-dotted line corresponds to the theoretical lower bound given in Theorem 4.4. In dashed line we present numerical results by solving $(L P)_{n, p}$ for $n=200$ candidates.

We follow this introduction with a brief literature review. In Section 4.3 we present preliminaries, including MDP notation and an alternative characterization of the robust ratio in terms of utility functions. In Section 4.4 we present the MDP framework and use it to prove Theorems 4.1 and 4.2. In Section 4.5 we introduce the infinite relaxation of (LP), then prove Theorem 4.3 in Section 4.6. In Section 4.7 we prove Theorem 4.4. In Section 4.8 we present a numerical comparison between the policies obtained by solving $(L P)_{n, p}$ and other benchmarks policies. We conclude in Section 4.9, and an appendix includes proofs and analysis omitted from the main body of the chapter.

### 4.2 Related Work

Online advertising and online selection Online advertising has been extensively studied from the viewpoint of two-sided markets: advertisers and platform. There is extensive work in auction mechanisms to select ads (e.g. second-price auctions, the VCG mechanism, etc.), and the payment systems between platforms and advertisers (pay-per-click, pay-for-impression, etc.) [65, 70, 78]; see also [41] for a review. On the other hand, works relating the platform, advertisers, and web users have been studied mainly from a learning
perspective, to improve ad targeting [65, 71, 97]. In this work, we also aim to display an ad to a potentially interested user. Multiple online selection problems have been proposed to display ads in online platforms, e.g., packing models [18, 114], secretary problems and auctions [19], prophet models [11] and online models with "buyback" [17]. In our setting, we add the possibility that a user ignores the ad; see e.g. [40, 67]. Failure to click on ads has been considered in full-information models [87]; however, our setting considers only partial information, where the rank of an incoming customer can only be assessed relative to previously observed customers-a typical occurrence in many online applications. Our model is also disaggregated and looks at each ad individually. Our goal is to understand the right time to display an ad/make offers via the SP-UA and the robust ratio for each individual ad.

Online algorithms and arrival models Online algorithms have been extensively studied for adversarial arrivals [29]. This worst-case viewpoint gives robust algorithms against any input sequence, which tend to be conservative. Conversely, some models assume distributional information about the inputs [107, 113, 121]. The random order model lies in between these two viewpoints, and perhaps the most studied example is the secretary problem [69, 83, 120]. Random order models have also been applied in Adword problems [64], online LP's [10] and online knapsacks [18, 108], among others.

Secretary problems Martin Gadner popularized the secretary problem in his 1960 Mathematical Games column; for a historical review, see [74] and also the classical survey by [75]. For the classical secretary problem, the optimal strategy that observes the first $n / e$ candidates and thereafter selects the best candidate was computed by [120, 83]. The model has been extensively studied in ordinal/ranked-based settings [120, 92, 168, 34] as well as cardinal/value-based settings [23, 110].

A large body of work has been dedicated to augment the secretary problem. Variations
include cardinality constraints [34, 168, 110], knapsack constraints [18], and matroid constraints [162, 72, 115]. Model variants also incorporate different arrival processes, such as Markov chains [100] and more general processes [68]. Closer to our problem are the datadriven variations of the model $[50,51,105]$, where samples from the arriving candidates are provided to the decision maker. Our model can be interpreted as an online version of sampling, where a candidate rejecting the decision maker's offer is tantamount to a sample. This also bears similarity to the exploration-exploitation paradigm often found in online learning and bandit problems [37, 97, 77].

Uncertain availability in secretary problems The SP-UA is studied by [161] with the goal of selecting the top candidate $-k=1$ in (4.1) — who gives an asymptotic probability of success of $p^{1 /(1-p)}$. If the top candidate rejects the offer, this leads to zero value, which is perhaps excessively pessimistic in scenarios where other competent candidates could accept. [164] considers maximizing the probability of selecting the top candidate among the candidates that will accept the offer. Although more realistic, this objective still gives zero value when the top candidate that accepts is missed because she arrives early in the sequence. In our approach, we make offers to candidates even if we have already missed the top candidate that accepts the offer; this is also appealing in utility/value-based settings (see Proposition 4.5). We also further the understanding of the model and our objective by presenting closed-form solutions and bounds. See also [32, 144, 52].

Linear programs in secretary problems Early work in secretary problems mostly used MDPs [120, 161, 164]. Linear programming formulations were introduced by [34], and from there multiple formulations have been used to solve variants of the secretary problem [38, 50, 68]. We use MDP to derive the polyhedron that encodes policies for the SP-UA. The connection between linear programs and MDP has been explored in other online selection and allocation problems, such as network revenue management [9], knapsack and prophet problems [102], more general MDP models [56, 127, 146] and particularly in con-
strained MDP's [14, 94, 95]. To the best of our knowledge, these connections have not been explored for secretary problems.

### 4.3 Preliminaries

To discuss our model, we use standard MDP notation for secretary problems [69, 75, 120]. An instance is characterized by the number of candidates $n$ and the probability $p \in(0,1]$ that an offer is accepted. For $t \in[n]$ and $s \in[t]$, a state of the system is a pair $(t, s)$ indicating that the candidate currently being evaluated is the $t$-th and the corresponding partial rank is $r_{t}=s$. To simplify notation, we add the states $(n+1, s), s \in[n+1]$, and the state $\Theta$ as absorbing states where no decisions can be made. For $t<n$, transitions from a state $(t, s)$ to a state $(t+1, \sigma)$ are determined by the random permutation $\pi=\left(R_{1}, \ldots, R_{n}\right)$. We denote by $S_{t} \in\{(t, s)\}_{s \in[t]}$ the random variable indicating the state in the $t$-th stage. A simple calculation shows

$$
\mathbf{P}\left(S_{t+1}=(t+1, \sigma) \mid S_{t}=(t, s)\right)=\mathbf{P}\left(r_{t+1}=\sigma \mid r_{t}=s\right)=\mathbf{P}\left(S_{t+1}=(t+1, \sigma)\right)=1 /(t+1)
$$

for $t<n, s \in[t]$ and $\sigma \in[t+1]$. In other words, partial ranks at each stage are independent. For notational convenience, we assume the equality also holds for $t=n$. Let $\mathbf{A}=\{\boldsymbol{o f f e r}, \mathbf{p a s s}\}$ be the set of actions. For $t \in[n]$, given a state $(t, s)$ and an action $A_{t}=a \in \mathbf{A}$, the system transitions to a state $S_{t+1}$ with the following probabilities :

$$
P_{((t, s), a),(\tau, \sigma)}=\mathbf{P}\left(S_{t+1}=(\tau, \sigma) \mid S_{t}=(t, s), A_{t}=a\right)= \begin{cases}\frac{1-p}{t+1} & a=\mathbf{o f f e r}, \tau=t+1, \sigma \in[\tau] \\ p & a=\mathbf{o f f e r},(\tau, \sigma)=\Theta \\ \frac{1}{t+1} & a=\text { pass. }\end{cases}
$$

The randomness is over the permutation $\pi$ and the random outcome of the $t$-th candidate's decision. We utilize states $(n+1, \sigma)$ as end states and the state $\Theta$ as the state indicating
that an offer is accepted from the state $S_{t}$. A policy $\mathcal{P}:\{(t, s): t \in[n], s \in[t]\} \rightarrow \mathbf{A}$ is a function that observes a state $(t, s)$ and decides to extend an offer $(\mathcal{P}(t, s)=$ offer $)$ or move to the next candidate ( $\mathcal{P}(t, s)=$ pass). The policy specifies the actions of a decision maker at any point in time. The initial state is $S_{1}=(1,1)$ and the computation (of a policy) is a sequence of state and actions $(1,1), a_{1},\left(2, s_{2}\right), a_{2},\left(3, s_{3}\right), \ldots$ where the states transitions according to $P_{((t, s), a),(t+1, \sigma)}$ and $a_{t}=\mathcal{P}\left(t, s_{t}\right)$. Note that the computation always ends in a state $(n+1, \sigma)$ for some $\sigma$ or the state $\Theta$, either because the policy was able to go through all candidates or because some candidate $t$ accepted an offer.

We say that a policy reaches stage $t$ or reaches the $t$-th stage if the computation of a policy contains a state $s_{t}=(t, s)$ for some $s \in[t]$. We also refer to stages as times.

A randomized policy is a function $\mathcal{P}:\{(t, s): t \in[n], s \in[t]\} \rightarrow \Delta_{\mathbf{A}}$ where $\Delta_{\mathbf{A}}=$ $\{(q, 1-q): q \in[0,1]\}$ is the probability simplex over $\mathbf{A}=\{$ offer, pass $\}$ and $\mathcal{P}\left(s_{t}\right)=$ $\left(q_{t}, 1-q_{t}\right)$ means that $\mathcal{P}$ selects the offer action with probability $q_{t}$ and otherwise selects pass.

We could also define policies that remember previously visited states and at state $\left(t, s_{t}\right)$ make decisions based on the history, $\left(1, s_{1}\right), \ldots,\left(t, s_{t}\right)$. However, MDP theory guarantees that it suffices to consider Markovian policies, which make decisions based only on $\left(t, s_{t}\right)$; see [146].

We say that a policy $\mathcal{P}$ collects a candidate with rank $k$ if the policy extends an offer to a candidate that has rank $k$ and the candidate accepts the offer. Thus our objective is to find a policy that solves

$$
\begin{aligned}
\gamma_{n}^{*} & =\max _{\mathcal{P}} \min _{k \in[n]} \frac{\mathbf{P}(\mathcal{P} \text { collects a candidate with rank } \leq k)}{1-(1-p)^{k}} \\
& =\max _{\mathcal{P}} \min _{k \in[n]} \mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate } \mid \text { a top } k \text { candidate accepts }) .
\end{aligned}
$$

The following result is an alternative characterization of $\gamma_{n}^{*}$ based on utility functions. We use this result to relate SP-UA to the i.i.d. prophet inequality problem; the proof appears in Appendix 4.A.1. Consider a nonzero utility function $U:[n] \rightarrow \mathbf{R}_{+}$with $U_{1} \geq U_{2} \geq$ $\cdots \geq U_{n} \geq 0$, and any rank0based algorithm ALG for the SP-UA, i.e., ALG only makes decisions based on the relative ranking of the values observed. In the value setting, if AlG collects a candidate with overall rank $i$, it obtains value $U_{i}$. We denote by $U$ (Alg) the value collected by such an algorithm.

Proposition 4.5. Let Alg be a $\gamma$-robust algorithm for $\boldsymbol{S P} \boldsymbol{- U A}$. For any $U:[n] \rightarrow \mathbf{R}_{+}$ we have $\mathbf{E}[U(\mathrm{AlG})] \geq \gamma \mathbf{E}[U(\mathrm{OPT})]$ where Opt is the maximum value obtained from candidates that accept. Moreover,

$$
\gamma_{n}^{*}=\max _{\mathrm{ALG}} \min \left\{\frac{\mathbf{E}[U(\mathrm{ALG})]}{\mathbf{E}[U(\mathrm{OPT})]}: U:[n] \rightarrow \mathbf{R}_{+}, U \neq 0, U_{1} \geq U_{2} \geq \cdots \geq U_{n} \geq 0\right\} .
$$

### 4.4 The LP Formulation

In this section, we present the proofs of Theorems 4.1 and 4.2. Our framework is based on MDP and can be used to derive similar LPs in the literature, e.g. [34, 38, 50]. As a byproduct, we also show that $\gamma_{n}^{*}$ is a nonincreasing sequence in $n$ (Lemma 4.7). For ease of explanation, we first present the framework for the classical secretary problem, then we sketch the approach for our model. Technical details are deferred to the appendix.

### 4.4.1 Warm-up: MDP to LP in the Classical Secretary Problem

We next show how to derive an LP for the classical secretary problem [34] using an MDP framework. In this model, the goal is to maximize the probability of choosing the top candidate, and there is no offer uncertainty.

Theorem 4.6 ([34]). The maximum probability of choosing the top-ranked candidate in the
classical secretary problem is given by

$$
\max \left\{\sum_{t=1}^{n} \frac{t}{n} x_{t}: x_{t} \leq \frac{1}{t}\left(1-\sum_{\tau=1}^{t-1} x_{\tau}\right), \forall t \in[n], \mathbf{x} \geq 0\right\}
$$

We show this as follows:

1. First, we formulate the secretary problem as a Markov decision process, where we aim to find the highest ranked candidate. Let $v_{(t, s)}^{*}$ be the maximum probability of selecting the highest ranked candidate in $t+1, \ldots, n$ given that the current state is $(t, s)$. We define $v_{(n+1, s)}^{*}=0$ for any $s$. The value $v^{*}$ is called the value function and it can be computed via the optimality equations [146]

$$
\begin{equation*}
v_{(t, s)}^{*}=\max \left\{\mathbf{P}\left(R_{t}=1 \mid r_{t}=s\right), \frac{1}{t+1} \sum_{\sigma=1}^{t} v_{(t+1, \sigma)}^{*}\right\} \tag{4.2}
\end{equation*}
$$

The first term in the max operator corresponds to the expected value when the offer action is chosen in state $(t, s)$. The second corresponds to the expected value in stage $t+1$ when we decide to pass in $(t, s)$. Note that $\mathbf{P}\left(R_{t}=1 \mid r_{t}=s\right)=t / n$ if $s=1$ and $\mathbf{P}\left(R_{t}=1 \mid r_{t}=s\right)=0$ otherwise. The optimality equations (4.2) can be solved via backwards recursion, and $v_{(1,1)}^{*} \approx 1 / e($ for large $n)$. An optimal policy can be obtained from the optimality equations by choosing at each state an action that attains the maximum, breaking ties arbitrarily.
2. Using a standard argument [127], it follows that $v^{*}=\left(v_{(t, s)}^{*}\right)_{t, s}$ is an optimal solution of the linear program $(D)$ in Figure 4.2.
3. Taking the dual of $(D)$, we obtain $(P)$ in Figure 4.2. Variables $x_{t, s}$ are associated with constraints (4.3), $y_{t, s}$ with constraints (4.4). Take any solution ( $\mathbf{x}, \mathbf{y}$ ) of the problem $(P)$ and note that the objective does not depend on $\mathbf{y}$. Incrementing $\mathbf{y}$ to tighten all constraints does not alter the feasibility of the solution and the objective does not change;
(D) $\min _{v>0} v_{(1,1)}$
s.t.

$$
\begin{align*}
& v_{(t, s)} \geq \mathbf{P}\left(R_{t}=1 \mid r_{t}=s\right) \quad \forall t \leq n, \forall s \\
& v_{(t, s)} \geq \frac{1}{1+t} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)} \quad \forall t, s \tag{4.3}
\end{align*}
$$

(P) $\max _{x, y \geq 0} \sum_{t=1}^{n} \frac{t}{n} x_{t, 1}$
s.t.

$$
\begin{align*}
x_{1,1}+y_{1,1} & \leq 1  \tag{4.5}\\
x_{t, s}+y_{t, s} & \leq \frac{1}{t} \sum_{\sigma=1}^{t-1} y_{t-1, \sigma} \quad \forall t, s \tag{4.6}
\end{align*}
$$

Figure 4.2: Linear program that finds value function $v^{*}$ and its dual.
thus we can assume that all constraints are tight in $(P)$. Here, $x_{t, s}$ is the probability that a policy (determined by $\mathbf{x}, \mathbf{y}$ ) reaches the state $(t, s)$ and makes an offer, while $y_{t, s}$ is the probability that the same policy reaches state $(t, s)$ but decides to pass.
4. Finally, projecting the feasible region of $(P)$ onto the variables $\left(x_{t, 1}\right)_{t \in[n]}$, e.g. via Fourier-Motzkin elimination (see [154] for a definition), gives us Theorem 4.6. We skip this for brevity.

The same framework can be applied to obtain the linear program for the secretary problem with rehire [34] and the formulation for the $(J, K)$-secretary problem [34, 38]. It can also be used to derive an alternative proof of the result by [161].

### 4.4.2 Framework for the SP-UA

Next, we sketch the proof of Theorem 4.1 and use it to derive Theorem 4.2. Technical details are deferred to the appendix.

In the classical secretary problem, the objective is to maximize the probability of choosing the top candidate, which we can write in the recursion of the value function $v^{*}$. For our model, the objective $\gamma_{\mathcal{P}}$ corresponds to a multi-objective criteria, and it is not clear a priori how to write the objective as a reward. We present a two-step approach: (1) First, we follow the previous subsection's argument to uncover the polyhedron of policies; (2) second, we show that our objective function can be written in terms of variables in this polyhedron,
and we maximize this objective in the polyhedron.

## The Polyhedron of Policies via a Generic Utility Function

When we obtained the dual LP $(P)$ (Figure 4.2), anything related to the objective of the MDP is moved to the objective value of the LP, while anything related to the actions of the MDP remained in constraints (4.5)-(4.6). This suggests using a generic utility function to uncover the space of policies. Consider any vector $U:[n] \rightarrow \mathbf{R}_{+}$, and suppose that our objective is to maximize the utility collected, where choosing a candidate of rank $i$ means obtaining $U_{i} \geq 0$ value. Let $v_{(t, s)}^{*}$ be the maximum value collected in times $t, t+1, \ldots, n$ given that the current state is $(t, s)$, where $v_{(n+1, s)}^{*}=0$. Then, the optimality equations yield

$$
\begin{equation*}
v_{(t, s)}^{*}=\max \left\{p U_{t}(s)+(1-p) \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)}^{*}, \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)}^{*}\right\} \tag{4.7}
\end{equation*}
$$

where $U_{t}(s)=\sum_{i=1}^{n} U_{i} \mathbf{P}\left(R_{t}=i \mid r_{t}=s\right)$. The term in the left side of the max operator is the expected value obtained by an offer action, while the term in the right corresponds to the expected value of the pass action. Using an approach similar to the one used in steps 2 and 3 from the previous subsection, we can deduce that

$$
\text { POL }=\left\{(\mathbf{x}, \mathbf{y}) \geq 0: x_{1,1}+y_{1,1}=1, x_{t, s}+y_{t, s}=\frac{1}{t} \sum_{\sigma=1}^{t-1}\left(y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right), \forall t>1, s \in[t]\right\}
$$

contains all policies (Theorem 4.1). A formal proof is presented in the appendix.

## The Linear Program

Next, we consider Theorem 4.2. Given a policy $\mathcal{P}$, we define $x_{t, s}$ to be the probability of reaching state $(t, s)$ and making an offer to the candidate, and $y_{t, s}$ to be the probability of
reaching $(t, s)$ and passing. Then $(\mathbf{x}, \mathbf{y})$ belongs to PoL. Moreover,

$$
\begin{equation*}
\mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate })=p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right) . \tag{4.8}
\end{equation*}
$$

Conversely, any point $(\mathbf{x}, \mathbf{y}) \in$ PoL defines a policy $\mathcal{P}$ : At state $(t, s)$, it extends an offer to the $t$-th candidate with probability $x_{1,1}$ if $t=1$, or probability $t x_{t, s} /\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right)$ if $t>1$. Also, $\mathcal{P}$ satisfies (4.8). Thus,

$$
\begin{align*}
\gamma_{n}^{*} & =\max _{\mathcal{P}} \min _{k \in[n]} \frac{\mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate })}{1-(1-p)^{k}} \\
& =\max _{(x, y) \in \operatorname{PoL}} \min _{k \in[n]} \frac{p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)}{1-(1-p)^{k}} \\
& =\max \left\{\gamma:(\mathbf{x}, \mathbf{y}) \in \text { PoL }, \gamma \leq \frac{p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)}{1-(1-p)^{k}}, \forall k \in[n]\right\} . \tag{4.9}
\end{align*}
$$

Projecting the feasible region of (4.9) as in step 4 onto the $(\mathrm{x}, \gamma)$-variables gives us Theorem 4.2. The details appear in Appendix 4.A.2.

Our MDP framework also allows us to show the following monotonicity result.

Lemma 4.7. For a fixed $p \in(0,1]$, we have $\gamma_{n}^{*} \geq \gamma_{n+1}^{*}$ for any $n \geq 1$.

We sketch the proof of this result here and defer the details to Appendix 4.A.3. The dual of the LP (4.9) can be reformulated as

$$
\begin{array}{cc}
\begin{array}{c}
\min _{\substack{ \\
u:[n] \rightarrow \mathbf{R}_{+} \\
\sum_{i} u_{i} \geq 1}} \quad v_{(1,1)} \\
\text { s.t. }
\end{array} v_{(t, s)} \geq \max \left\{U_{t}(s)+\frac{1-p}{t+1} \sum_{\sigma=1}^{t=1} v_{(t+1, \sigma)} \frac{1}{t+1} \sum_{\sigma=1}^{t=1} v_{(t+1, \sigma)}\right\} & \forall t \in[n], s \in[t] \\
& v_{(n+1, s)}=0
\end{array}
$$

where $U_{t}(s)=p \sum_{j=1}^{n}\left(\sum_{k \geq j} u_{k} /\left(1-(1-p)^{k}\right)\right) \mathbf{P}\left(R_{t}=j \mid r_{t}=s\right)$. The variables
$u_{1}, \ldots, u_{n}$ correspond to the constraints involving $\gamma$ in the LP (4.9). Note that (DLP) is the minimum value that an MDP can attain when the utility functions are given by $U_{i}=p \sum_{k \geq i} u_{k} /\left(1-(1-p)^{k}\right)$. Taking any weighting $u:[n] \rightarrow \mathbf{R}_{+}$with $\sum_{i} u_{i} \geq 1$, we extend it to $\widehat{u}:[n+1] \rightarrow \mathbf{R}_{+}$by setting $\widehat{u}_{n+1}=0$. We define accordingly $\widehat{U}_{i}=$ $p \sum_{k \geq i} \widehat{u}_{k} /\left(1-(1-p)^{k}\right)$, and note that $U_{i}=\widehat{U}_{i}$ for $i \leq n$ and $\widehat{U}_{n+1}=0$. Using a coupling argument, from any policy for utilities $\widehat{U}$ with $n+1$ candidates, we can construct a policy for utilities $U$, with $n$ candidates, where both policies collect the same utility. Thus, the utility collected by the optimal policy for $U$ upper bounds the utility collected by an optimal policy for $\widehat{U}$. The conclusion follows since $\gamma_{n+1}^{*}$ is a lower bound for the latter value.

Since $\gamma_{n}^{*} \in[0,1]$ and $\left(\gamma_{n}^{*}\right)_{n}$ is a monotone sequence in $n, \lim _{n \rightarrow \infty} \gamma_{n}^{*}$ must exist. In the next section we show that the limit corresponds to the value of a continuous LP.

### 4.5 The Continuous LP

In this section we introduce the continuous linear program $(C L P)$, and we show that its value $\gamma_{\infty}^{*}$ corresponds to the limit of $\gamma_{n}^{*}$ when $n$ tends to infinity. We also state Proposition 4.9 , which allows us to construct feasible solutions of ( $C L P$ ) using any set of times $0<t_{1} \leq t_{2} \leq \cdots \leq 1$. In the remainder of the section, finite model refers to the SP-UA with $n<\infty$ candidates, while the infinite model refers to SP-UA when $n \rightarrow \infty$.

We assume $p \in(0,1]$ fixed. The continuous LP $(C L P)$ is an infinite linear program with variables given by a function $\alpha:[0,1] \times \mathbf{N} \rightarrow[0,1]$ and a scalar $\gamma \geq 0$. Intuitively, if in the finite model we interpret $x_{t, s}$ as weights and the sums of $x_{t, s}$ over $t$ as Riemann sums, then the limit of the finite model, the infinite model, should have a robust ratio computed by the continuous LP $(C L P)$ :
$\sup _{\alpha:[0,1] \times \mathbf{N} \rightarrow[0,1]}^{\gamma \geq 0}<$
s.t.

$$
t \alpha(t, s) \leq 1-p \int_{0}^{t} \sum_{\sigma \geq 1} \alpha(\tau, \sigma) \mathrm{d} \tau \quad \forall t \in[0,1], s \geq 1
$$

$(C L P)_{p}$

$$
\begin{equation*}
\gamma \leq \frac{p \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t}{\left(1-(1-p)^{k}\right)} \quad \forall k \geq 1 \tag{4.10}
\end{equation*}
$$

We denote by $\gamma_{\infty}^{*}=\gamma_{\infty}^{*}(p)$ the objective value of $(C L P)_{p}$. The following result formalizes the fact that the value of the continuous $\mathrm{LP}(C L P)_{p}$ is in fact the robust ratio of the infinite model. The proof is similar to other continuous approximations [38]; a small caveat in the proof is the restriction of the finite LP to the top $(\log n) / p$ candidates, as they carry most of the weight in the objective function. The proof is deferred to Appendix 4.A.4.

Lemma 4.8. Let $\gamma_{n}^{*}$ be the optimal robust ratio for $n$ candidates and let $\gamma_{\infty}^{*}$ be the value of the continuous $L P(C L P)_{p}$. Then $\left|\gamma_{n}^{*}-\gamma_{\infty}^{*}\right| \leq \mathcal{O}\left((\log n)^{2} /(p \sqrt{n})\right)$.

The following proposition gives a recipe to find feasible solutions for $(C L P)_{p}$. We use it to construct lower bounds in the following sections.

Proposition 4.9. Consider $0 \leq t_{1} \leq t_{2} \leq \cdots \leq 1$ and consider the function $\alpha:[0,1] \times$ $\mathbf{N} \rightarrow[0,1]$ defined such that for $t \in\left[t_{i}, t_{i+1}\right)$

$$
\alpha(t, s)= \begin{cases}T_{i} / t^{i \cdot p+1} & s \leq i \\ 0 & s>i\end{cases}
$$

where $T_{i}=\left(t_{1} \cdots t_{i}\right)^{p}$. Then $\alpha$ satisfies Constraint (4.10).

Proof. We verify that inequality (4.10) holds. We define $t_{0}=0$ and $T_{0}=0$. For $t \in$ $\left[t_{i}, t_{i+1}\right)$ we have

$$
\begin{aligned}
1-p \int_{0}^{t} \sum_{\sigma \geq 1} \alpha(\tau, \sigma) \mathrm{d} \tau & =1-p\left(\sum_{j=0}^{j-1} \int_{t_{j}}^{t_{j+1}} j \frac{T_{j}}{\tau^{j p+1}} \mathrm{~d} \tau\right)-p \int_{t_{i}}^{t} i \frac{T_{i}}{\tau^{j p+1}} \mathrm{~d} \tau \\
& =1-p \sum_{j=0}^{i-1} j \cdot T_{j} \cdot \frac{1}{-p j}\left(t_{j+1}^{-j p}-t_{j}^{-j p}\right)-p i \cdot T_{i} \cdot \frac{1}{-i p}\left(t^{-i p}-t_{i}^{i p}\right) \\
& =1+\sum_{j=0}^{i-1} T_{j}\left(t_{j+1}^{-j p}-t_{j}^{-j p}\right)+T_{i}\left(t^{-i p}-t_{i}^{i p}\right) \\
& =1+\left(\sum_{j=0}^{i-1} T_{j+1} t_{j+1}^{-(j+1) p}-T_{j} t_{j}^{-j p}\right)+T_{i}\left(t^{-i p}-t_{i}^{-i p}\right) \\
& \quad\left(\text { Since } T_{j+1} t_{j+1}^{-j p}=T_{j+1} t_{j+1}^{-(j+1) p}\right) \\
& =1+T_{i} t_{i}^{-i p}-T_{0} t_{0}^{-p}+T_{i}\left(t^{-i p}-t_{i}^{-i p}\right) \\
& =T_{i} t^{-i p} \geq t \alpha(t, s)
\end{aligned}
$$

for any $s \geq 1$. This concludes the proof.

We use this result to show lower bounds for $\gamma_{\infty}^{*}$. For instance, if $1 / k \geq p>1 /(k+1)$ for some integer $k$, and we set $t_{1}=1 / e$ and $t_{2}=t_{3}=\cdots=1$, we can show that $\gamma_{\infty}^{*}(p)$ is at least $1 / e$. Thus, in combination with Lemma 4.7, we have that $\gamma_{n}^{*}(p) \geq 1 / e$ for any $n$ and $p>0$; we skip this analysis for brevity. In Section 4.7, we use Proposition 4.9 to show exact solutions of $\gamma_{\infty}^{*}$ for large $p$.

### 4.6 Upper Bounds for the Continuous LP

We now consider upper bounds for $(C L P)$ and prove Theorem 4.3, which states that $\gamma_{\infty}^{*}(p) \leq \min \left\{p^{p /(1-p)}, 1 / \beta\right\}$, for any $p \in(0,1]$, where $1 / \beta \approx 0.745$ and $\beta$ is the unique solution of $\int_{0}^{1}(y(1-\log y)+\beta-1)^{-1} \mathrm{~d} y=1$ [107].

We show that $\gamma_{\infty}^{*}$ is bounded by each term in the minimum operator. For the first bound,
we have

$$
\begin{aligned}
\gamma_{n}^{*} & =\max _{\mathcal{P}} \min _{k \in[n]} \frac{\mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate })}{1-(1-p)^{k}} \\
& \leq \max _{\mathcal{P}} \frac{\mathbf{P}(\mathcal{P} \text { collects the top candidate })}{p}
\end{aligned}
$$

The probability of collecting the highest candidate in SP-UA is shown by [161] to be $p^{1 /(1-p)}+o(1)$, where $o(1) \rightarrow 0$ as $n \rightarrow \infty$. Thus, by Lemma 4.7, we have

$$
\gamma_{\infty}^{*}(p) \leq \gamma_{n}^{*}(p) \leq p^{p /(1-p)}+o(1) / p .
$$

Taking the limit $n \rightarrow \infty$, we conclude $\gamma_{\infty}^{*}(p) \leq p^{p /(1-p)}$.

For the second bound, we use the following technical result; its proof is deferred to Appendix 4.A.5, but we give a short explanation here. A $\gamma$-robust algorithm $\mathcal{A}$ for the SP-UA, in expectation, has $p n$ candidates to choose from and $(1-p) n$ candidates from which the algorithm can learn about candidate quality. We give an algorithm $\mathcal{A}^{\prime}$ that solves the i.i.d. prophet inequality for any $m \approx p n$ i.i.d. random variables $X_{1}, \ldots, X_{m}$, for $m$ large. The algorithm $\mathcal{A}^{\prime}$ runs a utility version of $\mathcal{A}$ in $n$ values sampled from the distribution $X_{1}$ (see the discussion before Proposition 4.5), guaranteeing at least a factor $\gamma$ of the maximum of $m \approx p n$ of these samples, which is the value of the prophet. $\mathcal{A}^{\prime}$ is the capped utility version of $\mathcal{A}$, where no more than $m \approx p n$ offers can be made. Using concentration bounds, we show that the loss of these restrictions is minimal. [105] uses a similar argument, with the difference that their sampling is a fixed fraction of the input and is done in advance, while in our case the sampling is online and might deviate from the expectation, implying the need for concentration bounds.

Lemma 4.10. Fix $p \in(0,1)$ and consider any algorithm $\mathcal{A}$ that is $\gamma$-robust for the $\boldsymbol{S P} \boldsymbol{P} \boldsymbol{U A}$ for any $n$. Then there is an algorithm $\mathcal{A}^{\prime}$ for the i.i.d. prophet inequality problem that for
any $\varepsilon, \delta>0$ satisfying

$$
(1+\varepsilon) p<1, \quad n \geq \frac{2}{p \varepsilon^{2}} \log \left(\frac{2}{\delta}\right), \quad m=\lfloor(1+\varepsilon) p n\rfloor,
$$

ensures

$$
\mathbf{E}\left[\operatorname{Val}\left(\mathcal{A}^{\prime}\right)\right]+\delta \geq \gamma(1-4 \varepsilon-\delta) \mathbf{E}\left[\max _{i \leq m} X_{i}\right]
$$

for any $X_{1}, \ldots, X_{m}$ sequence of i.i.d. random variables with support in $[0,1]$, where $\operatorname{Val}\left(\mathcal{A}^{\prime}\right)$ is the profit obtained by $\mathcal{A}^{\prime}$ from the sequence of values $X_{1}, \ldots, X_{m}$ in the prophet problem.

A combination of results by [98] and [107] shows that for any $m$ and for $\varepsilon^{\prime}>0$ small enough, there is an i.i.d. instance $X_{1}, \ldots, X_{m}$ with support in $[0,1]$ such that

$$
\mathbf{E}\left[\max _{i \leq m} X_{i}\right] \geq\left(a_{m}-\varepsilon^{\prime}\right) \sup \left\{\mathbf{E}\left[X_{\tau}\right]: \tau \in T_{m}\right\}
$$

where $T_{m}$ is the class of stopping times for $X_{1}, \ldots, X_{m}$, and $a_{m} \rightarrow \beta$. Thus, using Lemma 4.10, for any $\gamma$ such that a $\gamma$-robust algorithm $\mathcal{A}$ exists for the SP-UA, we must have

$$
\gamma(1-4 \varepsilon-\delta) \leq \frac{1}{a_{m}-\varepsilon^{\prime}}+\frac{\delta}{\mathbf{E}\left[\max _{i \leq m} X_{i}\right]}
$$

for $m=\lfloor(1+\varepsilon) p n\rfloor$; here we set $\delta=2 e^{-p n^{2} / 2}$. A slight reformulation of [98]'s result allows us to set $\varepsilon^{\prime}=1 / m^{3}$ and $\mathbf{E}\left[\max _{i \leq m} X_{i}\right] \geq 1 / m^{3}$ (see the discussion at the end of Appendix 4.A.5). Thus, as $n \rightarrow \infty$ we have $m \rightarrow \infty$ and so $\delta / \mathbf{E}\left[\max _{i \leq m} X_{i}\right] \rightarrow 0$. In the limit we obtain $\gamma(1-4 \varepsilon) \leq 1 / \beta$ for any $\varepsilon>0$ such that $(1+\varepsilon) p<1$. From here, the upper bound $\gamma \leq 1 / \beta$ follows.

An algorithm that solves $(L P)_{n, p}$ and implements the policy given by the solution is $\gamma_{\infty}^{*}$ robust (Theorem 4.2 and the fact that $\gamma_{n}^{*} \geq \gamma_{\infty}^{*}$ ) for any $n$. Thus, by the previous analysis and Lemma 4.7, we obtain $\gamma_{\infty}^{*} \leq 1 / \beta$.

### 4.7 Lower Bounds for the Continuous LP

In this section we consider lower bounds for $(C L P)$ and prove Theorem 4.4. We first give optimal solutions for large values of $p$. For $p \geq p^{*} \approx 0.594$, the optimal value of $(C L P)_{p}$ is $\gamma_{\infty}^{*}(p)=p^{p /(1-p)}$. We then show that for $p \leq p^{*}, \gamma_{\infty}^{*}(p) \geq\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} \approx 0.466$.

### 4.7.1 Exact Solution for Large $p$

We now show that for $p \geq p^{*}, \gamma_{\infty}^{*}(p)=p^{p /(1-p)}$, where $p^{*} \approx 0.594$ is the solution of $(1-p)^{2}=p^{(2-p) /(1-p)}$. Thanks to the upper bound $\gamma_{\infty}^{*}(p) \leq p^{p /(1-p)}$ for any $p \in(0,1]$, it is enough to exhibit feasible solutions $(\alpha, \gamma)$ of the continuous $\mathrm{LP}(C L P)_{p}$ with $\gamma \geq p^{p /(1-p)}$.

Let $t_{1}=p^{1 /(1-p)}$, $t_{2}=t_{3}=\cdots=1$, and consider the function $\alpha$ defined by $t_{1}, t_{2}, \ldots$ in Proposition 4.9. That is, for $t \in\left[0, p^{1 /(1-p)}\right), \alpha(t, s)=0$ for any $s \geq 1$ and for $t \in$ $\left[p^{1 /(1-p)}, 1\right]$ we have

$$
\alpha(t, s)= \begin{cases}p^{p /(1-p)} / t^{1+p} & s=1 \\ 0 & s>1\end{cases}
$$

Let $\gamma \doteq \inf _{k \geq 1} p\left(1-(1-p)^{k}\right)^{-1} \int_{p^{1 /(1-p)}}^{1} \frac{p^{p /(1-p)}}{t^{1+p}} \sum_{\ell=1}^{k} t(1-t)^{\ell-1} \mathrm{~d} t$. Then $(\alpha, \gamma)$ is feasible for the continuous LP $(C L P)_{p}$, and we aim to show that $\gamma \geq p^{p /(1-p)}$ when $p \geq p^{*}$. The result follows by the following lemma.

Lemma 4.11. For any $p \geq p^{*}$ and any $\ell \geq 0, \int_{p^{1 /(1-p)}}^{1}(1-t)^{\ell} t^{-p} \mathrm{~d} t \geq(1-p)^{\ell}$.

We defer the proof of this lemma to Appendix 4.A.6. Now, we have

$$
\begin{aligned}
\gamma & =\inf _{k \geq 1} \frac{p}{1-(1-p)^{k}} \int_{p^{1 / 1-p}}^{1} \frac{p^{p /(1-p)}}{t^{1+p}} \sum_{\ell=1}^{k} t(1-t)^{\ell-1} \mathrm{~d} t \\
& =p^{p /(1-p)} \inf _{k \geq 1} \frac{\sum_{\ell=1}^{k} \int_{p^{1 /(1-p)}}^{1} t^{-p}(1-t)^{\ell-1} \mathrm{~d} t}{\sum_{\ell=1}^{k}(1-p)^{\ell-1}} \\
& \geq p^{p /(1-p)} \inf _{k \geq 1} \inf _{\ell \in[k]} \int_{0}^{1} \frac{1}{t^{p}} \frac{(1-t)^{\ell-1}}{(1-p)^{\ell-1}} \mathrm{~d} t \geq p^{p /(1-p)}
\end{aligned}
$$

where we use the known inequality $\sum_{\ell=1}^{m} a_{\ell} / \sum_{\ell=1}^{m} b_{\ell} \geq \min _{\ell \in[m]} a_{\ell} / b_{\ell}$ for $a_{\ell}, b_{\ell}>0$, for any $\ell$, and the lemma. This shows that $\gamma_{\infty}^{*} \geq p^{p /(1-p)}$ for $p \geq p^{*}$.

Remark 0. Our analysis is tight. For $k=2$, constraint

$$
\frac{p}{1-(1-p)^{2}} \int_{p^{1 /(1-p)}}^{1} \frac{p^{p /(1-p)}}{t^{1+p}} \sum_{\ell=1}^{k} t(1-t)^{\ell-1} \mathrm{~d} t \geq p^{p /(1-p)}
$$

holds if and only if $p \geq p^{*}$.

### 4.7.2 Lower Bound for Small $p$

We now argue that for $p \leq p^{*}, \gamma_{\infty}^{*}(p) \geq\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)}$. Let $\varepsilon \in[0,1)$ satisfy $p=(1-$ $\varepsilon) p^{*}$. For the argument, we take the solution $\alpha^{*}$ for $(C L P)_{p^{*}}$ that we obtained in the last subsection and we construct a feasible solution for $(C L P)_{p}$ with objective value at least $\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)}$. For simplicity, we denote $\tau^{*}=\left(p^{*}\right)^{1 /\left(1-p^{*}\right)}$.

From the previous subsection, we know that the optimal solution $\alpha^{*}$ of $(C L P)_{p^{*}}$ has the following form. For $t \in\left[0, \tau^{*}\right), \alpha^{*}(t, s)=0$ for any $s$, while for $t \in\left[\tau^{*}, 1\right]$ we have

$$
\alpha^{*}(t, s)= \begin{cases}\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} / t^{p^{*}+1} & s=1 \\ 0 & s>1\end{cases}
$$

For $(C L P)_{p}$, we construct a solution $\alpha$ as follows. Let $\alpha(t, s)=\varepsilon^{s-1} \alpha^{*}(t, 1)$ for any $t \in[0,1]$ and $s \geq 1$; for example, $\alpha(t, 1)=\alpha^{*}(t, 1)$. If we interpret $\alpha^{*}$ as a policy, it only makes offers to the highest candidate observed. By contrast, in $(C L P)_{p}$ the policy implied by $\alpha$ makes offers to more candidates (after time $\tau^{*}$ ), with a probability geometrically decreasing according to the relative ranking of the candidate.

Claim 4.12. The solution $\alpha$ satisfies constraints (4.10),

$$
t \alpha(t, s) \leq 1-p \int_{0}^{t} \sum_{\sigma \geq 1} \alpha(\tau, \sigma) \mathrm{d} \tau
$$

for any $t \in[0,1], s \geq 1$.

Proof. Indeed,

$$
\begin{aligned}
& 1-p \int_{0}^{t} \sum_{\sigma \geq 1} \alpha(\tau, \sigma) \mathrm{d} \tau=1-p^{*}(1-\varepsilon) \int_{0}^{t} \sum_{\sigma \geq 1} \varepsilon^{\sigma-1} \alpha^{*}(\tau, 1) \mathrm{d} \tau \\
&=1-p^{*} \int_{0}^{t} \alpha^{*}(\tau, 1) \mathrm{d} \tau \quad\left(\text { Since } \sum_{\sigma \geq 1} \varepsilon^{\sigma-1}=1 /(1-\varepsilon)\right) \\
&=1-p^{*} \int_{0}^{t} \sum_{\sigma \geq 1} \alpha^{*}(\tau, \sigma) \mathrm{d} \tau \\
& \geq t \alpha^{*}(t, 1) . \quad\left(\text { Since } \alpha^{*}(\tau, \sigma)=0 \text { for } \sigma>1\right) \\
&\left.\quad \text { (By feasibility of } \alpha^{*}\right)
\end{aligned}
$$

Since $\alpha(t, s)=\varepsilon^{s-1} \alpha^{*}(t, 1) \leq \alpha^{*}(t, 1)$, we conclude that $\alpha$ satisfies (4.10) for any $t$ and $s$.

We now define $\gamma=\inf _{k \geq 1} p\left(1-(1-p)^{k}\right)^{-1} \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t$. Using the claim, we know that $(\alpha, \gamma)$ is feasible for $(C L P)_{p}$, and need to verify that $\gamma \geq\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)}$. Similar to the analysis in the previous section, the result follows by the following claim.

Claim 4.13. For any $\ell \geq 0, \int_{\tau^{*}}^{1}(1-(1-\varepsilon) t)^{\ell} t^{-p^{*}} \mathrm{~d} t \geq(1-p)^{\ell}$.

Before proving the claim, we establish the bound:

$$
\gamma=\inf _{k \geq 1} \frac{1}{\sum_{\ell=1}^{k}(1-p)^{\ell-1}} \int_{0}^{1} \sum_{s=1}^{k} \varepsilon^{s-1} \alpha^{*}(s, 1) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t
$$

(Using definition of $\alpha$ )
$=\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} \inf _{k \geq 1} \frac{1}{\sum_{\ell=1}^{k}(1-p)^{\ell-1}} \int_{\tau^{*}}^{1} \frac{1}{t^{p^{*}+1}} \sum_{\ell=1}^{k} \sum_{s=1}^{\ell} \varepsilon^{s-1}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t$
(Using the definition of $\alpha^{*}$ and changing order of summmation)
$=\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} \inf _{k \geq 1} \frac{1}{\sum_{\ell=1}^{k}(1-p)^{\ell-1}} \int_{\tau^{*}}^{1} \frac{1}{t^{p^{*}+1}} \sum_{\ell=1}^{k}(1-(1-\varepsilon) t)^{\ell-1} \mathrm{~d} t$
(Using the binomial expansion)
$=\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)} \inf _{k \geq 1} \frac{\sum_{\ell=1}^{k} \int_{\tau^{*}}^{1} t^{-p^{*}-1}(1-(1-\varepsilon) t)^{\ell-1} \mathrm{~d} t}{\sum_{\ell=1}^{k}(1-p)^{\ell-1}} \geq\left(p^{*}\right)^{p^{*} /\left(1-p^{*}\right)}$

We again used the inequality $\sum_{\ell=1}^{m} a_{\ell} / \sum_{\ell=1}^{m} b_{\ell} \geq \min _{\ell \in[m]} a_{\ell} / b_{\ell}$ for $a_{\ell}, b_{\ell}>0$, for any $\ell$, and the claim.

Proof of Claim 4.13. We have $1-(1-\varepsilon) t=(1-\varepsilon)(1-t)+\varepsilon$. Therefore,

$$
\int_{\tau^{*}}^{1} \frac{1}{t^{p^{*}}}(1-(1-\varepsilon) t)^{\ell} \mathrm{d} t=\int_{\tau^{*}}^{1} \frac{1}{t^{p^{*}}} \sum_{j=0}^{\ell}\binom{\ell}{j}(1-\varepsilon)^{\ell-j}(1-t)^{\ell-j} \varepsilon^{\ell-j} \mathrm{~d} t
$$

(Binomial expansion)

$$
\begin{aligned}
& =\sum_{j=0}^{\ell}\binom{\ell}{j}(1-\varepsilon)^{\ell-j} \varepsilon^{j} \int_{\tau^{*}}^{1} \frac{1}{t^{p^{*}}}(1-t)^{\ell-j} \mathrm{~d} t \\
& \geq \sum_{j=0}^{\ell}\binom{\ell}{j}(1-\varepsilon)^{\ell-j} \varepsilon^{j}\left(1-p^{*}\right)^{\ell-j} \mathrm{~d} t
\end{aligned}
$$

(Using Lemma 4.11 for $p^{*}$ )
$=\left(\varepsilon+(1-\varepsilon)\left(1-p^{*}\right)\right)^{\ell} \quad$ (Using binomial expansion)

$$
=\left(1-(1-\varepsilon) p^{*}\right)^{\ell}=(1-p)^{\ell},
$$

where we used $p=(1-\varepsilon) p^{*}$. From this inequality the claim follows.

### 4.8 Computational Experiments

In this section we aim to empirically test our policy; to do so, we focus on utility models. Recall from Proposition 4.5 that a $\gamma$-robust policy ensures at least $\gamma$ fraction of the optimal offline utility, for any utility functions that is related to the ranking, i.e., $U_{j}<U_{i}$ if and only if $i \prec j$. This is advantageous for practical scenarios, where a candidate’s "value" may be unknown to the decision maker.

We evaluate the performance of two groups of solutions. The first group includes policies that are computed without the knowledge of any utility function:

- Robust policy (Rob-Pol $(n, p)$ ), corresponds to the optimal policy obtained by solving $(L P)_{n, p}$.
- Tamaki's policy ( $\mathbf{T a m a - P o l}(n, p))$, that maximizes the probability of selecting success-
fully the best candidate willing to accept an offer. To be precise, [164] studies two models of availability: MODEL 1, where the availability of the candidate is known after an offer has been made; and MODEL 2, where the availability of the candidate is known upon the candidate's arrival. MODEL 2 has higher values and it is computationally less expensive to compute; we use this policy. Note that in SP-UA, the expected value obtained by learning the availability of the candidate after making an offer is the same value obtained in the model that learns the availability right upon arrival. Therefore, MODEL 2 is a better model to compare our solutions than MODEL 1.

In the other group, we have policies that are computed with knowledge of the utility function.

- The expected optimal offline value $(\mathbf{E}[U(\operatorname{Opt}(U, n, p))])$, which knows the outcome of the offers and the utility function. It can be computed via $\sum_{i=1}^{n} U_{i} p(1-p)^{i-1}$. For simplicity, we write Opt when the parameters are clear from the context.
- The optimal rank-based policy if the utility function is known in advance, $(\mathbf{U t i l}-\mathbf{P o l}(U, n, p))$, computed by solving the optimality equation

$$
v_{(t, s)}=\max \left\{U_{t}(s)+\frac{1-p}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)}, \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)},\right\}
$$

with boundary condition $v_{(n+1, \sigma)}=0$ for any $\sigma$. We write $\mathbf{U t i l - P o l}(n, p)$ when $U$ is clear from the context. We use a rank-based policy as opposed to a value-based policy for computational efficiency.

Note that $\mathbf{E}[U($ Rob-Pol $)], \mathbf{E}[U($ Tama-Pol $)] \leq \mathbf{E}[U($ (Util-Pol $)] \leq \mathbf{E}[U($ Opt $)]$ and by Proposition 4.5, $E[U(\mathbf{R o b}-\mathbf{P o l})] \geq \gamma_{n}^{*} \mathbf{E}[U(\mathcal{A})]$ for any $\mathcal{A}$ of the aforementioned policies.

We consider the following decreasing utility functions:

- Top $k$ candidates are valuable (top- $k$ ). For $k \in[n]$, we consider utility functions of the form $U_{i}=1+\varepsilon^{i}$ for $i \in[k]$ and $U_{i}=\varepsilon^{i}$ for $i>k$ with $\varepsilon=1 / n$. Intuitively, we aim to capture the notion of an elite set of candidates, where candidates outside the top $k$ are not nearly as appealing to the decision maker. For instance, renowned brands like to target certain members of a population for their ads. We test $k=1,2,3,4$.
- Power law population. $U_{i}=i^{-1 /(1+\delta)}$ for $i \geq 1$ and small $\delta>0$. Empirical studies have shown that the distribution of individual performances in many areas follows a power law or Pareto distribution [43]. If we select a random person from $[n]$, the probability that this individual has a performance score of at least $t$ is proportional to $t^{-(1+\delta)}$. We test $\delta \in\left\{10^{-2}, 10^{-1}, 2 \cdot 10^{-1}\right\}$.

We run experiments for $n=200$ candidates and range the probability of acceptance $p$ from $p=10^{-2}$ to $p=9 \cdot 10^{-1}$.

### 4.8.1 Results for Top- $k$ Utility Function

In this subsection, we present the results for utility function that has largest values in the top $k$ candidates, where $k=1,2,3,4$. In Figure 4.3, we plot the ratio between the value collected by $\mathcal{A}$ and $\mathbf{E}[U(\mathrm{OPT})]$, for $\mathcal{A}$ being Util-Pol, Rob-Pol and Tama-Pol.

Naturally, of all sequential policies, Util-Pol attains the largest approximation factor of $\mathbf{E}[U(\mathrm{Opt})]$. We observe empirically that Rob-Pol collects larger values than Tama-Pol for smaller values of $k$. Interestingly, we observe in the four experiments that the approximation factor for Rob-Pol is always better than Tama-Pol for small values of $p$. In other words, robustness helps online selection problems when the probability of acceptance is relatively low. In general, for this utility function, we observe in the experiments that Rob-Pol collects at least $50 \%$ of the optimal offline value, except for the case $k=1$. As $n$ increases (not shown in the figures), we observe that the approximation factors of all three policies decrease; this is consistent with the fact that $\gamma_{n}^{*}$, the optimal robust ratio, is


Figure 4.3: Approximation factors for the top $k$ utility function, for $k=1,2,3,4$.
decreasing in $n$.

### 4.8.2 Results for Power Law Utility Function

In this subsection, we present the result of our experiments for the power law utility function $U_{i}=i^{-(1+\delta)}$ for $\delta=10^{-2}, 10^{-1}$ and $2 \cdot 10^{-1}$. In Figure 4.4, we display the approximation factors of the three sequential policies.

Again, we note that Util-Pol collects the largest fraction of all sequential policies. We also observe a similar behavior as in the case of the top- $k$ utility function. For small values of $p$, Rob-Pol empirically collects more value than Tama-Pol. As $p$ increases, the largest valued candidate is more willing to accept an offer; hence, [164]'s policy is able to capture that candidate.

In general, our experiments suggests that Rob-Pol is better than Tama-Pol for smaller values of $p$. This may be of interest in applications where the probability of acceptance


Figure 4.4: Approximation factor for the power law utility function. The function has the form $U_{i}=i^{-(1+\delta)}$. Experiments are run for $\delta \in\left\{10^{-2}, 10^{-1}, 2 \cdot 10^{-1}\right\}$.
is small, say $20 \%$ or less. For instance, some sources state that click-through rates (the fraction of time that an ad is clicked on) are typically less than $1 \%$ [71]. Therefore, ad display policies based on Rob-Pol may be more appropriate than other alternatives.

### 4.9 Concluding Remarks

We have studied the SP-UA, which models an online selection problem where candidates can reject an offer. We introduced the robust ratio as a metric that tries to simultaneously maximize the probability of successfully selecting one of the best $k$ candidates given that at least one of these will accept an offer, for all values of $k$. This objective captures the worst-case scenario for an online policy against an offline adversary that knows in advance which candidates will accept an offer. We also demonstrated a connection between this robust ratio and online selection with utility functions. We presented a framework based on MDP theory to derive a linear program that computes the optimal robust ratio and its
optimal policy. This framework can be generalized and used in other secretary problems (Section 4.4.1), for instance, by augmenting the state space. Furthermore, using the MDP framework, we were able to show that the robust ratio $\gamma_{n}^{*}$ is a decreasing function in $n$. This enabled us to make connections between early works in secretary problems and recent advances. To study our LP, we allow the number of candidates to go to infinity and obtain a continuous LP. We provide bounds for this continuous LP, and optimal solutions for large p.

We empirically observe that the robust ratio $\gamma_{n}^{*}(p)$ is convex and decreasing as a function of $p$, and thus we expect the same behavior from $\gamma_{\infty}(p)$, though this remains to be proved (see Figure 4.1). Based on numerical values obtained by solving $(L P)_{n, p}$, we conjecture that $\lim _{p \rightarrow 0} \gamma_{\infty}^{*}(p)=1 / \beta \approx 0.745$. This limit is also observed in a similar model [50], where a fraction of the input is given in advance to the decision maker as a sample. In our model, if we interpret the rejection from a candidate as a sample, then in the limit both models might behave similarly. Numerical comparisons between our policies and benchmarks suggest that our proposed policies perform especially well in situations where the probability of acceptance is small, say less than $20 \%$, as in the case of online advertisement.

A natural extension is the value-based model, where candidates reveal numerical values instead of partial rankings. Our algorithms are rank-based and guarantee an expected value at least a fraction $\gamma_{n}^{*}(p)$ of the optimal offline expected value (Proposition 4.5). Nonetheless, algorithms based on numerical values may attain higher expected values than the ones guaranteed by our algorithm. In fact, a threshold algorithm based on sampling may perhaps be enough to guarantee better values, although this this requires an instance-dependent approach. The policies we consider are instance-agnostic, can be computed once and used for any input sequence of values. In this value-based model, we would like to consider other arrivals processes. A popular arrival model is the adversarial arrival, where an adversary constructs values and the arrival order in response to the DM's algorithm. Unfortunately,
a construction similar to the one in [128] for the online knapsack problem shows that it is impossible to attain a finite competitive ratio in an adversarial regime.

Customers belonging to different demographic groups may have different willingness to click on ads [39]. In this work, we considered a uniform probability of acceptance, and our techniques do not apply directly in the case of different probabilities. In ad display, one way to cope with different probabilities depending on customers' demographic group is the following. Upon observing a customer, a random variable (independent of the ranking of the candidate) signals the group of the customer. The probability of acceptance of a candidate depends on the candidate's group. Assuming independence between the rankings and the demographic group allows us to learn nothing about the global quality of the candidates beyond what we can learn from the partial rank. Using the framework presented in this work, with an augmented state space (time, partial rank, group type), we can write an LP that solves this problem exactly. Nevertheless, understanding the robust ratio in this new setting and providing a closed-form policy are still open questions.

Another interesting extension is the case of multiple selections. In practice, platforms can display the same ad to more than one user, and some job posts require more than one person for a position. In this setting, the robust ratio is less informative. If $k$ is the number of possible selections, one possible objective is to maximize the number of top $k$ candidates selected. We can apply the framework from this work to obtain an optimal LP. Although there is an optimal solution, no simple closed-form strategies have been found even for $p=1$; see e.g. [34]).

## 4.A Appendix

## 4.A. 1 Missing Proofs From Section 4.3

Proof of Proposition 4.5. Let Alg be a $\gamma$-robust algorithm. Fix any algorithm AlG and any $U_{1} \geq \cdots \geq U_{n} \geq 0$. Let $\varepsilon>0$ and let $\widehat{U}_{i}=U_{i}+\varepsilon^{i}$. Thus $\widehat{U}_{i}>\widehat{U}_{i+1}$ and so rank and
utility are in one-to-one correspondence. Then

$$
\frac{\mathbf{E}[\widehat{U}(\mathrm{ALG})]}{\mathbf{E}[\widehat{U}(\mathrm{OPT})]} \geq \min _{x \in\left\{\widehat{U}_{1}, \ldots, \widehat{U}_{n}\right\}} \frac{\mathbf{P}(\widehat{U}(\mathrm{ALG}) \geq x)}{\mathbf{P}(\widehat{U}(\mathrm{OPT}) \geq x)}=\min _{k \leq n} \frac{\mathbf{P}(\text { ALG collects a top } k \text { candidate })}{\mathbf{P}(\text { A top } k \text { candidate accepts })} \geq \gamma
$$

where we used the fact that AlG is $\gamma$-robust. Notice that $\mathbf{E}[U(O P T)] \leq \mathbf{E}[\widehat{U}(O P T)]$, and also $\mathbf{E}[\widehat{U}(\mathrm{ALG})] \leq \mathbf{E}[U(\mathrm{ALG})]+\varepsilon$. Thus doing $\varepsilon \rightarrow 0$ we obtain

$$
\begin{equation*}
\frac{\mathbf{E}[U(\mathrm{ALG})]}{\mathbf{E}[U(\mathrm{OPT})]} \geq \gamma \tag{4.12}
\end{equation*}
$$

for any nonzero vector $U$ with $U_{1} \geq U_{2} \geq \cdots \geq U_{n} \geq 0$. This finishes the first part. For the second part, let

$$
\bar{\gamma}_{n}=\min _{\mathrm{ALG}} \max \left\{\frac{\mathbf{E}[U(\mathrm{ALG})]}{\mathbf{E}[U(\mathrm{OPT})]}: U:[n] \rightarrow \mathbf{R}_{+}, U_{1} \geq \cdots \geq U_{n}\right\}
$$

Note that the RHS of Inequality (4.12) is independent of $U$, thus minimizing in $U$ in the LHS and then maximizing in ALG on both sides we obtain $\bar{\gamma}_{n} \geq \gamma_{n}^{*}$.

To show the reverse inequality, fix $k \in[n]$ and let $\widehat{U}:[n] \rightarrow \mathbf{R}_{+}$given by $\widehat{U}_{i}=1$ for $i \leq k$ and $\widehat{U}_{i}=0$ for $i>k$. Then,

$$
\frac{\mathbf{P}(\text { ALG collects a top } k \text { candidate })}{\mathbf{P}(\text { A top } k \text { candidate accepts })}=\frac{\mathbf{E}[\widehat{U}(\text { ALG })]}{\mathbf{E}[\widehat{U}(\mathrm{OPT})]} \geq \min _{\substack{U:[n] \rightarrow \mathbf{R}_{+} \\ U_{1} \geq \cdots \geq U_{n}}} \frac{\mathbf{E}[U(\mathrm{ALG})]}{\mathbf{E}[U(\mathrm{OPT})]}
$$

This bound holds for any $k$, thus minimizing over $k$ and then maximizing over ALG on both sides, we obtain $\gamma_{n}^{*} \geq \bar{\gamma}_{n}$, which finishes the second part.

## 4.A. 2 Missing Proofs From Section 4.4

Here we present a detailed derivation of Theorem 4.1 and Theorem 4.2 by revisiting Section 4.4.

As stated in Section 4.4, we are going to proceed in two stages: (1) First, using a generic utility function, we uncover the space of policies Pol. (2) Second, we show that our objective is a concave linear function of the variables of the space of policies that allows us to optimize it over Pol.

## Stage 1: The Space of Policies

Let $U:[n] \rightarrow \mathbf{R}_{+}$be an arbitrary utility function and suppose that a DM makes decisions based on partial rankings and her goal is to maximize the utility obtained, where she gets $U_{i}$ if she is able to collect a candidate of ranking $i$. Let $v_{(t, s)}^{*}$ be the optimal value obtained by a DM in $\{t, t+1, \ldots, n\}$ if she is currently observing the $t$-th candidate and this candidate has partial ranking $r_{t}=s$, i.e., the current state of the system is $s_{t}=(t, s)$. The function $v_{(t, s)}^{*}$ is called the value function. We define $v_{(n+1, \sigma)}^{*}$ for any $\sigma \in[n+1]$. Then, by optimality equations [146], we must have

$$
\begin{equation*}
v_{(t, s)}^{*}=\max \left\{p U_{t}(s)+(1-p) \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)}^{*}, \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)}^{*}\right\} \tag{4.13}
\end{equation*}
$$

where the first part in the max operator corresponds to the expected value obtained by selecting the current candidate, while the second part in the operator corresponds to the expected value collected by passing to the next candidate. Here $U_{t}(s)=\sum_{i=1}^{n} U_{i} \mathbf{P}\left(R_{t}=\right.$ $\left.i \mid r_{t}=s\right)$ is the expected value collected by the DM given that the current candidate has partial ranking $r_{t}=s$ and accepts the offer. Although an optimal policy for this arbitrary utility function can be computed via the optimality equations, we are more interested in all the possible policies that can be obtained via these formulations. For this, we are going to use linear programming. This has been used in MDP theory [146, 14] to study the space of policies.

The following proposition shows that the solution of the optimality equations (4.13) solves the LP $(D)$ in Figure 4.5 . We denote by $v_{(D)}$ the value of the LP $(D)$.
(D) $\min _{v \geq 0} v_{(1,1)}$
s.t.

$$
\begin{align*}
v_{(t, s)} & \geq p U_{t}(s)+\frac{1-p}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)} \\
\forall t & \in[n], s \in[t]  \tag{4.14}\\
v_{(t, s)} & \geq \frac{1}{t+1} \sum_{\sigma=1}^{t+1} v_{(t+1, \sigma)} \\
\forall t & \in[n], s \in[t] \tag{4.15}
\end{align*}
$$

$(P) \max _{\mathbf{x}, \mathbf{y} \geq 0} \sum_{t=1}^{n} \sum_{s=1}^{t} U_{t}(s) x_{t, s}$
s.t.

$$
\begin{align*}
x_{1,1}+y_{1,1} & \leq 1  \tag{4.16}\\
x_{t, s}+y_{t, s} & \leq \frac{1}{t}\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right) \\
\forall t & \in[n], s \in[t] \tag{4.17}
\end{align*}
$$

Figure 4.5: Linear program that finds value function $v^{*}$ for SP-UA and its dual.

Proposition 4.14. Let $v^{*}=\left(v_{(t, s)}^{*}\right)_{t, s}$ be a solution of (4.13), then $v^{*}$ is an optimal solution of the problem of $(D)$ in Figure 4.5.

Proof. Since $v^{*}$ satisfies the optimality equation (4.13) then it clearly satisfies constraints (4.14) and (4.15). Thus, $v^{*}$ is feasible and so $v_{(1,1)}^{*} \geq v_{(D)}$.

To show the optimality of $v^{*}$, we show that any solution $\bar{v}$ of the LP is an upper bound for the value function: $v^{*} \leq \bar{v}$. To show this, we proceed by backward induction in $t=$ $n+1, n, \ldots, 1$ and we prove that $v_{(t, s)}^{*} \leq \bar{v}_{(t, s)}$ for any $s \in[t]$.

We start with the case $t=n+1$. In this case $v_{(n+1, s)}^{*}=0$ for any $s$ and since $\bar{v}(n+1, s) \geq 0$ for any $s$, then the result follows.

Suppose the result is true for $t=\tau+1, \ldots, n+1$ and let us show it for $t=\tau$. Using Constraints (4.14)-(4.15) we must have

$$
\begin{aligned}
\bar{v}_{(\tau, s)} & \geq \max \left\{p U_{\tau}(s)+(1-p) \frac{1}{\tau+1} \sum_{\sigma=1}^{\tau+1} \bar{v}_{(\tau+1, \sigma)}, \frac{1}{\tau+1} \sum_{\sigma=1}^{\tau+1} \bar{v}_{(\tau+1, \sigma)}\right\} \\
& \geq \max \left\{p U_{\tau}(s)+(1-p) \frac{1}{\tau+1} \sum_{\sigma=1}^{\tau+1} v_{(\tau+1, \sigma)}^{*}, \frac{1}{\tau+1} \sum_{\sigma=1}^{\tau+1} v_{(\tau+1, \sigma)}^{*}\right\}
\end{aligned}
$$

(backward induction)

$$
=v_{(\tau, s)}^{*}
$$

where the last line follows by the optimality equations (4.13). Thus, $v_{(D)}=\bar{v}_{(1,1)} \geq$ $v_{(1,1)}^{*}$.

The dual of the LP (D) is depicted in Figure 4.5 and named (P). The crucial fact to notice here is that the feasible region of $(\mathrm{P})$ is oblivious of the utility function (or rewards) given initially to the MDP. This suggest that the region

POL $=\left\{(\mathbf{x}, \mathbf{y}) \geq 0: x_{1,1}+y_{1,1}=1, x_{t, s}+y_{t, s}=\frac{1}{t} \sum_{\sigma=1}^{t-1}\left(y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right), \forall t \in[n], s \in[t]\right\}$
codifies all possible policies. The following two propositions formalize this.

Proposition 4.15. For any policy $\mathcal{P}$ for the $\boldsymbol{S P} \boldsymbol{-} \boldsymbol{U A}$, consider

$$
x_{t, s}=\mathbf{P}(\mathcal{P} \text { reaches state }(t, s), \text { selects candidate })
$$

and

$$
y_{t, s}=\mathbf{P}(\mathcal{P} \text { reaches state }(t, s), \text { does not select candidate }) .
$$

Then $(\mathbf{x}, \mathbf{y})$ belongs to PoL.

Proof. Consider the event $D_{t}=\{t$-th candidate turns down offer $\}$. Then $p=\mathbf{P}\left(D_{t}\right)$. Consider also the events

$$
O_{t}=\{\mathcal{P} \text { reaches } t \text {-th candidate and extends an offer }\}
$$

and

$$
\bar{O}_{t}=\{\mathcal{P} \text { reaches } t \text {-th candidate and does not extend offer }\} .
$$

Then $O_{t}$ and $\bar{O}_{t}$ are disjoint events and $O_{t} \cup \bar{O}_{t}$ equals the event of $\mathcal{P}$ reaching stage $t$. Thus

$$
\begin{equation*}
\mathbf{1}_{O_{t} \cap\left\{S_{t}=(t, s)\right\}}+\mathbf{1}_{\bar{O}_{t} \cap\left\{S_{t}=(t, s)\right\}}=\mathbf{1}_{\left\{\mathcal{P} \text { reaches state } S_{t}=(t, s)\right\}} . \tag{4.18}
\end{equation*}
$$

Note that $x_{t, s}=\mathbf{P}\left(O_{t} \cap\left\{S_{t}=(t, s)\right\}\right)$ and $y_{t, s}=\mathbf{P}\left(\bar{O}_{t} \cap\left\{S_{t}=(t, s)\right\}\right)$. For $t=1$, then $S_{1}=(1,1)$ and $\left\{\mathcal{P}\right.$ reaches state $\left.S_{1}=(1,1)\right\}$ occurs with probability 1 . Thus

$$
x_{1,1}+y_{1,1}=1 .
$$

For $t>1$, by the dynamics of the system, the only way that $\mathcal{P}$ reaches state $t$ is by reaching stage $t-1$ and not extending an offer to the $t-1$ candidate or extending an offer but this was turned down. Thus,

$$
\begin{align*}
& \mathbf{1}_{\left\{\mathcal{P} \text { reaches state } S_{t}=(t, s)\right\}}^{t-1} \\
& =\sum_{\sigma=1}^{t-1} \mathbf{1}_{\bar{O}_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap\left\{S_{t}=(t, s)\right\}}+\mathbf{1}_{O_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap \bar{D}_{t-1} \cap\left\{S_{t}=(t, s)\right\}} \tag{4.19}
\end{align*}
$$

Note that

$$
\begin{aligned}
& \mathbf{P}\left(\bar{O}_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap\left\{S_{t}=(t, s)\right\}\right) \\
& =\mathbf{P}\left(\bar{O}_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \mid S_{t}=(t, s)\right) \mathbf{P}\left(S_{t}=(t, s)\right) \\
& =\mathbf{P}\left(\bar{O}_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\}\right) \frac{1}{t} \\
& =\frac{1}{t} y_{t-1, \sigma}
\end{aligned}
$$

Note that we use that $\mathcal{P}$ 's action at stage $t-1$ only depends on $S_{t-1}$ and not what is observed
in the future. Likewise we obtain

$$
\begin{aligned}
& \mathbf{P}\left(O_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap \bar{D}_{t-1} \cap\left\{S_{t}=(t, s)\right\}\right) \\
& =\mathbf{P}\left(\bar{D}_{t-1}\right) \mathbf{P}\left(O_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap\left\{S_{t}=(t, s)\right\}\right) \\
& =(1-p) \mathbf{P}\left(O_{t-1} \cap\left\{S_{t-1}=(t-1, \sigma)\right\} \cap\left\{S_{t}=(t, s)\right\}\right) \\
& =\frac{1-p}{t} x_{t-1, \sigma} .
\end{aligned}
$$

Using the equality between (4.18) and (4.19) and taking expectation, we obtain

$$
x_{t, s}+y_{t, s}=\sum_{\sigma=1}^{t-1} \frac{1}{t} y_{t-1, \sigma}+\frac{1-p}{t} x_{t-1, \sigma}
$$

which shows that $(\mathbf{x}, \mathbf{y}) \in$ PoL.

Conversely

Proposition 4.16. Let $(\mathrm{x}, \mathrm{y})$ be a point in Pol. Consider the (randomized) policy $\mathcal{P}$ that in state $(t, s)$ makes an offer to the candidate $t$ with probability $x_{1,1}$ if $t=1$ and

$$
\frac{t x_{t, s}}{\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}}
$$

ift $>1$. Then $\mathcal{P}$ is a policy for $\boldsymbol{S P} \boldsymbol{-} \boldsymbol{U A}$ such that $x_{t, s}=\mathbf{P}(\mathcal{P}$ reaches state $(t, s)$, selects candidate $)$ and $y_{t, s}=\mathbf{P}(\mathcal{P}$ reaches state $(t, s)$, does not select candidate $)$ for any $t \in[n]$ and $s \in[t]$.

Proof. We use the same events $O_{t}, \bar{O}_{t}$ and $D_{t}$ as defined in the previous proof. Thus, we need to show that $x_{t, s}=\mathbf{P}\left(O_{t} \cap\left\{S_{t}=(t, s)\right\}\right)$ and $y_{t, s}=\mathbf{P}\left(\bar{O}_{t} \cap\left\{S_{t}=(t, s)\right\}\right)$ are the right marginal probabilities. For this, its is enough to show that

$$
\mathbf{P}\left(O_{t} \mid S_{t}=(t, s)\right)=t x_{t, s} \quad \text { and } \quad \mathbf{P}\left(\bar{O}_{t} \mid S_{t}=(t, s)\right)=t y_{t, s}
$$

for any $t \in[n]$ and for any $s \in[t]$. We prove this by induction in $t \in[n]$. For $t=1$, the result is true by definition of the acceptance probability and the fact that $x_{1,1}+y_{1,1}=1$. Let us assume the result is true for $t-1$ and let us show it for $t$. First we have

$$
\begin{aligned}
\mathbf{P}\left(O_{t} \mid S_{t}=(t, s)\right) & =\mathbf{P}\left(\text { Reach } t, \mathcal{P}\left(S_{t}\right)=\text { offer } \mid S_{t}=(t, s)\right) \\
& =\mathbf{P}\left(\text { Reach } t \mid S_{t}=(t, s)\right) \mathbf{P}\left(\mathcal{P}\left(S_{t}\right)=\mathbf{o f f e r} \mid S_{t}=(t, s)\right) \\
& =\mathbf{P}\left(\text { Reach } t \mid S_{t}=(t, s)\right) \cdot \frac{t x_{t, s}}{\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, s}\right)}
\end{aligned}
$$

Now, we have

$$
\begin{aligned}
& \mathbf{P}\left(\text { Reach } t \mid S_{t}=(t, s)\right) \\
& =\mathbf{P}\left(\left(O_{t-1} \cap \bar{D}_{t-1}\right) \cup \bar{O}_{t-1} \mid S_{t}=(t, s)\right) \\
& =(1-p) \sum_{\sigma=1}^{t-1} \mathbf{P}\left(O_{t-1} \mid S_{t-1}=(t-1, \sigma), S_{t}=(t, s)\right) \mathbf{P}\left(S_{t-1}=(t-1, \sigma) \mid S_{t}=(t, s)\right) \\
& \quad+\sum_{\sigma=1}^{t-1} \mathbf{P}\left(\bar{O}_{t-1} \mid S_{t-1}=(t-1, \sigma), S_{t}=(t, s)\right) \mathbf{P}\left(S_{t-1}=(t-1, \sigma) \mid S_{t}=(t, s)\right) \\
& =(1-p) \sum_{\sigma=1}^{t-1} \mathbf{P}\left(O_{t-1} \mid S_{t-1}=(t-1, \sigma)\right) \frac{1}{t-1} \\
& \quad+\sum_{\sigma=1}^{t-1} \mathbf{P}\left(\bar{O}_{t-1} \mid S_{t-1}=(t-1, \sigma)\right) \frac{1}{t-1} \\
& \left.=(1-p) \sum_{\sigma=1}^{t-1} x_{t-1, \sigma}+y_{t-1, \sigma} \quad \quad \text { only makes decisions at stage } t-1 \text { based on } S_{t-1}\right) \\
& \quad
\end{aligned}
$$

Note that we used

$$
\begin{aligned}
\mathbf{P}\left(S_{t-1}=(t-1, \sigma) \mid S_{t}=(t, s)\right) & =\frac{\mathbf{P}\left(S_{t}=(t, s) \mid S_{t-1}=(t-1, \sigma)\right) \mathbf{P}\left(S_{t-1}=(t-1, \sigma)\right)}{\mathbf{P}\left(S_{t}=(t, s)\right)} \\
& =\frac{1}{t-1}
\end{aligned}
$$

Thus, the induction holds for $\mathbf{P}\left(O_{t} \mid S_{t}=(t, s)\right)=t x_{t, s}$. Similarly, for

$$
\begin{aligned}
\mathbf{P}\left(\bar{O}_{t} \mid S_{t}=(t, s)\right) & =\mathbf{P}\left(\text { Reach } t, \mathcal{P}\left(S_{t}\right)=\mathbf{p a s s} \mid S_{t}=(t, s)\right) \\
& =\mathbf{P}\left(\text { Reach } t \mid S_{t}=(t, s)\right) \mathbf{P}\left(\mathcal{P}\left(S_{t}\right)=\mathbf{p a s s} \mid S_{t}=(t, s)\right) \\
& =\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right)\left(1-\frac{t x_{t, s}}{\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, s}\right)}\right) \\
& =t y_{t, s}
\end{aligned}
$$

where we used the fact that $(\mathbf{x}, \mathbf{y}) \in$ PoL.

Stage 2: The robust objective

Proposition 4.17. Let $\mathcal{P}$ be any policy for $\boldsymbol{S P - U A}$ and let $(\mathbf{x}, \mathbf{y}) \in$ Pol be its corresponding vector as in Proposition 4.15. Then, for any $k \in[n]$,

$$
\mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate })=\sum_{t=1}^{n} \sum_{s=1}^{t} p x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right) .
$$

Proof. We use the same events as in the proof of Proposition 4.15. Then,

$$
\begin{aligned}
\mathbf{P}(\mathcal{P} \text { collects a top } k \text { candidate }) & =\sum_{t=1}^{n} \sum_{s=1}^{t} \mathbf{P}\left(O_{t} \cap D_{t} \cap\left\{S_{t}=(t, s)\right\} \cap\left\{R_{t} \leq k\right\}\right) \\
& =\sum_{t=1}^{n} \sum_{s=1}^{t} p x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid O_{t} \cap D_{t} \cap\left\{S_{t}=(t, s)\right\}\right) \\
& =\sum_{t=1}^{n} \sum_{s=1}^{t} p x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)
\end{aligned}
$$

Note that $R_{t}$ only depends on $S_{t}$ and $S_{t}=(t, s)$ is equivalent to $r_{t}=s$.

We are ready to prove of Theorem 4.2.

Theorem 4.18 (Theorem 4.2 restated). The largest robust ratio $\gamma_{n}^{*}$ corresponds to the op-
timal value of the $L P$

$$
\begin{array}{cc}
\max _{\mathbf{x} \geq 0} & \gamma \\
\text { s.t. } & \\
(L P)_{n, p} & \\
& x_{t, s} \leq \frac{1}{t}\left(1-p \sum_{\tau=1}^{t-1} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}\right) \quad \forall t \in[n], s \in[t] \\
& \gamma \leq \frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right) \quad \forall k \in[n],
\end{array}
$$

Moreover, given an optimal solution $\left(\mathrm{x}^{*}, \gamma_{n}^{*}\right)$ of $(L P)_{n, p}$, the (randomized) policy $\mathcal{P}^{*}$ that at state $(t, s)$ makes an offer with probability $t x_{t, s}^{*} /\left(1-p \sum_{\tau=1}^{t-1} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}^{*}\right)$ is $\gamma_{n}^{*}$-robust.

Proof. We have

$$
\begin{aligned}
\gamma_{n}^{*} & =\max _{\mathcal{P}} \min _{k \in[n]} \frac{\mathbf{P}(\mathcal{P} \text { collects a candidate with rank } \leq k)}{1-(1-p)^{k}} \\
& =\max _{(x, y) \in \mathrm{PoL}} \min _{k \in[n]} \frac{p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)}{1-(1-p)^{k}}
\end{aligned}
$$

(Propositions 4.15, 4.16 and 4.17)

Now note that the function $\gamma:(\mathbf{x}, \mathbf{y}) \mapsto \min _{k \in[n]} \frac{p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)}{1-(1-p)^{k}}$ is constant in $\mathbf{y}$. Thus any point $(\mathbf{x}, \mathbf{y})$ satisfying Constraints (4.16)-(4.17) has an equivalent point in $\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right) \in$ Pol with $\mathbf{x}^{\prime}=\mathbf{x}, \mathbf{y}^{\prime} \geq \mathbf{y}$ so all constraints tighten and the objective of $\gamma$ is the same for both points. Thus, $\gamma_{n}^{*}$ equals the optimal value of the LP $\left(P^{\prime}\right)$ :

s.t.

$$
\begin{array}{rlr}
x_{1,1}+y_{1,1} & \leq 1 \\
x_{t, s}+y_{t, s} & \leq \frac{1}{t}\left(\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}+(1-p) x_{t-1, \sigma}\right) \quad \forall t \in[n], s \in[t] \\
\gamma & \leq \frac{p \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \leq k \mid r_{t}=s\right)}{1-(1-p)^{k}} & \forall k \in[n]
\end{array}
$$

where we linearized the objective with the variable $\gamma$. By projecting the feasible region of $\left(P^{\prime}\right)$ onto the variables $(\mathbf{x}, \gamma)$ we obtain $(L P)_{n, p}$. This is a routine procedure that can be carried out using Fourier-Motzkin [154] but we skip it here for brevity.

For the second part, we can take an optimal solution $\left(\mathrm{x}^{*}, \gamma_{n}^{*}\right)$ and its corresponding point $\left(\mathbf{x}^{*}, \mathbf{y}^{*}\right) \in$ Pol. A routine calculation shows that $1-p \sum_{\tau<t} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}^{*}=\sum_{\sigma=1}^{t-1} y_{t-1, \sigma}^{*}+$ $(1-p) x_{t-1, \sigma}^{*}$. Thus by Proposition 4.16 we obtain the optimal policy.

## 4.A. 3 Missing Proofs From Section 4.4: $\gamma_{n}^{*}$ is Decreasing in $n$

Proof of Lemma 4.7. We know that $\gamma_{n}^{*}$ equals the value

$$
\begin{array}{lll}
\min _{\substack{u:[n] \rightarrow \mathbf{R}_{+} \\
\sum_{i} u_{i} \geq 1}} & v_{(1,1)} \\
\text { s.t. } &  \tag{DLP}\\
& v_{(t, s)}=\max \left\{p U_{t}(s)+\frac{1-p}{t+1} \sum_{\sigma=1}^{t=1} v_{(t+1, \sigma)}, \frac{1}{t+1} \sum_{\sigma=1}^{t=1} v_{(t+1, \sigma)}\right\} \quad \forall t \in[n], s \in[t] \\
& v_{(n+1, s)}=0 & \forall s \in[n+1]
\end{array}
$$

where $U_{t}(s)=\sum_{i=1}^{n} \frac{u_{k}}{1-(1-p)^{k}} \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right)=\sum_{j=1}^{n} \sum_{k \geq j}\left(\frac{u_{k}}{1-(1-p)^{k}}\right) \mathbf{P}\left(R_{t}=\right.$ $j \mid r_{t}=s$ ). Thus the utility collected by the policy if it collects a candidate with rank $i$ is $U_{i}=\sum_{k \geq i} \frac{u_{k}}{1-(1-p)^{k}}$. Let $u:[n] \rightarrow[0,1]$ such that $\sum_{i=1}^{n} u_{i}=1$ and extend $u$ to $\widehat{u}:[n+1] \rightarrow[0,1]$ by $\widehat{u}_{n+1}=0$ and define $\widehat{U}_{t}(s)$ accordingly. Consider the optimal policy
that solves the program

$$
\widehat{v}_{(t, s)}=\max \left\{p \widehat{U}_{t}(s)+\frac{1-p}{t+1} \sum_{\sigma=1}^{t+1} \widehat{v}_{(t+1 \sigma)}, \frac{1}{t+1} \sum_{\sigma=1}^{t+1} \widehat{v}_{(t+1, \sigma)}\right\}, \forall t \in[n+1], s \in[t]
$$

with the boundary condition $\widehat{v}_{(n+2, s)}=0$ for all $s \in[n+2]$. Call this policy $\widehat{\mathcal{P}}$. Note that when policy $\widehat{\mathcal{P}}$ collects a candidate with rank $i$, then it gets a utility of

$$
\widehat{U}_{i}=\sum_{k \geq i} \frac{\widehat{u}_{k}}{1-(1-p)^{k}}=\sum_{k \geq i} \frac{u_{k}}{1-(1-p)^{k}}=U_{i}
$$

for $i \leq n$ and $\widehat{U}_{n+1}=0$. By the choice of $\widehat{\mathcal{P}}$, the expected utility collected by $\mathcal{P}$ is $\operatorname{val}(\widehat{\mathcal{P}})=\widehat{v}_{(1,1)}$. We can obtain a policy $\mathcal{P}$ for $n$ elements out of $\widehat{\mathcal{P}}$ by simulating an entry of $n+1$ elements as follows. Policy $\mathcal{P}$ randomly selects a time $t^{*} \in[n+1]$ and its availability $b$ : we set $b=0$ (unavailable) with probability $1-p$ and $b=1$ (available) with probability $p$. Now, on a input of length $n$, the policy $\mathcal{P}$ will squeeze an item of rank $n+1$ in position $t^{*}$ and it will run the policy $\widehat{\mathcal{P}}$ in this input, simulating appropriately the new partial ranks. That is, before stage $t^{*}$ policy $\mathcal{P}$ behaves exactly as $\widehat{\mathcal{P}}$ in the original input of $\mathcal{P}$. When the policy leaves the stage $t^{*}-1$ to transition to stage $t^{*}$, then the policy $\mathcal{P}$ simulates the simulated candidate $t^{*}$ (with real rank $n+1$ ) that $\widehat{\mathcal{P}}$ would have received and does the following: ignores the candidate and moves to stage $t^{*}$ if the simulated candidate is unavailable $(b=0)$ or if $\widehat{\mathcal{P}}\left(\left(t^{*}, t^{*}\right)\right)=$ pass, while if $\widehat{\mathcal{P}}\left(\left(t^{*}, t^{*}\right)\right)=$ offer and the simulated candidate accepts $(b=1)$ then the policy $\mathcal{P}$ accepts any candidate from that point on.

Coupling the input of length $n+1$ for $\widehat{\mathcal{P}}$ and the input of length $n$ with the random stage $t^{*}$ for $\mathcal{P}$, we can see that the utilities collected by $\mathcal{P}$ and $\widehat{\mathcal{P}}$ coincide, i.e., $U(\mathcal{P})=\widehat{\widehat{\mathcal{P}}}=\widehat{v}_{(1,1)}$. Thus the optimal utility $v_{(1,1)}$ collected by a policy for $n$ candidates and utilities given by $U:[n] \rightarrow \mathbf{R}_{+}$, holds $v_{(1,1)} \geq \widehat{v}_{(1,1)}$. Since $\widehat{v}_{(1,1)} \geq \gamma_{n+1}^{*}$, by minimizing over $u$ we obtain $\gamma_{n}^{*} \geq \gamma_{n+1}^{*}$.

## 4.A. 4 Missing Proofs From Section 4.5

In this subsection we show that $\left|\gamma_{n}^{*}-\gamma_{\infty}^{*}\right| \leq \mathcal{O}\left((\log n)^{2} / \sqrt{n}\right)$ for fixed $p$ (Lemma 4.8). The proof is similar to other infinite approximation of finite models and we require some preliminary results before showing the result. First, we introduce two relaxations, one for $(L P)$ and one for $(C L P)$. We show that the relaxations have values close to their nonrelaxed versions. After these preliminaries have been introduced we present the proof of Lemma 4.8.

Consider the relaxation of $(L P)_{n, p}$ to the top $q$ candidate constraints:

$$
\begin{align*}
& \gamma_{n, q}^{*}=\max _{x \geq 0} \gamma \\
&(L P)_{n, p, q} \quad x_{t, s} \leq \frac{1}{t}\left(1-p \sum_{\tau<t} \sum_{s^{\prime}=1}^{\tau} x_{\tau, s^{\prime}}\right) \tag{4.20}
\end{align*} \forall t, s \quad 4 .
$$

Note that $\gamma_{n}^{*} \leq \gamma_{n, q}^{*}$ since $(L P)_{n, p, q}$ is a relaxation of $(L P)_{n, p}$. The following result gives a bound on $\gamma_{n}^{*}$ compared to $\gamma_{n, q}^{*}$.

Proposition 4.19. For any $q \in[n]$, $\gamma_{n}^{*} \geq\left(1-(1-p)^{q}\right) \gamma_{n, q}^{*}$.

Proof. Let $\left(\mathbf{x}, \gamma_{n, q}^{*}\right)$ be an optimal solution of $(L P)_{n, p, q}$. Let

$$
f_{k}=\frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right)
$$

Then $\gamma_{n, q}^{*}=\min _{k=1, \ldots, q} f_{i}$. It is enough to show that $f_{i} \geq\left(\frac{1-(1-p)^{q}}{1-(1-p)^{n}}\right) f_{q}$ for $i \geq q$ because $\gamma_{n}^{*} \geq \min _{i=1, \ldots, n} f_{i} \geq\left(\frac{1-(1-p)^{q}}{1-(1-p)^{n}}\right) \min _{i=1, \ldots, q} f_{i} \geq\left(1-(1-p)^{q}\right) \gamma_{n, q}^{*}$.

For any $j$ we have

$$
f_{j+1}=\frac{p}{1-(1-p)^{j+1}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \in[j+1] \mid r_{t}=s\right) \geq\left(\frac{1-(1-p)^{j}}{1-(1-p)^{j+1}}\right) f_{j} .
$$

Thus, iterating this for $j>q$ we get $f_{j} \geq\left(\frac{1-(1-p)^{q}}{1-(1-p)^{j}}\right) f_{q}$ and we obtain the desired result.

Likewise we consider the relaxation of $(C L P)_{p}$ to the top $q$ candidates:

$$
\begin{align*}
& \gamma_{\infty, q}^{*}=\underset{\substack{\alpha \in[0, \infty)^{[0,1] \times \mathbf{N}} \\
\gamma \geq 0}}{\max } \gamma \\
& (C L P)_{p, q} \quad \alpha(t, s) \leq \frac{1}{t}\left(1-p \int_{0}^{t} \sum_{\sigma \geq 1} \alpha(\tau, \sigma) \mathrm{d} \tau\right) \quad \forall t \in[0,1], s \geq 1  \tag{4.22}\\
& \quad \gamma \leq \frac{p}{\left(1-(1-p)^{k}\right)} \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t \quad \forall k \in[q]
\end{align*}
$$

We have $\gamma_{\infty, q}^{*} \geq \gamma_{\infty}^{*}$ and we have the approximate converse

Proposition 4.20. For any $q \geq 1, \gamma_{\infty}^{*} \geq\left(1-(1-p)^{q}\right) \gamma_{\infty, q}^{*}$.

Proof. Let $\left(\alpha, \gamma_{\infty, q}\right)$ be a feasible solution of $(C L P)_{p, q}$. Let

$$
f_{k}=\frac{p}{1-(1-p)^{k}} \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t
$$

Assume that $\gamma_{\infty, q} \leq \min _{k \leq q} f_{k}$. As in the previous proof, we aim to show that $f_{i} \geq$
$\left(1-(1-p)^{q}\right) f_{q}$ for $i \geq q$, since this will imply $\gamma_{\infty}^{*} \geq\left(1-(1-p)^{q}\right) \gamma_{\infty, q}$ for any $\left(\alpha, \gamma_{\infty, q}\right)$ feasible for $(C L P)_{p, q}$.

Now, for any $j$ we have

$$
\begin{aligned}
f_{j+1} & =\frac{p}{1-(1-p)^{j+1}} \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{j+1}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t \\
& \geq \frac{p}{1-(1-p)^{j+1}} \int_{0}^{1} \sum_{s \geq 1} \alpha(t, s) \sum_{\ell=s}^{j}\binom{\ell-1}{s-1} t^{s}(1-t)^{\ell-s} \mathrm{~d} t \\
& =\left(\frac{1-(1-p)^{j}}{1-(1-p)^{j+1}}\right) f_{j} .
\end{aligned}
$$

Iterating the inequality until reaching $q$ we deduce that for any $j \geq q$ we have $f_{j} \geq$ $\left(\frac{1-(1-p)^{q}}{1-(1-p)^{j}}\right) f_{q}$. From here the result follows.

Remark 0. If we set $q=(\log n) / p$, both results imply that $\gamma_{n}^{*} \geq(1-1 / n) \gamma_{n, q}^{*}$ and $\gamma_{\infty}^{*} \geq(1-1 / n) \gamma_{\infty, q^{*}}^{*}$. Thus we lose at most $1 / n$ by restricting the analysis to the top $q$ candidates.

Proposition 4.21. There is $n_{0}$ such that for $n \geq n_{0}$, for any $t$ such that $\sqrt{n} \log n \leq t \leq$ $n-\sqrt{n} \log n, \ell \leq \log (n) / p$ and $\ell \geq s$ it holds that for any $\tau \in[t / n,(t+1) / n]$ we have

$$
1-\frac{10}{p \sqrt{n}} \leq \frac{\binom{\ell-1}{s-1}\binom{n-\ell}{t-s} /\binom{n}{t}}{\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s}} \leq 1+\frac{10}{p \sqrt{n}}
$$

Proof. We only need to show that

$$
1-\frac{10}{p \sqrt{n}} \leq \frac{\binom{n-\ell}{t-s} /\binom{n}{t}}{\tau^{s}(1-\tau)^{\ell-s}} \leq 1+\frac{10}{p \sqrt{n}}
$$

We have

$$
\begin{aligned}
& \frac{\binom{n-\ell}{t-s}}{\binom{n}{t}} \\
& =\frac{t!}{(t-s)!} \frac{1}{n!} \frac{(n-\ell)!(n-t)!}{(n-t-(\ell-s))!} \\
& =\left(\frac{t \cdot(t-1) \cdots(t-s+1)}{n \cdot(n-1) \cdots(n-s+1)}\right)\left(\frac{(n-t)(n-t-1) \cdots(n-t-(\ell-s)+1)}{(n-s)(n-s-1) \cdots(n-s-(\ell-s)+1)}\right) \\
& =\underbrace{\left(\frac{t}{n}\right)^{s}\left(1-\frac{t}{n}\right)^{\ell-s}}_{A} \underbrace{\left(\frac{1 \cdot\left(1-\frac{1}{t}\right) \cdots\left(1-\frac{(s-1)}{t}\right)}{1 \cdot\left(1-\frac{1}{n}\right) \cdots\left(1-\frac{(s-1)}{n}\right)}\right)}_{B} \underbrace{\left(\frac{1 \cdot\left(1-\frac{1}{n-t}\right) \cdots\left(1-\frac{(\ell-s)-1}{n-t}\right)}{\left(1-\frac{s}{n}\right) \cdot\left(1-\frac{(s+1)}{n}\right) \cdots\left(1-\frac{(s+(\ell-s)-1)}{n}\right)}\right)}_{C}
\end{aligned}
$$

We bound terms $A, B$ and $C$ separately. Since $s \leq \ell$ and we are assuming that $\ell \leq$ $(\log n) / p$ and $t \geq \sqrt{n} \log n$ for $n$ large, then we will implicitly use that $s, \ell \leq \min \{t / 2, n / 2\}$.

## Claim 4.22. We have

$$
\left(1-\frac{4}{(p \sqrt{n})}\right) \tau^{s}(1-\tau)^{\ell-s} \leq A=\left(\frac{t}{n}\right)^{s}(1-t / n)^{\ell-s} \leq\left(1+\frac{4}{(p \sqrt{n})}\right) \tau^{s}(1-\tau)^{\ell-s} .
$$

Proof. For the upper bound we have

$$
\begin{aligned}
\left(\frac{t}{n}\right)^{s}\left(1-\frac{t}{n}\right)^{\ell-s} & \leq \tau^{s}\left(1-\tau+\frac{1}{n}\right)^{\ell-s} \quad(\tau \in[t / n,(t+1) / n]) \\
& =\tau^{s}(1-\tau)^{\ell-s}\left(1+\frac{1}{(1-\tau) n}\right)^{\ell-s} \\
& \leq \tau^{s}(1-\tau)^{\ell-s} e^{(\ell-s) /((1-\tau) n)} \\
& \leq \tau^{s}(1-\tau)^{\ell-s} e^{\ell /(n-t-1)} \\
& \leq \tau^{s}(1-\tau)^{\ell-s}\left(1+2 \frac{\ell}{n-t-1}\right)
\end{aligned}
$$

$$
\left(\text { Using } e^{x} \leq 1+2 x \text { for } x \in[0,1]\right)
$$

The upper bound now follows by using the information over $\ell$ and $t$ and that $(1+2 \ell /(n-t-1)) \leq$ $1+2(\log n) p^{-1}(\sqrt{n} \log n-1)^{-1} \leq 1+4 /(p \sqrt{n})$ for $n$ large.

For the lower bound we have

$$
\begin{aligned}
\left(\frac{t}{n}\right)^{s}\left(1-\frac{t}{n}\right)^{\ell-s} & \geq\left(\tau-\frac{1}{n}\right)^{s}(1-\tau)^{\ell-s} \\
& =\tau^{s}(1-\tau)^{\ell-s}\left(1-\frac{1}{\tau n}\right)^{s} \\
& \geq \tau^{s}(1-\tau)^{\ell-s} e^{-\frac{s}{\tau n-1}} \\
& \geq \tau^{s}(1-\tau)^{\ell-s}(1-s /(\tau n-1))
\end{aligned}
$$

Since $s /(\tau n-1) \leq \log (n) /(p(t-1)) \leq 2 /(p \sqrt{n})$ for $n$ large, the lower bound follows.

Claim 4.23. $1-2 s^{2} / t \leq B \leq 1+2 s^{2} / n$

Proof. For the upper bound we upper bound the denominator

$$
\begin{aligned}
\left(\frac{1 \cdot\left(1-\frac{1}{t}\right) \cdots\left(1-\frac{(s-1)}{t}\right)}{1 \cdot\left(1-\frac{1}{n}\right) \cdots\left(1-\frac{(s-1)}{n}\right)}\right) & \leq \frac{1}{1 \cdot\left(1-\frac{1}{n}\right) \cdots\left(1-\frac{(s-1)}{n}\right)} \\
& \leq e^{\sum_{k=1}^{s-1} k /(n-k)} \\
& \leq e^{s^{2} / n} \quad \text { (Function } x \mapsto x /(n-x) \text { is increasing) } \\
& \leq 1+2 \frac{s^{2}}{n}
\end{aligned}
$$

For the lower bound we lower bound the numerator:

$$
\begin{aligned}
\left(\frac{1 \cdot\left(1-\frac{1}{t}\right) \cdots\left(1-\frac{(s-1)}{t}\right)}{1 \cdot\left(1-\frac{1}{n}\right) \cdots\left(1-\frac{(s-1)}{n}\right)}\right) & \geq 1 \cdot\left(1-\frac{1}{t}\right) \cdots\left(1-\frac{(s-1)}{t}\right) \\
& \geq e^{-\sum_{k=1}^{s-1} k /(t-k)}
\end{aligned}
$$

$$
\left(\text { Using } 1-k / t=(1+k /(t-k))^{-1} \geq e^{-k /(t-k)}\right)
$$

$$
\geq 1-\frac{s^{2}}{t-s} \geq 1-2 \frac{s^{2}}{t}
$$

Claim 4.24. $1-2 \ell^{2} /(n-t) \leq C \leq 1+2 \ell^{2} / n$

Proof. Similar to the previous claim, we bound denominator for an upper bound and numerator for a lower bound.

$$
\begin{aligned}
\left(\frac{1 \cdot\left(1-\frac{1}{n-t}\right) \cdots\left(1-\frac{(\ell-s)-1}{n-t}\right)}{\left(1-\frac{s}{n}\right) \cdot\left(1-\frac{(s+1)}{n}\right) \cdots\left(1-\frac{(s+(\ell-s)-1)}{n}\right)}\right) & \leq \frac{1}{\left(1-\frac{s}{n}\right) \cdot\left(1-\frac{(s+1)}{n}\right) \cdots\left(1-\frac{(s+(\ell-s)-1)}{n}\right)} \\
& \leq e^{\sum_{k=0}^{\ell-s-1}(k+s) /(n-k)} \leq 1+2 \frac{\ell^{2}}{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\frac{1 \cdot\left(1-\frac{1}{n-t}\right) \cdots\left(1-\frac{(\ell-s)-1}{n-t}\right)}{\left(1-\frac{s}{n}\right) \cdot\left(1-\frac{(s+1)}{n}\right) \cdots\left(1-\frac{(s+(\ell-s)-1)}{n}\right)}\right) & \geq 1 \cdot\left(1-\frac{1}{n-t}\right) \cdots\left(1-\frac{(\ell-s)-1}{n-t}\right) \\
& \geq e^{-\sum_{k=0}^{\ell-s-1} k /(n-t-k)} \geq 1-2 \frac{\ell^{2}}{n-t} .
\end{aligned}
$$

We can now upper bound $A B C$ as

$$
\begin{aligned}
& A B C \leq \tau^{s}(1-\tau)^{\ell-s}\left(1+\frac{4}{p \sqrt{n}}\right)\left(1+2 \frac{s^{2}}{n}\right)\left(1+2 \frac{\ell^{2}}{n}\right) \\
& \leq \tau^{s}(1-\tau)^{\ell-s}\left(1+\frac{4}{p \sqrt{n}}\right)\left(1+2 \frac{(\log n)^{2}}{p^{2} n}\right)^{2} \\
&(\mathrm{Using} t \leq n-\sqrt{n} \log n \text { and } s \leq \ell \leq(\log n) / p) \\
& \leq \tau^{s}(1-\tau)^{\ell-s}\left(1+\frac{4}{p \sqrt{n}}\right)\left(1+6 \frac{(\log n)^{2}}{p^{2} n}\right) \\
& \quad\left(\mathrm{Using}(1+x)^{2} \leq 1+3 x \text { if } x \in[0,1]\right) \\
& \leq \tau^{s}(1-\tau)^{\ell-s}\left(1+\frac{10}{p \sqrt{n}}\right) .
\end{aligned}
$$

Recall that we are assuming $p$ constant and $n$ large, thus the dominating term is $1 / \sqrt{n}$. Similarly, we can lower bound $A B C$ as

$$
\begin{aligned}
A B C & \geq \tau^{s}(1-\tau)^{\ell-s}\left(1-\frac{4}{p \sqrt{n}}\right)\left(1-2 \frac{s^{2}}{t}\right)\left(1-2 \frac{\ell^{2}}{n-t}\right) \\
& \geq \tau^{s}(1-\tau)^{\ell-s}\left(1-\frac{4}{p \sqrt{n}}\right)\left(1-2 \frac{(\log n)^{2}}{p^{2} t}\right)\left(1-2 \frac{(\log n)^{2}}{p^{2}(n-t)}\right) \\
& \geq \tau^{s}(1-\tau)^{\ell-s}\left(1-\frac{4}{p \sqrt{n}}\right)\left(1-2 \frac{(\log n)}{p^{2} \sqrt{n}}\right)^{2} \geq \tau^{s}(1-\tau)^{\ell-s}\left(1-\frac{10}{p \sqrt{n}}\right) .
\end{aligned}
$$

Proof of Lemma 4.8. We are going to show $\left|\gamma_{n}^{*}-\gamma_{\infty}^{*}\right| \leq \mathcal{O}\left((\log n)^{2} / \sqrt{n}\right)$. Since we can only guarantee good approximation of the binomial terms in Proposition 4.21 for $\ell \leq$ $(\log n) / p$, we need to restrict our analysis to $\gamma_{n, q}^{*}$ and $\gamma_{\infty, q}^{*}$ for $q=(\log n) / p$. This is enough since these values are withing $1 / n$ of $\gamma_{n}^{*}$ and $\gamma_{\infty}^{*}$ respectively due to Propositions 4.19 and 4.20 (see Remark 2).

Before proceeding, we give two technical results that allow us to control an error for values of $t$ not considered by Proposition 4.21. The deduction is a routine calculation and it is skipped for brevity.

Claim 4.25. For any $x$ feasible for Constraints (4.20) and such that $x_{t, s}=0$ for $s>q$, we have for $k \leq q$

- $\sum_{t=1}^{\sqrt{n} \log n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right) \leq 10(\log n)^{2} /(p \sqrt{n})$.
- $\sum_{t=n-\sqrt{n} \log n}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right) \leq 10(\log n)^{2} /(p \sqrt{n})$.

Claim 4.26. For any $\alpha$ feasible for Constraints (4.22), we have for $k \leq q$

- $\int_{1-(\log n) / \sqrt{n}}^{1} \sum_{s=1}^{k} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau \leq(\log n)^{2} /(p \sqrt{n})$.
- $\int_{0}^{(\log n) / \sqrt{n}} \sum_{s=1}^{k} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau \leq(\log n)^{2} /(p \sqrt{n})$.

First, we show that $\gamma_{n, q}^{*} \geq \gamma_{\infty}^{*}-40(\log n)^{2} /(p \sqrt{n})$. Let $(\alpha, \gamma)$ be a feasible solution of the continuous LP $(C L P)_{p}$. We construct a solution of the $(L P)_{n, p, q}$ as follows. Define

$$
x_{t, s}=\frac{t-(1-p)}{t} \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \mathrm{d} \tau \quad \forall t \in[n], \forall s \in[t]
$$

and $\gamma_{n, q}=\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right)$. Let us show that $\left(\mathbf{x}, \gamma_{n, q}\right)$ is feasible for $(L P)_{n, q}$, i.e., it satisfies Constraints (4.20)-(4.21). First, for $\tau \in$ $[(t-1) / n, t / n]$ we have

$$
\begin{aligned}
\tau \alpha(\tau, s)+p \int_{(t-1) / n}^{\tau} \alpha\left(\tau^{\prime}, s\right) \mathrm{d} \tau^{\prime} & \leq 1-p \int_{0}^{\tau} \sum_{\sigma \geq 1} \alpha\left(\tau^{\prime}, \sigma\right) \mathrm{d} \tau^{\prime}+p \int_{(t-1) / n}^{\tau} \alpha\left(\tau^{\prime}, s\right) \mathrm{d} \tau^{\prime} \\
& \leq 1-p \int_{0}^{(t-1) / n} \sum_{\sigma \geq 1} \alpha\left(\tau^{\prime}, \sigma\right) \mathrm{d} \tau^{\prime} \leq 1-p \sum_{\tau^{\prime}=1}^{t-1} \sum_{\sigma=1}^{\tau^{\prime}} x_{\tau^{\prime}, \sigma}
\end{aligned}
$$

We now integrate in $[(t-1) / n, t / n]$ on both sides of the inequality. After integration, the RHS equals $\left(1-p \sum_{\tau=1}^{t} \sum_{\sigma=1}^{\tau} x_{\tau, \sigma}\right) / n$. On the LHS we obtain,

$$
\begin{aligned}
& \int_{(t-1) / n}^{t / n}\left(\tau \alpha(\tau, s)+p \int_{(t-1) / n}^{\tau} \alpha\left(\tau^{\prime}, s\right) \mathrm{d} \tau^{\prime}\right) \mathrm{d} \tau= \frac{t}{n} \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \mathrm{d} \tau \\
&-(1-p) \int_{(t-1) / n}^{t / n}\left(\frac{t}{n}-\tau\right) \alpha(\tau, s) \mathrm{d} \tau \\
& \geq \frac{(t-(1-p))}{n} \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \mathrm{d} \tau \\
& \quad(\operatorname{Using} t / n-\tau \leq 1 / n) \\
&=\frac{t}{n} x_{t, s}
\end{aligned}
$$

Thus Constraints (4.20) hold. By definition of $\gamma_{n, q}$, Constraints (4.21) also hold.

Now, note that for $t \geq \sqrt{n} \log n$ we have

$$
x_{t, s} \geq\left(1-\frac{1}{\sqrt{n} \log n}\right) \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \mathrm{d} \tau
$$

Then,

$$
\begin{aligned}
\gamma_{n, q} & \left.=\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \sum_{\ell=s}^{k \wedge(n-t+s)} \frac{\binom{\ell-1}{s-1}\binom{n-\ell}{t-s}}{\binom{n}{t}} \text { (Definition of } \mathbf{P}\left(R_{t} \in[k] \mid r_{t}=s\right)\right) \\
& \geq \min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \sum_{s=1}^{t} \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \mathrm{d} \tau \sum_{\ell=s}^{k \wedge(n-t+s)} \frac{\binom{\ell-1}{s-1}\binom{n-\ell}{t-s}}{\binom{n}{t}}\left(1-\frac{1}{\sqrt{n} \log n}\right) \\
& \geq \min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \sum_{s=1}^{k} \int_{(t-1) / n}^{t / n} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau\left(1-\frac{20}{p \sqrt{n}}\right)
\end{aligned}
$$

(Since $n-t+s \geq \sqrt{n} \log n \geq k$ and $t \leq k$ and using Proposition 4.21)

$$
\begin{aligned}
& =\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \int_{(t-1) / n}^{t / n} \sum_{\ell=1}^{k} \sum_{s=1}^{\ell} \alpha(\tau, s)\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau\left(1-\frac{20}{p \sqrt{n}}\right) \\
& \geq \min _{k \leq q}\left(\frac{p}{1-(1-p)^{k}} \int_{0}^{1} \sum_{\ell=1}^{k} \sum_{s=1}^{\ell} \alpha(\tau, s)\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau-2 \frac{(\log n)^{2}}{p \sqrt{n}}\right)\left(1-\frac{20}{p \sqrt{n}}\right)
\end{aligned}
$$

(Claim 4.26)

$$
\geq\left(\gamma-2 \frac{(\log n)^{2}}{p \sqrt{n}}\right)\left(1-\frac{10}{p \sqrt{n}}\right) \geq \gamma-\frac{20}{p \sqrt{n}}-2 \frac{\log n}{\sqrt{n}} .
$$

Optimizing over $\gamma, \gamma_{n, q}$ and using Proposition 4.19 gives us $\gamma_{n, q}^{*} \geq \gamma_{\infty}^{*}-40 \log (n) /(p \sqrt{n})$ for $n$ large.

Now we show that $\gamma_{\infty, q}^{*} \geq \gamma_{n, q}^{*}-40(\log n)^{2} /(p \sqrt{n})$. Let $\left(x, \gamma_{n, q}\right)$ be a solution of $(L P)_{n, p, q}$. Let us construct a solution of $(C L P)_{p, q}$. Note that we can assume $x_{t, s}=0$ for $s>q$ as $(L P)_{n, p, q}$ does not improve its objective function by allocating any mass to these variables. Consider $\alpha$ defined as follows: for $\tau \in[0,1]$ let

$$
\alpha(\tau, s)= \begin{cases}n x_{t, s}(1-\log (n) / \sqrt{n}) & t=\lceil\tau n\rceil \geq \sqrt{n}, s \leq \min \{t, \log n / p\} \\ 0 & t=\lceil\tau n\rceil<\sqrt{n} \text { or } s>\min \{t, \log n / p\}\end{cases}
$$

Let $\gamma_{\infty, q}=\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \int_{0}^{1} \sum_{s \geq 1} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau$. We show first that $\left(\alpha, \gamma_{\infty, q}\right)$ is feasible for $(C L P)_{p, q}$, and for this it is enough to show that $\alpha$ holds Constraints (4.20). For $\tau<1 / \sqrt{n}$ we have $\alpha(\tau, s)=0$ for any $s$, thus Constraint (4.22) is satisfied in this case. Let us verify that for $\tau \geq 1 / \sqrt{n}$ the constraint also holds. Let $t=\lceil\tau n\rceil$ and $s \geq 1$. Then

$$
\begin{aligned}
& \tau \alpha(\tau, s)+p \int_{0}^{\tau} \sum_{\sigma \geq 1} \alpha\left(\tau^{\prime}, \sigma\right) \mathrm{d} \tau^{\prime} \leq \tau \alpha(\tau, s)+p \sum_{t^{\prime}=1}^{t-1} \int_{\frac{t^{\prime}-1}{n}}^{\frac{t^{\prime}}{n}} \sum_{s=1}^{t^{\prime}} \alpha\left(\tau^{\prime}, s\right) \mathrm{d} \tau^{\prime} \\
&+p \int_{\frac{t-1}{n}}^{\tau} \sum_{\sigma=1}^{\frac{\log n}{p}} \alpha\left(\tau^{\prime}, \sigma\right) \mathrm{d} \tau^{\prime} \\
& \leq\left(1-\frac{\log n}{\sqrt{n}}\right)\left(t x_{t, s}+p \sum_{t^{\prime}=1}^{t-1} \sum_{s=1}^{t^{\prime}} x_{t^{\prime}, s}+p \frac{\log n}{p t}\right) \\
& \quad\left(\text { Since } x_{t, s} \leq \frac{1}{t} \text { always }\right) \\
& \leq\left(1-\frac{\log n}{\sqrt{n}}\right)\left(1+\frac{\log n}{t}\right) \quad(t \geq \sqrt{n}) \\
& \leq\left(1-\frac{\log n}{\sqrt{n}}\right)\left(1+\frac{\log n}{\sqrt{n}}\right) . \quad(\quad) \quad
\end{aligned}
$$

The last term is $<1$. Thus $\left(\alpha, \gamma_{\infty, q}\right)$ is feasible for $(C L P)_{p, q}$. Now,

$$
\begin{aligned}
\gamma_{\infty, q} & =\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \int_{0}^{1} \sum_{s \geq 1} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau \\
& \geq \min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \int_{\frac{t-1}{n}}^{\frac{t}{n}} \sum_{s \geq 1} \alpha(\tau, s) \sum_{\ell=s}^{k}\binom{\ell-1}{s-1} \tau^{s}(1-\tau)^{\ell-s} \mathrm{~d} \tau \\
& \geq \min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \int_{\frac{t-1}{n}}^{\frac{t}{n}} \sum_{s \geq 1} \alpha(\tau, s) \sum_{\ell=s}^{k} \frac{\binom{\ell-1}{s-1}\left(\begin{array}{c}
n-\ell \\
t-s \\
t
\end{array}\right)}{( } \mathrm{d} \tau\left(1-\frac{10}{p \sqrt{n}}\right)
\end{aligned}
$$

(Proposition 4.21)

$$
\geq \min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=\sqrt{n} \log n}^{n-\sqrt{n} \log n} \sum_{s=1}^{t} x_{t, s} \sum_{\ell=s}^{k} \frac{\binom{\ell-1}{s-1}\binom{n-\ell}{t-s}}{\binom{n}{t}} \mathrm{~d} \tau\left(1-\frac{\log n}{\sqrt{n}}\right)\left(1-\frac{10}{p \sqrt{n}}\right)
$$

$$
\geq\left(\min _{k \leq q} \frac{p}{1-(1-p)^{k}} \sum_{t=1}^{n} \sum_{s=1}^{t} x_{t, s} \sum_{\ell=s}^{k} \frac{\binom{\ell-1}{s-1}\binom{n-\ell}{t-s}}{\binom{n}{t}} \mathrm{~d} \tau-20 \frac{(\log n)^{2}}{p \sqrt{n}}\right)\left(1-\frac{\log n}{\sqrt{n}}\right)\left(1-\frac{10}{p \sqrt{n}}\right)
$$

(Claim 4.25)

$$
\geq \gamma_{n, q}-40 \frac{(\log n)^{2}}{p \sqrt{n}}
$$

Thus optimizing over $\gamma_{\infty, q}^{*}, \gamma_{n, q}^{*}$ we obtain the desired bound. Using Propositions 4.19 and 4.20 we can conclude that, for $n$ large, $\gamma_{\infty}^{*}-50(\log n)^{2} /(p \sqrt{n}) \leq \gamma_{n}^{*} \leq \gamma_{\infty}^{*}+$ $50(\log n)^{2} /(p \sqrt{n})$.

## 4.A. 5 Missing Proofs From Section 4.6

Proof of Lemma 4.10. The input of the i.i.d. prophet inequality problem corresponds to a known distribution $\mathcal{D}$ with support in $[0,1]$. The DM sequentially accesses at most $m$ samples from $\mathcal{D}$ and upon observing one of these values, she has to decide irrevocably if to take it and stop the process or continue. We are going to use $\mathcal{A}$ to design a strategy for the prophet problem. We assume that the samples from $\mathcal{D}$ are all distinct. Indeed, we can add some small Gaussian noise to the distribution and consider a continuous distribution
$\mathcal{D}^{\prime}$ instead.

Note that $\mathcal{A}$ runs on an input of size $n$ where a fraction $p$ of the candidates accept an offer. We interpret $p n \approx m$ as the set of samples for the prophet inequality problem, while the remaining $(1-p) n$ items are used as additional information for the algorithm. By concentration bounds, we are going to argue that we only need to run $\mathcal{A}$ in at most $(1+\varepsilon) p n$ positive samples.

Formally, we proceed as follows. Fix $n$ and $\varepsilon>0$ and consider the algorithm $\mathcal{B}$ that receives an online input of $n$ numbers $x_{1}, \ldots, x_{n}$. The algorithm flips $n$ coins with probability of heads $p$ and marks item $i$ as available if the corresponding coins that turn out heads. Algorithm $\mathcal{B}$ feeds algorithm $\mathcal{A}$ with the partial rankings given by the ordering given by $x_{1}, \ldots, x_{n}$. If $\mathcal{A}$ selects a candidate but the candidate is mark as unavailable, then $\mathcal{B}$ moves to the next item. If $\mathcal{A}$ selects a candidate $i$ and it is marked as available, then the process ends with $\mathcal{B}$ collecting the value $x_{i}$. Let us denote by $\operatorname{Val}\left(\mathcal{B}, x_{1}, \ldots, x_{n}\right)$ the value collected by $\mathcal{B}$ in the online input $x_{1}, \ldots, x_{n}$. Then we have the following claim.

Claim 4.27. $\mathbf{E}_{X_{1}, \ldots, X_{n}}\left[\operatorname{Val}\left(\mathcal{B}, X_{1}, \ldots, X_{n}\right)\right] \geq \gamma \mathbf{E}_{X_{1}, \ldots, X_{n}}\left[\max _{i \in S} X_{i}\right]$, where $S$ is the random set of items marked as available and $X_{1}, \ldots, X_{n}$ are $n$ i.i.d. random variables with common distribution $\mathcal{D}$.

Proof. Fix $x_{1}, \ldots, x_{n}$ points in the support of $\mathcal{D}$. Then, a simple application of Proposition 4.5 shows

$$
\frac{\mathbf{E}_{S, \pi}\left[\operatorname{Val}\left(\mathcal{B}, x_{\pi(1)}, \ldots, x_{\pi(n)}\right)\right]}{\mathbf{E}_{S}\left[\max _{i \in S} x_{i}\right]} \geq \gamma
$$

Note that we need to feed $\mathcal{B}$ with all permutations of $x_{1}, \ldots, x_{n}$ in order to obtain the guarantee of $\mathcal{A}$. From here, we obtain $\mathbf{E}_{\mathcal{S}, \pi}\left[\operatorname{Val}\left(\mathcal{B}, x_{\pi}(1), \ldots, x_{\pi}(n)\right)\right] \geq \gamma \mathbf{E}_{\mathcal{S}}\left[\max _{i \in S} x_{i}\right]$ and the conclusion follows by taking expectation in the variables $X_{1}=x_{1}, \ldots, X_{n}=$
$x_{n}$.

For ease of notation, we will refer by $\operatorname{Val}(\cdot)$ to $\operatorname{Val}\left(\cdot, X_{1}, \ldots, X_{n}\right)$. We modify slightly $\mathcal{B}$. Consider $\mathcal{B}^{\prime}$ that runs normally $\mathcal{B}$ if $|S| \leq(1+\varepsilon) p n$ or simply return 0 value if $|S|>$ $(1+\varepsilon) p n$. Then, we have

Claim 4.28. Let $\varepsilon, \delta>0$. For $n \geq 2 \log (2 / \delta) /\left(p \varepsilon^{2}\right)$ we have $\mathbf{E}_{X_{1}, \ldots, X_{n}}\left[\max _{i \notin \mathcal{S}} X_{i}\right] \geq$ $(1-\delta) \mathbf{E}\left[\max _{i \leq(1-\varepsilon) p n} X_{i}\right]$ and $\mathbf{E}\left[\operatorname{Val}\left(\mathcal{B}^{\prime}\right)\right]+\delta \geq \mathbf{E}[\operatorname{Val}(\mathcal{B})]$.

Proof. Using standard Chernoff concentration bounds (see for instance [30]) we get the inequality $\mathbf{P}_{\mathcal{S}}(| | \mathcal{S}|-p n| \geq \varepsilon p n) \leq 2 e^{-p n \varepsilon^{2} / 2}=\delta$. Hence, for a number $n \geq 2 \log (2 / \delta) /\left(p \varepsilon^{2}\right)$, we can guarantee that

$$
\underset{X_{1}, \ldots, X_{n}}{\mathbf{E}}\left[\max _{i \in \mathcal{S}} X_{i}\right] \geq(1-\delta) \mathbf{E}\left[\max _{i \leq(1-\varepsilon) p n} X_{i}\right]
$$

For the second part we have $\mathbf{E}[\operatorname{Val}(\mathcal{B})] \leq \delta+\mathbf{E}[\operatorname{Val}(\mathcal{B})| | S \mid \leq(1+\varepsilon) p n]=\delta+$ $\mathbf{E}\left[\operatorname{Val}\left(\mathcal{B}^{\prime}\right)\right]$.

Claim 4.29. For any $\varepsilon>0$ we have $\mathbf{E}\left[\max _{i \leq(1-\varepsilon) p n} X_{i}\right] \geq(1-\varepsilon)^{2} \mathbf{E}\left[\max _{i \leq(1+\varepsilon) p n} X_{i}\right]$.

Proof. Since $\mathbf{P}\left(\max _{i \leq k} X_{i} \leq x\right)=\mathbf{P}\left(X_{1} \leq x\right)^{k}$, then we have

$$
\begin{aligned}
\frac{\mathbf{E}\left[\max _{i \leq(1-\varepsilon) p n} X_{i}\right]}{\mathbf{E}\left[\max _{i \leq(1+\varepsilon) p n} X_{i}\right]} & =\frac{\int_{0}^{\infty}\left(1-\mathbf{P}\left(X_{1} \leq x\right)^{p n(1-\varepsilon)}\right) \mathrm{d} x}{\int_{0}^{\infty}\left(1-\mathbf{P}\left(X_{1} \leq x\right)^{p n(1+\varepsilon)}\right) \mathrm{d} x} \geq \inf _{x \geq 0} \frac{1-\mathbf{P}\left(X_{1} \leq x\right)^{p n(1-\varepsilon)}}{1-\mathbf{P}\left(X_{1} \leq x\right)^{p n(1+\varepsilon)}} \\
& \geq \inf _{v \in[0,1)} f(v)
\end{aligned}
$$

where $f(v)=\left(1-v^{1-\varepsilon}\right) /\left(1-v^{1+\varepsilon}\right)$. Now the conclusion follows by using the fact that the function $f$ is nonincreasing and that $\inf _{v \in[0,1)} f(v)=\lim _{v \rightarrow 1} f(v)=(1-\varepsilon) /(1+\varepsilon) \geq$

$$
(1-\varepsilon)^{2} .
$$

Putting together these two claims, we obtain an algorithm that checks at most $(1+\varepsilon) p n$ items and guarantees

$$
\gamma(1-\varepsilon)^{2}(1-\delta) \mathbf{E}\left[\max _{i \leq(1+\varepsilon) p n} X_{i}\right] \leq \mathbf{E}\left[\operatorname{Val}\left(\mathcal{B}^{\prime}\right)\right]+\delta
$$

Now, fix $\varepsilon>0$ small enough such that $(1+\varepsilon) p<1$. We know that the set $\{\lfloor(1+\varepsilon) p n\rfloor\}_{n \geq 1}$ contains all non-negative integers. Thus, for $n \geq 2 \log (2 / \delta) /\left(p \varepsilon^{2}\right)$ algorithm $\mathcal{B}^{\prime}$ in an input of length $m=\lfloor(1+\varepsilon) p n\rfloor$ guarantees

$$
\gamma(1-\varepsilon)^{2}(1-\delta) \mathbf{E}\left[\max _{i \leq m} X_{i}\right] \leq \mathbf{E}\left[\operatorname{Val}\left(\mathcal{B}^{\prime}\right)\right]+\delta
$$

for any distribution $\mathcal{D}$ with support in $[0,1]$. This finishes the proof.

The next result uses notation from the work by Hill \& Kertz. For the details we refer the reader to the work [98]. The result states that there is a hard instance for the i.i.d. prophet inequality problem where $\mathbf{E}\left[\max _{i \leq m} X_{i}\right]$ is away from 0 by a quantity at least $1 / m^{3}$. The importance of this reformulation of the result by Hill \& Kertz is that $e^{-\Theta(n)} / \mathbf{E}\left[\max _{i \leq m} X_{i}\right] \rightarrow$ 0 which is what we needed to show that $\gamma \leq 1 / \beta$. Recall that $\beta \approx 1.341$ is the unique solution of the integral equation $\int_{0}^{1}(y(1-\log y)+\beta-1)^{-1} \mathrm{~d} y=1$ [107].

Proposition 4.30 (Reformulation of Proposition 4.4 by [98]). Let $a_{m}$ be the sequence constructed by Hill \& Kertz, i.e, such that $a_{m} \rightarrow \beta$ and for any sequence of i.i.d. random variables $X_{1}, \ldots, X_{m}$ with support in $[0,1]$ we have

$$
\mathbf{E}\left[\max _{i \leq m} X_{i}\right] \leq a_{m} \sup \left\{\mathbf{E}\left[X_{t}\right]: t \in T_{m}\right\}
$$

where $T_{m}$ is the set of stopping rules for $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$. Then, for $m$ large enough, there is a sequence of random variables $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ such that

- $\mathbf{E}\left[\max _{i \leq m} \widehat{X}_{i}\right] \geq 1 / m^{3}$, and
- $\mathbf{E}\left[\max _{i \leq m} \widehat{X}_{i}\right] \geq\left(a_{m}-1 / m^{3}\right) \sup \left\{\mathbf{E}\left[\widehat{X}_{t}\right]: t \in T_{m}\right\}$.

Proof. In Proposition 4.4 [98], it is shown that that for any $\varepsilon^{\prime}$ sufficiently small, there is a random variable $\widehat{X}$ with $\widehat{p}_{0}=\mathbf{P}(\widehat{X}=0), \widehat{p}_{j}=\mathbf{P}\left(\widehat{X}=V_{j}(\widehat{X})\right)$ for $j=0, \ldots, m-2$, $\mathbf{P}\left(\widehat{X}=V_{m-1}(\widehat{X})\right)=\widehat{p}_{m-1}-\varepsilon^{\prime}$ and $\mathbf{P}(\widehat{X}=1)=\varepsilon^{\prime}$ such that $\mathbf{E}\left[\max _{i \leq m} \widehat{X}_{i}\right] \geq$ $\left(a_{m}-\varepsilon^{\prime}\right) \sup \left\{\mathbf{E}\left[\widehat{X}_{t}\right]: t \in \widehat{T}_{m}\right\}$, where $\widehat{X}_{1}, \ldots, \widehat{X}_{m}$ are $m$ independent copies of $\widehat{X}$. Here $V_{j}(\widehat{X})=\mathbf{E}\left[\widehat{X} \wedge \mathbf{E}\left[V_{j-1}(\widehat{X})\right]\right]$ corresponds to the optimal value computed via dynamic programming and one can show that $\sup \left\{\mathbf{E}\left[\widehat{X}_{t}\right]: t \in \widehat{T}_{m}\right\}=V_{m}(\widehat{X})$ (see Lemma 2.1 in [98]). We only need to show that we can choose $\varepsilon^{\prime}=1 / m^{3}$. The probabilities $\widehat{p}_{0}, \ldots, \widehat{p}_{m-1}$ are computed as follows: Let $\widehat{s}_{j}=\left(\eta_{j, m}\left(\alpha_{m}\right)\right)^{1 / m}$ for $j=1, \ldots, n-2$ where $\alpha_{m} \in(0,1)$ is the (unique) solution of $\eta_{m-1, m}\left(\alpha_{m}\right)=1$, then $\widehat{p}_{0}=\widehat{s}_{0}, \widehat{p}_{j}=\widehat{s}_{j}-\widehat{s}_{j-1}$ for $j=1, \ldots, n-2$ and $\widehat{p}_{n-1}=1-\widehat{s}_{n-2}$. One can show that $\widehat{s}_{m-2}=(1-1 / m)^{1 /(m-1)}\left(1-\alpha_{m} / m\right)^{1 /(m-1)}$ and $\alpha_{m}$ holds $1 /(3 e) \leq \alpha_{m} \leq 1 /(e-1)$ (see Proposition 3.6 in [98]). For $m$ large we have

$$
e^{-1 /(m-1)} \leq \widehat{s}_{m-2} \leq e^{-1 /\left(3 e m^{2}\right)}
$$

then $\widehat{p}_{m-1}=1-\widehat{s}_{m-2} \geq 1-e^{-1 /(m-1)} \geq 1 / m^{2}$ for $m$ large. Thus we can set $\varepsilon^{\prime}=1 / m^{3}$ and $\widehat{p}_{m-1}-\varepsilon^{\prime}>0$ and the rest of the proof follows. Furthermore, $\mathbf{E}\left[\max _{i \leq m} X_{i}\right] \geq \varepsilon^{\prime} \cdot 1 \geq$ $1 / m^{3}$.

## 4.A. 6 Missing Proofs From Section 4.7

Proof of Lemma 4.11. For $p \geq p^{*}$ and $\ell=0,1, \ldots, 4$, we calculate tight lower bounds for the expression in the letf-hand side of the inequality in the claim, and we show that these lower bounds are at least one, with the lower bound attaining equality with 1 for $\ell=1,2$.

For $\ell \geq 5$ we can generalize the previous bounds and show a universal lower bound of at least 1.

- For $\ell=0$, we have

$$
\int_{p^{1 /(1-p)}}^{1} \frac{1}{t^{p}} \mathrm{~d} t=\frac{1}{1-p}(1-p)=1=(1-p)^{0} .
$$

- For $\ell=1$, we have

$$
\int_{p^{1 /(1-p)}}^{1} \frac{(1-t)}{t^{p}} \mathrm{~d} t=1-\int_{p^{1 /(1-p)}}^{1} t^{1-p} \mathrm{~d} t=1-\frac{1}{2-p}\left(1-p^{(2-p) /(1-p)}\right) .
$$

The last value is at least $1-p$ if an only if $p(2-p) \geq 1-p^{(2-p) /(1-p)}$ iff $p^{(2-p) /(1-p)} \geq(1-$ $p)^{2}$. The last inequality holds iff $p \geq p^{*} \approx 0.594134$ where $p^{*}$ is computed numerically by solving $(1-p)^{2}=p^{(2-p) /(1-p)}$.

- For $\ell=2$, we use the approximation $p^{1 /(1-p)} \leq(1+p) /(2 e)$ that follows from the concavity of the function $p^{1 /(1-p)}$ and the first-order approximation of the function at $p=1$. With this we can lower bound the integral

$$
\begin{aligned}
\int_{p^{1 /(1-p)}}^{1} \frac{(1-t)^{2}}{t^{p}} \mathrm{~d} t & \geq \int_{(1+p) /(2 e)}^{1} \frac{(1-t)^{2}}{t^{p}} \mathrm{~d} t \\
& =\int_{0}^{1-(1+p) /(2 e)} u^{2}(1-u)^{-p} \mathrm{~d} u \quad(\text { change of variable } u=1-t) \\
& \geq \int_{0}^{1-(1+p) /(2 e)} u^{2}\left(1+p u+p(p+1) \frac{u^{2}}{2}\right) \mathrm{d} u \\
& \quad\left(\text { Using the series }(1-u)^{-p}=\sum_{k \geq 0}\binom{-p}{k}(-u)^{k}\right) \\
& =\frac{1}{3}\left(1-\frac{1+p}{2 e}\right)^{3}+\frac{p}{4}\left(1-\frac{1+p}{2 e}\right)^{4}+\frac{p(p+1)}{10}\left(1-\frac{1+p}{2 e}\right)^{5}
\end{aligned}
$$

By solving the polynomial we see that the last expression is $\geq(1-p)^{2}$ if and only if $p \geq 0.585395$, thus the inequality holds for $p \geq p^{*}$.

- For $\ell=3,4$ we can use a similar approach to get

$$
\int_{p^{1 /(1-p)}}^{1} \frac{(1-p)^{\ell}}{t^{p}} \mathrm{~d} t \geq \frac{1}{\ell+1}\left(1-\frac{1+p}{2 e}\right)^{\ell+1}+\frac{p}{\ell+2}\left(1-\frac{1+p}{2 e}\right)^{\ell+2}
$$

The last expression is $\geq(1-p)^{\ell}$ for $\ell=3,4$ if and only if $p \geq 0.559826$.

- For $\ell \geq 5$, we have

$$
\int_{p^{1 /(1-p)}}^{1} \frac{(1-t)^{\ell}}{t^{p}} \mathrm{~d} t \geq \frac{(1-(1+p) /(2 e))^{\ell+1}}{\ell+1}
$$

We aim to show that $(1-(1+p) /(2 e))^{\ell+1} /(\ell+1) \geq(1-p)^{\ell}$. This is equivalent to show that $\left(\frac{1-(1+p) /(2 e)}{1-p}\right)^{\ell}\left(1-\frac{1+p}{2 e}\right) \geq \ell+1$.

Note that the function $f(p)=(1-(1+p) /(2 e)) /(1-p)$ is increasing since $f^{\prime}(p)=$ $(1-1 / e) /(1-p)^{2}>0$. For $\bar{p}=(2 e-1) /(4 e-3) \approx 0.56351$ we have $f(\bar{p})=2-1 / e$. Thus for $p \geq p^{*}>\bar{p}$ and $\ell=5$ we have $f(p)^{5}(1-(1+p) /(2 e)) \geq(2-1 / e)^{5}(1-$ $1 / e) \geq 7.32 \geq 6$. By an inductive argument, we can show that $f(p)^{\ell}(1-(1+p) /(2 e)) \geq$ $\ell+1$ for any $\ell \geq 5$ and this finishes the proof.

## CHAPTER 5

## CONCLUSIONS AND FUTURE DIRECTIONS

Resource allocation has become highly prominent in the new era of e-commerce. This thesis explored multiple models that aim to address sources of uncertainty faced by practitioners/DMs. We explored unstudied tensions observed in practical applications and provided new models. We hope these models will give managerial insight and become the starting point for more complex and realistic models.

Each chapter summarizes model-specific questions, and we will not repeat those questions here. However, on a broader level, there are further open questions:

- We understand better how to benchmark algorithms in sequential models. We learned that this task depends strongly on the model and what we want to communicate from it. In this work, most of the objectives were either linear (regret in Chapter 2 and cost in Chapter 3), or completely multi-objective (robust ratio in Chapter 4). We can draw a parallel between $\ell_{1}$ norm for the linear costs and $\ell_{\infty}$ for the multi-objective metric. Many possibilities appear between these two extremes. One of them is the $\ell_{2}$ norm, which can be interpreted as a deviation from a path. Exploring better benchmarks is a neverending task, and it goes hand-by-hand with the model's design.
- The models explored in this thesis tend to be either adversarial/robust or stochastic. Unfortunately, nature is possibly less inclined to any of these extremes. So then, the natural question is how to capture new, more realistic sources of uncertainty? An approach found in the literature is distributionally robust optimization, which combines both extremes. However, this approach poses other burdens, for example,
the choice of a distance between distributions.
- Besides the model explored in Chapter 2, most of the models studied in this thesis assume some mild knowledge from the input data. If enough historical data is available, this is potentially a realistic assumption. However, exploring the integration of learning from the data and decision-making would be ideal. In particular, in robust settings with multiple competing objectives, such as the model from Chapter 2.
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[^0]:    ${ }^{1}$ See Section 3.3 for a more detailed description of policies.

[^1]:    ${ }^{2}$ If there are items $X_{i}$ with $\mathbf{P}\left(X_{i}>1\right)>\gamma / C$, these are packed individually. Bins not containing these items have risk bounded by $\gamma / C$. See Section 3.4.

[^2]:    ${ }^{3}$ Logic formula in conjunctive normal form with 4 literals in each clause.

