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SUMMARY 

A physics-based model for modeling helicopter and autonomous rotor 

configurations, previously developed for isolated rotors and coaxial rotors in hover and 

forward flight, has been extended to more general multi-rotor configurations. Simulations 

for coaxial and tandem rotor configurations have been performed for a number of low and 

high Reynolds number configurations, and comparisons with test data have been made.  

The physics behind the rotor interactions has been explored through visualization and 

analysis of vortex wake trajectories and inflow velocity distributions.     

As part of this effort, a fast off-body velocity field analysis that employs GPU 

processors has been implemented. In addition to computation of inflow velocity field above 

or below the rotor disks, this approach is capable of rapidly computing and visualizing 

velocity field on any user specified plane. In many helicopter design studies, the adverse 

interactions caused by the main rotor wake should be considered in the placement of 

horizontal and vertical stabilizers, as well as the tail rotors and pusher-propulsors. This 

capability for rapid calculation and visualization of the off-body flow field would greatly 

aid the designers in the placement of these components. 

A previously developed algebraic transition model that regulates the magnitude of 

the production term in the Spalart-Allmaras one-equation turbulence model has been 

independently implemented in the present solver, and in the commercial CFD solver 

ANSYS Fluent as a user-defined function. Previous validation of this model was limited 

to 2-D flow over airfoils in the transitional Reynolds number regime. In the present work, 

this model has been also validated for large scale rotors in hover.
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CHAPTER 1. Introduction 

Vertical take-off and landing (VTOL) vehicles have rapidly evolved over the past 

century. At first glance, most modern helicopters still have many of the features of the 

Vought-Sikorsky VS-300 helicopter designed and flown by Igor Sikorsky in 1939 [1].  

These features include single main rotor, long tail boom, tail rotor, and stabilizers.  

However, underneath the skin, modern systems are substantially different than these early 

systems. Advances in engineering materials, replacement of piston engines with turboshaft 

systems, advanced drive train components, improved manufacturing processes, 

electrical/hydraulic control systems and actuators, and digital flight control technologies 

have all played a major role in this evolution.  

In order to reduce the development time and cost, industries and designers are 

increasingly relying on robust and reliable modeling tools that support and complement 

comprehensive rotorcraft analyses [2], and multi-disciplinary design methodologies [3, 4]. 

This reliance has spurred the development of analytical and computational tools for the 

modeling of solid and fluid dynamics phenomena, advanced flight control models, and 

control laws.  

Over the past decade, interest has also grown on the development and fielding of 

military and urban air mobility or on-demand mobility applications that can vertically take-

off and land [5]. In the United States, NASA researchers and their industry and university 

partners, are actively collaborating on research activities related to the development of 

urban air mobility systems, in particular VTOL air taxi operations [6]. 
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These urban and military air mobility systems tend to employ multiple rotors for 

generation of lift and thrust, and for control. Elimination of the tail boom gives rise to a 

compact shape and a smaller footprint compared to conventional helicopters. On the other 

hand, the close proximity of rotors to the airframe gives rise to interaction of the rotor wake 

with nearby rotors and airframe surfaces. Understanding and anticipating these 

interactions, and alleviating potential adverse interactions, have become increasingly 

important while designing these systems.  

As may be expected, computational fluid dynamics play an increasingly important 

role in modeling next generation helicopters. Physics based aeroelastic models of rotors 

have become routinely available to the industry. These models are well validated for 

conventional single rotor and coaxial rotor systems. User confidence and experience in 

these tools has been as a result of joint workshop activities such as the UH-60A Airloads 

Workshop, AIAA Hover Workshop, and the HART-I and HART-II Workshop. 

 Research Motivation 

Modern CFD methods attempt to capture the details of the entire flow field over the 

rotor blades, and the rotor wake. Unfortunately, these “wake capturing” methods require a 

rather fine grid for an accurate capture of the distorted tip vortex geometry and resolving 

the boundary layer over the blades.  As an example, one of the AIAA Hover Workshop 

simulations for modeling isolated rotors required 392 million cells, and 275,000 CPU hours 

on high performance computers [7]. Such detailed simulations are essential for 

understanding the physical phenomena. On the other hand, a direct application of a similar 

wake-capturing approach to multi-rotor configurations would drive up the computational 
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time by an order of magnitude more. One of the primary motivations of the present effort 

is to reduce the simulation time for modeling multi rotor interactional aerodynamic 

phenomena.  

The dynamic inflow coupling with rotor/body dynamics is also crucial in the 

analysis of stability and control law design for helicopters. Hence, an accurate yet efficient 

estimate of the rotor inflow is essential. Over the past several decades, finite-state inflow 

models for single rotor configurations in hover, forward flight, and maneuver have been 

well developed [8-10]. With the advent of high-speed coaxial helicopters, and multi-rotor 

drones, the focus of the dynamic inflow modeling has shifted from single rotors to coaxial 

and tandem rotor configurations. [11-14]. Pressure potential and velocity potential based 

dynamic inflow models both have been developed. By capturing the interference effects 

between rotors, the extension of pressure potential finite state inflow model has promising 

result for coaxial rotor configuration. These promising results for coaxial rotors have led 

to extension of this approach to tandem rotor configurations [15-17].  

Dynamic inflow models rely on a linear superposition of the velocity potential (or 

pressure potential) for the individual rotors and acknowledge the presence of adjacent 

interfering rotors. These linear methods, however, capture interference effects of adjacent 

rotors only to a first order. These approaches cannot capture secondary effects such as wake 

contraction and distortion, viscous wake dissipation, rotor-wake interaction, and wake-

wake interaction. Where possible, it is a common practice to apply empirical corrections 

to these models using additional knowledge of the flow field and the wake structure.  A 

second motivation of the present effort is to develop a computationally efficient physics-
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based process for predicting distorted rotor wake geometry and interactions and rotor 

inflow, that would facilitate further development dynamic inflow models. 

 Related Prior Research 

While a majority of helicopters currently in operation use a single main rotor and a 

tail rotor, there has been considerable interest in the research community and in industry 

on the use of tandem rotors and coaxial rotors. These systems eliminate the need for a tail 

rotor leading to a more compact system.  

1.2.1 Coaxial rotors 

In Russia, the Kamov Company developed Ka-27 around 1969, and flight tests 

began in 1973 [18]. This vehicle and its successors, including Ka-50 [19] are in civilian 

and military operations around the world.   

In the United States, the ever-growing need for higher forward speeds, limited by 

retreating blade stall in the case of conventional single rotor helicopter systems, has led to 

a renewed interest in coaxial rotors. In an innovation known as the “Advancing Blade 

Concept” the rotor blades are unloaded on the retreating side, eliminating the possibility of 

dynamic stall. Only the advancing side of the rotor disk generates useable lift. With the 

coaxial rotor, each of the two counter-rotating rotors generate equal amounts of lift 

providing roll balance [20]. Sikorsky Aircraft built and tested an X2 Technology 

Demonstrator during the 2005-2008 period [21-23]. Over the past decade, Sikorsky 

Aircraft has developed and demonstrated several derivatives of the X2 Technology 

Demonstrator, varying in speed, gross weight, and capability. 
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The increased interest in coaxial rotor systems has spurred the development of 

computational methods and experimental studies related to these systems. Coleman has 

conducted a comprehensive review of research in this field during the past decades [24]. 

McAlister et al. have documented experimental and numerical studies of a smalls scale 

coaxial model rotor tested at NASA Ames [25].  

As in the case of conventional single rotors, coaxial rotors were first modeled using 

Lagrangian vortex wake models, with a table look of the airfoil aerodynamic characteristics 

[26, 27]. Wachspress et al. have examined the use of these methodologies for assessing 

coaxial rotor design, including the noise impact [28]. 

Conventional comprehensive analyses do an excellent job of modeling the 

performance of the coaxial rotors [29-31]. With the advances in computational fluid 

dynamics and the availability of faster shared and distributed memory computer systems, 

attention has turned to computational methods. Vorticity and vortex particle transport 

equation solvers coupled to a lifting line representation of the coaxial rotor blades have 

also been employed [32-34]. Kim et al. solved the Vorticity transport equations and the 

associated velocity field on an adaptive Cartesian grid, and the rotors were modeled as 

embedded actuator lines that rotate above their axes [35]. Ruzicka et al. used an early 

version of the OVERFLOW overset grid based Navier-Stokes solver for modeling coaxial 

rotors [36]. Lakshminarayan and Baeder performed compressible Reynolds Averaged 

Navier Stokes (RANS) analyses of the coaxial rotor unsteady aerodynamics under hovering 

conditions [37]. Egolf et al. used an early version of the hybrid methodology described in 

this work to study the forward flight performance of coaxial rotors [38]. 
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Additional work has also been done using physics-based models, particularly CFD 

methods, to better understand the complex physical interaction between the adjacent rotors 

[39-42]. Barbely et al. [43] have presented a comprehensive survey of recent studies related 

to coaxial rotor phenomena. Researchers at Georgia Institute of Technology have 

developed a physics-based, computationally efficient, hybrid Navier-Stokes/free wake tool 

called GT-Hybrid for analyzing conventional and coaxial rotors [44, 45]. All these 

benefited from the availability of well documented experimental data [46].  

1.2.2 Tandem rotors 

Tandem rotor helicopters, similar to coaxial rotor helicopters, use counter-rotating 

rotors. Because the lift is distributed over two rotors that are laterally spaced apart, these 

vehicles allow a large variation in the center of gravity compared to coaxial and single rotor 

helicopters, and good longitudinal stability. These helicopters have been in development 

and use for a considerable period of time. The most popular of these may be Boeing CH-

47 Chinook, with over 1200 units in operation [47]. The classical text by Stepniewski and 

Keys includes a wealth of information on the aerodynamic characteristics of tandem rotor 

helicopters [48]. 

Dingledein has presented one of the earliest wind tunnel studies on the performance 

of multi-rotor configurations [49]. Sweet performed experimental studies of the hovering 

performance of large-scale tandem rotor helicopter models at two different solidities at the 

Langley full scale wind tunnel [50]. He presented data for rotor thrust, torque, and blade 

flapping. Sweet observed that a tandem rotor with 76-percent-radius overlap required 14% 

more induced power in hover, relative to an isolated rotor of equivalent disk area. Sweet 
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also found that, above a shaft-to-shaft distance of 1.03 diameter, the performance of the 

tandem rotor was nearly the same as two isolated rotors. Huston conducted wind tunnel 

studies of tandem rotor helicopters for a variety of rotor spacings, and has documented the 

rotor performance, airloads, and blade motion [51]. Ramasamy has experimentally studied 

the interference effects associated with coaxial, tandem, and tilt-rotor configurations [52]. 

Similar to Sweet, Ramasamy also did not find significant aerodynamic interference 

between the rotors when the shaft-to-shaft distance was greater than 1.10 times the front 

rotor radius. 

Comprehensive analyses are also widely used for modeling tandem rotor and other 

compound helicopter configurations. Yeo and Johnson used the CAMRAD-II analysis to 

look at heavy lift compound rotor configurations [53]. Lee et al. have used a time marching 

free wake methodology for modeling tandem rotors with the rotor blades represented using 

a panel method that employed source and doublet singularities. These researchers have also 

examined the effects of rotor overlap [54, 55]. Bagai et al. have conducted free wake 

analyses of tandem, tilt rotor, and coaxial rotor configurations [26]. Griffith and Leishman 

have used this approach to examine dual rotor interference and ground effects [56]. 

Dimanlig et al. have modeled the CH-47 tandem rotor-fuselage configuration using 

a state-of-the-art CFD solver called OVERFLOW, coupled to a comprehensive analysis 

called RCAS [57]. Excellent results for fuselage drag and vibratory loads at the hub were 

predicted and matched against flight test data. Meadowcroft and Jain have also reported 

additional results for a similar configuration [58].  
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Many of the studies for tandem rotors tend to focus on the rotor performance and 

vibrations. Relatively few studies have focused on rotor inflow model development. Shukla 

et al. used the SPIV velocity measurement technique to study the wake interactions on low 

Reynolds number multi-rotor systems [59-63]. Shukla’s study focused on the detailed 

measurement of inflow field for low Reynolds number multi-rotor configurations. The 

hybrid methodology described in this document has been used to model these flows [64-

67].  

1.2.3 Inflow model development 

Work has also been done on the development of physics based inflow models for 

flight control applications. Zhao et al. combined the classical finite state dynamic inflow 

model [8, 9] with a vortex particle method to develop inflow data and rotor loads suitable 

for flight simulations [34].  

Xin et al. have explored the use of a free wake model to estimate the interference 

velocities above and below the rotor disk, and used this information to express the influence 

coefficient matrix in the form of Pitt-Peters inflow model [68]. Rand et al. have attempted 

to extract inflow models from high fidelity aerodynamics tools [69-71]. A viscous vortex 

particle method was used by He et al. for extracting inflow models for coaxial rotor 

configurations [72]. 

Prasad et al., Nowak et al., and Kong et al. have employed a pressure potential 

superposition approach for the development of finite state inflow models [11-15, 73-75]. 

Guner et al. have developed a velocity potential superposition approach for the 

development of finite state inflow models [76]. This model has also been used to analyze 
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tandem rotor inflow velocity field [77, 78]. CFD results from a version of the hybrid 

methodology has also been used to extract inflow models [64-67]. 

 Research Objectives 

A primary objective of the present study is to extend and validate a hybrid Navier-

Stokes/ free wake methodology, previously used to model single rotors and coaxial rotors, 

to more general multi-rotor configurations operating over a broad range of laminar, 

transitional, and turbulent flow conditions.  

A second objective of this research is to characterize the rotor inflow and wake 

structure and make it available in a form suitable for use in dynamic inflow models. 

 Organization of the Document 

The rest of this document is organized as follows. Chapter 2 addresses the 

mathematical formulation and solution methodologies related to hybrid Navier-Stokes/free 

wake models, as well as the enhancement of these models for multi-rotor interactions.  

Chapter 3 focuses on modeling large scale coaxial and tandem rotors, both from an induced 

power perspective, and the quantification of the rotor inflow velocity field. Chapter 4 

focuses on detailed modeling of the interactional phenomena related to small scale 

overlapping tandem rotors, and comparisons with measured inflow. Chapter 5 gives a 

summary of the contributions of this research work to the state of the art, and presents 

conclusions based on the simulations and a list of recommended future studies. 
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Appendix A documents a one-equation turbulence model used in this study, 

including the incorporation of a transition model implemented as part of this research. This 

model is validated for 2-D airfoils and an S-76 rotor in hover. 

The configurations discussed in Chapter 4 include a matrix of lateral and vertical 

displacement of the rotors. This in turn led to a large number of simulations, for the express 

purpose of capturing the details of the rotor inflow. Chapter 4 includes only a small subset 

of these simulations, for brevity. Appendix B includes a more complete set of computed 

results.  

Appendix C gives detailed specifications regarding the architecture of the GPU 

processor units used in this work.    
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CHAPTER 2. Methodology 

 In this chapter, the methodologies used in present study will be introduced 

including the computational fluid dynamics tools, the free-wake model, and the method of 

extracting the inflow coefficients. 

 Computational Fluid Dynamics Methodologies and Tools 

 The bulk of the analyses reported in this work were done using an enhanced version 

of a hybrid Navier-Stokes/free wake methodology.  The baseline Navier-Stokes/free wake 

methodology is described first. The baseline is limited to modeling single rotors and 

coaxial rotors.  Enhancements to the baseline solver, implemented as part of the present 

work, extending this methodology to multiple rotors, are described next.  

 While exploring transition models, two dimensional analyses are more useful 

because of the greater availability of data for airfoils undergoing laminar to turbulent flow 

transition. For these two-dimensional airfoil analyses, a companion 2-D solver, similar in 

structure to the 3-D solver, called Dynamic Stall Solver Version 2 (DSS2), was used in 

present study [79].  

 For comparison purposes, calculations were also done using a flow analysis called 

RotCFD from Sukra Helitek, Inc [80, 81].  
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 Baseline Hybrid Navier-Stokes/Free Wake Analysis 

 The starting point for this effort us an existing hybrid Navier-Stokes/free wake 

analysis called GT-Hybrid, developed by researchers in the Computational Fluid Dynamics 

Lab at Georgia Institute of Technology [82-85]. GT-Hybrid employs a hybrid wake 

methodology, meaning that the flow field is only resolved within a body-fitted gridded 

domain surrounding a single rotor blade. Outside of the gridded domain, the rotor wake is 

efficiently modeled as grid-free field of vorticity elements with a free wake model. 

2.2.1 Governing equations in physical and transformed coordinate systems 

In the GT-Hybrid analysis, the Reynolds averaged Navier-Stokes (RANS) 

equations are solved on a body-fitted grid surrounding individual rotor blades and moving 

and deforming with the rotor blades as shown in Figure 2-1. 

 

Figure 2-1 Body-fitted grid surrounding a blade  
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These equations may be written on a Cartesian coordinate system as 

 𝜕𝑄

𝜕𝑡
+

𝜕𝐹

𝜕𝑥
+

𝜕𝐺

𝜕𝑦
+

𝜕𝐻

𝜕𝑧
=

𝜕𝑅

𝜕𝑥
+

𝜕𝑆

𝜕𝑦
+

𝜕𝑇

𝜕𝑧
 (2-1) 

Here, Q is the flow properties vector: 

 

𝑄 =

{
 
 

 
 

𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝑒 }

 
 

 
 

 (2-2) 

The quantity 𝑒 is the total energy per unit volume related to the static pressure 𝑝, 

density 𝜌, and the Cartesian components of velocity (𝑢, 𝑣, and 𝑤) by 

 
𝑒 =

𝑝

𝛾 − 1
+

1

2
𝜌(𝑢2 + 𝑣2 + 𝑤2) (2-3) 

The quantities 𝐹, 𝐺, 𝐻 are flux vectors given by 

 

𝐹 =

{
 
 

 
 

𝜌

𝜌𝑢2 + 𝑝
𝜌𝑢𝑣
𝜌𝑢𝑤

𝑢(𝑒 + 𝑝)}
 
 

 
 

, 𝐺 =

{
 
 

 
 

𝜌
𝜌𝑢𝑣

𝜌𝑣2 + 𝑝
𝜌𝑣𝑤

𝑣(𝑒 + 𝑝)}
 
 

 
 

,𝐻 =

{
 
 

 
 

𝜌
𝜌𝑢𝑤
𝜌𝑣𝑤

𝜌𝑤2 + 𝑝

𝑤(𝑒 + 𝑝)}
 
 

 
 

 (2-4) 
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The right side of the Navier-Stokes equations contain the viscous terms given by 

 

𝑅 =

{
 
 

 
 

0
𝜏𝑥𝑥

𝜏𝑦𝑥

𝜏𝑧𝑥

𝐸𝑁𝑥}
 
 

 
 

, 𝑆 =

{
 
 

 
 

0
𝜏𝑥𝑦

𝜏𝑦𝑦

𝜏𝑧𝑦

𝐸𝑁𝑦}
 
 

 
 

, 𝑇 =

{
 
 

 
 

0
𝜏𝑥𝑧

𝜏𝑦𝑧

𝜏𝑧𝑧

𝐸𝑁𝑧}
 
 

 
 

 (2-5) 

The last row of equations (2-5) above correspond to the viscous work and heat 

conduction terms, as follows. 

 
𝐸𝑁𝑥 = 𝑢𝜏𝑥𝑥 + 𝑣𝜏𝑥𝑦 + 𝑤𝜏𝑥𝑧 + 𝑘

𝜕𝑇

𝜕𝑥
 

𝐸𝑁𝑦 = 𝑢𝜏𝑥𝑦 + 𝑣𝜏𝑦𝑦 + 𝑤𝜏𝑦𝑧 + 𝑘
𝜕𝑇

𝜕𝑦
 

𝐸𝑁𝑧 = 𝑢𝜏𝑥𝑧 + 𝑣𝜏𝑦𝑧 + 𝑤𝜏𝑧𝑧 + 𝑘
𝜕𝑇

𝜕𝑧
 

(2-6) 

In the above equation, 𝑘 is the conductivity, and the viscous stresses are related to 

the velocity gradients based on Stokes relations. 

The curvilinear grid (𝑥, 𝑦, 𝑧, 𝑡) surrounding the blades may be numerically mapped 

on a Cartesian system (𝜉, 휂, 휁, 𝜏) as follows, acknowledging the fact that the grid may be 

moving in space, and deforming with time t due to bending and torsional motion of the 

blades.  

 𝜕�̂�

𝜕𝜏
+

𝜕�̂�

𝜕𝜉
+

𝜕�̂�

𝜕휂
+

𝜕�̂�

𝜕휁
=

𝑀

𝑅𝑒
[
𝜕�̂�

𝜕𝜉
+

𝜕�̂�

𝜕휂
+

𝜕�̂�

𝜕휁
] (2-7) 
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In the above equation, the tip Mach number 𝑀 and the Reynolds number 𝑅𝑒, arise 

from the non-dimensionalization of flow equations. All velocities, flow and grid velocities 

both, are non-dimensionalized based on the speed of sound. Reynolds number is based on 

a reference length such as the rotor radius, freestream density, the rotor tip speed, and 

molecular viscosity. 

The mapping may be formally written as 

 𝜏 = 𝑡
𝜉 = 𝜉(𝑥, 𝑦, 𝑧, 𝑡)

휂 = 휂(𝑥, 𝑦, 𝑧, 𝑡)

휁 = 휁(𝑥, 𝑦, 𝑧, 𝑡)

 (2-8) 

Where 

 

�̂� =
𝑄

𝐽
=

1

𝐽

{
 
 

 
 

𝜌
𝜌𝑢
𝜌𝑣
𝜌𝑤
𝑒 }

 
 

 
 

�̂� =
1

𝐽
(𝐹𝜉𝑥 + 𝐺𝜉𝑦 + 𝐻𝜉𝑧 + 𝑞𝜉𝑡)

�̂� =
1

𝐽
(𝐹휂𝑥 + 𝐺휂𝑦 + 𝐻휂𝑧 + 𝑞휂𝑡)

�̂� =
1

𝐽
(𝐹휁𝑥 + 𝐺휁𝑦 + 𝐻휁𝑧 + 𝑞휁𝑡)

�̂� =
1

𝐽
(𝑅𝜉𝑥 + 𝑆𝜉𝑦 + 𝑇𝜉𝑧)

�̂� =
1

𝐽
(𝑅휂𝑥 + 𝑆휂𝑦 + 𝑇휂𝑧)

�̂� =
1

𝐽
(𝑅휁𝑥 + 𝑆휁𝑦 + 𝑇휁𝑧)

 (2-9) 

Here 𝐽 is the Jacobean of transformation, given by 
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𝐽 ≡

𝜕(𝑥, 𝑦, 𝑧)

𝜕(𝜉, 휂, 휁)
≡ [

𝑥𝜉 𝑦𝜉 𝑧𝜉

𝑥𝜂 𝑦𝜂 𝑧𝜂

𝑥𝜁 𝑦𝜁 𝑧𝜁

] 

=
1

𝑥𝜉(𝑦𝜂𝑧𝜁 − 𝑦𝜁𝑧𝜂) + 𝑥𝜂(𝑦𝜁𝑧𝜉 − 𝑦𝜉𝑧𝜁) + 𝑥𝜁(𝑦𝜉𝑧𝜂 − 𝑦𝜂𝑧𝜉)
 

(2-10) 

 

The metrics of transformation are defined as follows: 

 𝜉𝑥 = 𝐽(𝑦𝜂𝑧𝜁 − 𝑦𝜁𝑧𝜂) 휂𝑥 = 𝐽(𝑦𝜁𝑧𝜉 − 𝑦𝜉𝑧𝜁) 휁𝑥 = 𝐽(𝑦𝜉𝑧𝜂 − 𝑦𝜂𝑧𝜉)

𝜉𝑦 = 𝐽(𝑥𝜁𝑧𝜂 − 𝑥𝜂𝑧𝜁) 휂𝑦 = 𝐽(𝑥𝜉𝑧𝜁 − 𝑥𝜁𝑧𝜉) 휁𝑦 = 𝐽(𝑥𝜂𝑧𝜉 − 𝑥𝜉𝑧𝜂)

𝜉𝑧 = 𝐽(𝑥𝜂𝑦𝜁 − 𝑥𝜁𝑦𝜂) 휂𝑧 = 𝐽(𝑥𝜁𝑦𝜉 − 𝑥𝜉𝑦𝜁) 휁𝑧 = 𝐽(𝑥𝜉𝑦𝜂 − 𝑥𝜂𝑦𝜉)

 (2-11) 

Finally, the quantities 𝑈, 𝑉, and 𝑊 are the contravariant components of velocity: 

 𝑈 = 𝜉𝑡 + 𝑢𝜉𝑥 + 𝑣𝜉𝑦 + 𝑤𝜉𝑧 

𝑉 = 휂𝑡 + 𝑢휂𝑥 + 𝑣휂𝑦 + 𝑤휂𝑧 

𝑊 = 휁𝑡 + 𝑢휁𝑥 + 𝑣휁𝑦 + 𝑤휁𝑧 

(2-12) 

And 

 𝜉𝑡 = −𝑥𝜏𝜉𝑥 − 𝑦𝜏𝜉𝑦 − 𝑧𝜏𝜉𝑧 

휂𝑡 = −𝑥𝜏휂𝑥 − 𝑦𝜏휂𝑦 − 𝑧𝜏휂𝑧 

휁𝑡 = −𝑥𝜏휁𝑥 − 𝑦𝜏휁𝑦 − 𝑧𝜏휁𝑧 

(2-13) 
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In the equation above, 𝑥𝜏, 𝑦𝜏, and 𝑧𝜏 are the grid velocities. For example, for a rotor 

in forward flight, the grid would move from right to left relative to a stationary inertial 

observer and will also rotate at an angular velocity of magnitude Ω in radians per second. 

In that case, we may define the grid velocity in a global inertial coordinate system as  

 𝑥𝜏𝑖 + 𝑦𝜏𝑗 + 𝑧𝜏�⃑� = −𝑉∞⃑⃑ ⃑⃑ + Ω⃑⃑ × 𝑟  (2-14) 

In the case of a vehicle in maneuvers, the hub motion as a function of time, obtained 

from a flight dynamics simulation, may be added to the grid velocity. While the angular 

velocity is kept constant in the simulations presented in this work, the present approach 

allows angular velocity to vary as a function of time. Thus, RPM control of drones and 

eVTOL configurations may be modelled with the present approach. 

2.2.2 Discretized form of governing equations 

Since the transformed coordinate system (𝜉, 휂, 휁 ) is a Cartesian system, with 

uniform spacing (∆𝜉 ∆휂  and ∆휁 are all chosen to be unity), equation (2-7) above may be 

discretized as follows: 

 

(
𝜕�̂�

𝜕𝜏
)

𝑖,𝑗,𝑘

+

�̂�
𝑖+

1
2
,𝑗,𝑘

− �̂�
𝑖−

1
2
,𝑗,𝑘

∆𝜉
+

�̂�
𝑖,𝑗+

1
2
,𝑘

− �̂�
𝑖,𝑗−

1
2
,𝑘

∆휂
+

�̂�
𝑖,𝑗,𝑘+

1
2
− �̂�

𝑖,𝑗,𝑘−
1
2

∆휁
 

=
𝑀

𝑅𝑒
(

�̂�
𝑖+

1
2
,𝑗,𝑘

− �̂�
𝑖−

1
2
,𝑗,𝑘

∆𝜉
+

�̂�
𝑖,𝑗+

1
2
,𝑘

− �̂�
𝑖,𝑗−

1
2
,𝑘

∆휂
+

�̂�
𝑖,𝑗,𝑘+

1
2
− �̂�

𝑖,𝑗,𝑘−
1
2

∆휁
) 

(2-15) 
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Here 

 ∆𝜉 = 𝜉
𝑖+

1
2
,𝑗,𝑘

− 𝜉
𝑖−

1
2
,𝑗,𝑘

= 1 

∆휂 = 휂
𝑖,𝑗+

1
2
,𝑘

− 휂
𝑖,𝑗−

1
2
,𝑘

= 1 

∆휁 = 휁
𝑖,𝑗,𝑘+

1
2
− 휁

𝑖,𝑗,𝑘−
1
2
= 1 

(2-16) 

The time derivative appearing in equation (2-15) is expressed to first order time 

accuracy as follows: 

 𝜕�̂�

𝜕𝜏
|
𝑛+1

=
�̂�𝑛+1 − �̂�𝑛

∆𝜏
+ 𝒪(∆𝜏) (2-17) 

With this approach, setting the mesh spacing in the transformed coordinate system 

to be unity, the discretized form of the governing equations may be expressed as 

 �̂�𝑛+1 − �̂�𝑛 

+∆𝑡 [�̂�
𝑖+

1
2
,𝑗,𝑘

− �̂�
𝑖−

1
2
,𝑗,𝑘

+ �̂�
𝑖,𝑗+

1
2
,𝑘

− �̂�
𝑖,𝑗−

1
2
,𝑘

+ �̂�
𝑖,𝑗,𝑘+

1
2
− �̂�

𝑖,𝑗,𝑘−
1
2
]
𝑛+1

 

−∆𝑡 [�̂�
𝑖+

1
2
,𝑗,𝑘

− �̂�
𝑖−

1
2
,𝑗,𝑘

+ �̂�
𝑖,𝑗+

1
2
,𝑘

− �̂�
𝑖,𝑗−

1
2
,𝑘

+ �̂�
𝑖,𝑗,𝑘+

1
2
− �̂�

𝑖,𝑗,𝑘−
1
2
]
𝑛+1

= 0 

(2-18) 

Or, formally, a nonlinear system of algebraic equations of the form 

 𝑃(𝑞𝑛+1, 𝑞𝑛) = 0 (2-19) 
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The flux terms in the transformed plane contain information crossing the 

boundaries of a cell. In compressible flow, information is transported by acoustic waves, 

entropy waves, and vorticity waves. In order to be physically consistent, the flux terms 

must be evaluated with information upstream and downstream of any given face, such as 

(𝑖 +
1

2
, 𝑗, 𝑘) shown below.  For example, acoustic waves may travel with the flow at a 

velocity (𝑢𝑛 + 𝑎), and against the flow at a velocity (𝑢𝑛 − 𝑎). Here 𝑢𝑛 is the component 

of the velocity vector (relative to the moving cell face), normal to the face. 

Over the past several decades, a number of “upwind” weighted schemes have been 

developed [86-90].  The most popular of these is the Roe scheme [91], with a third order 

upwind weighting proposed by Van Leer [92].  

 

Figure 2-2 Computational domain in the transformed plane 

In this approach, we first compute the flow properties just to the left and right side 

of a given cell face such as (𝑖 +
1

2
, 𝑗, 𝑘)  as follows. 

 
𝑞𝐿 = 𝑞𝑖,𝑗,𝑘 +

1

4
[(1 − 𝜅)(𝑞𝑖,𝑗,𝑘 − 𝑞𝑖−1,𝑗,𝑘) + (1 + 𝜅)(𝑞𝑖+1,𝑗,𝑘 − 𝑞𝑖,𝑗,𝑘)] 

𝑞𝑅 = 𝑞𝑖+1,𝑗,𝑘 −
1

4
[(1 − 𝜅)(𝑞𝑖+1,𝑗,𝑘 − 𝑞𝑖,𝑗,𝑘) + (1 + 𝜅)(𝑞𝑖+2,𝑗,𝑘 − 𝑞𝑖+1,𝑗,𝑘)] 

(2-20) 
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In this equation, 𝜅 determines the spatial accuracy. For example, 𝜅 = 1 3⁄  yields 

third order spatial accuracy. 

Once the third order interpolation of the flow properties 𝑞𝐿 and 𝑞𝑅 at the left and 

right side of cell spaces are found, the fluxes are found using Roe’s approximate Riemann 

solver as follows: 
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(2-21) 

Vinokur and Liu [93] have given explicit expressions for these terms. 
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 (2-22) 

where 

 
𝛿1 = 𝐶1

𝛥𝑝

�̃��̃�2
+

1

2
𝐶2

𝛥𝑈𝐶

�̃�
 

𝛿1 = 𝐶1�̃�∆𝑈𝐶 +
1

2
𝐶2

𝛥𝑝

�̃�
 

𝐶1 = −|𝜆1̃| + 0.5(|𝜆2̃| + |𝜆3̃|) 

𝐶2 = −|𝜆2̃| − |𝜆3̃| 

(2-23) 
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Here, the operator ∆ represents changes in the flow properties from the left to right. 

Also, 

 𝜆1̃ = �̃� 

𝜆2̃ = �̃� + 𝑎 

𝜆3̃ = �̃� − 𝑎 

�̃� = 휂𝑡 + 휂𝑥�̃� + 휂𝑦�̃� + 휂𝑧�̃� = (�⃑� − 𝑉𝐺
⃑⃑⃑⃑ ) ∙ �⃑�  

𝑈�̃� = 𝑛𝑥�̃� + 𝑛𝑦�̃� + 𝑛𝑧�̃� = �⃑� ∙ �⃑�  

∆𝑈𝐶 = 𝑛𝑥(𝑢𝑅 − 𝑢𝐿) + 𝑛𝑦(𝑣𝑅 − 𝑣𝐿) + 𝑛𝑧(𝑤𝑅 − 𝑤𝐿) 

(2-24) 

The vector �⃑�  is the unit normal vector with its Caresian componets (nx, ny, nz) at 

the cell face and the vector 𝑉𝐺
⃑⃑⃑⃑  is the grid velocity at (𝑖 +

1

2
, 𝑗, 𝑘). 

2.2.3 Time marching algorithm 

With the temporal discretization and spatial discretization briefly discussed above, 

we get a system of non-linear algebraic equations at any given time level (𝑛 + 1) coupling 

the flow properties q at the cell (𝑖, 𝑗, 𝑘) to the properties in the neighbour cells. Recall that 

the discretized form may formally be written as 

 𝑃(𝑞𝑛+1, 𝑞𝑛) = 0 (2-25) 

𝑃 is a non-linear function and includes contributions from the discretized from of 

the time derivative and the discretized from of the spatial derivatives shown in equation (2-

25). It is customary to use a Newton-Raphson iteration scheme, expanding the function 

about the known value at a previous time step using Taylor series. 
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𝑃(𝑞𝑛+1, 𝑞𝑛) ≈ 𝑃(𝑞𝑛) + [

𝜕𝑃

𝜕𝑞
]
𝑛

(𝑞𝑛+1 − 𝑞𝑛) = 0 (2-26) 

Here 
𝜕𝑃

𝜕𝑞
 is the derivative of the function 𝑃  (discretized form of governing 

equations), and is computed at the previous time level 𝑛. Thus, this derivative is explicitly 

known.  Since 𝑃 involves the properties at the cell and its neighbours both, a coupled linear 

system of equations results, which may be written as 

 [𝐴](𝑞𝑛+1 − 𝑞𝑛) = −𝑃(𝑞𝑛) (2-27) 

The matrix 𝐴 is diagonally dominant, since the main diagonal is of order 1 while 

the off-diagonal terms are multiplied by ∆𝑡 , and therefore are of order ∆𝑡 . One such 

equation results at each of the nodes (𝑖, 𝑗, 𝑘). This results in a very large sparse system of 

simultaneous equations. Each equation contains non-zero elements only along the main 

diagonal and corresponding the immediate neighbours. 

An exact inversion of the above sparse system is costly in terms of arithmetic 

operations, and memory requirements. For this reason, in the present study, this system is 

inverted using an incomplete LU factorization scheme as discussed in [94]. 

2.2.4 Turbulent mixing effects 

In turbulent flows, the molecular viscous mixing effects are augmented by an eddy 

transport of momentum and energy. In RANS equations, it is customary to augment the 

molecular viscosity 𝜇 with 𝜌𝜈𝜏, where 𝜈𝜏 is the eddy viscosity. A variety of eddy viscosity 

models are available in the baseline solver. In this particular work, the Spalart-Allmaras 
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one equation model is used. A detailed discussion of the Spalart-Allmaras model, and the 

modifications to this solver to incorporate the effects of transition, are given in Appendix 

A.  

2.2.5 Full span wake model 

In many computational fluid dynamics solvers, the discretized form of the 

governing equations is solved over the entire flow domain, both the near field surrounding 

the rotor blades, and the far field wake. This approach is very costly, especially if the wake 

from the blades need to be resolved accurately. For an accurate resolution of the vortex 

wake, the required grid spacing will be approximately one-tenth of the vortex core, on the 

order of millimetres. This would result in billions of grid points. If a coarser grid is used, 

the vorticity field will be quickly dissipated and the induced flow effects from the wake 

would not be accurately captured. As a result, adverse effects of the rotor wake on 

downstream components such as a tail rotor would not be accurately predicted. 

In the baseline hybrid solver, the following approach is used. At each radial location 

on the blade, the lift force per unit span is converted into bound vortices using the classical 

Biot-Savart law. Due to conservation of angular momentum, any radial variation in the 

bound circulation would generate a trailing vortex downstream of the blade. Likewise, 

azimuthal (or temporal) variations in the bound circulation would cause shed vortices to be 

shed from the blade. Thus, each and every blade would generate its own system of trailing 

and shed vorticity field, which would be captured and carried away from the rotor by the 

forward speed. 
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Figure 2-3 Schematic of the trailing and shed wake structures 

In the hybrid methodology, the far field is represented by piecewise straight-line 

elements that form the edges of the trailing and shed vortex structures.  To avoid double 

counting the near field of vorticity in the rotor’s immediate wake captured within the body-

fitted grid, the wake model keeps track only of the wake elements outside the 

computational grid. 

The distributed structure of shed and trailing vortices shown above would induce a 

velocity field. This may be evaluated using Biot-Savart law. For a given segment of the 

vortex, the induced velocity at any “control” point away from that filament may be 

computed from equation (2-28) as follows: 
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Figure 2-4 Schematic of a vortex filament segment and the control point where induced 

velocity is computed 

 

�⃑� 𝑖𝑛𝑑𝑢𝑐𝑒𝑑 =
𝛤

4𝜋
𝑟1⃑⃑⃑  × 𝑟2⃑⃑  ⃑

(𝑟1 + 𝑟2) (1 −
𝑟1⃑⃑⃑  ∙ 𝑟2⃑⃑  ⃑
𝑟1𝑟2

)

(𝑟1𝑟2)2 − (𝑟1⃑⃑⃑  ∙ 𝑟2⃑⃑  ⃑)2 + 𝑟𝑐2(𝑟1
2 + 𝑟2

2 − 2𝑟1⃑⃑⃑  ∙ 𝑟2⃑⃑  ⃑)
 

(2-28) 

 

In the above equation the quantity 𝑟𝑐  is the vortex core. It serves the following 

purpose. It ensures that the denominator does not go to zero, when the control point 

approaches the filament, and falls anywhere on the filament. In that event, the denominator 

would be finite, while the numerator goes to zero. Thus, the induced velocity in the core of 

the vortex would approach zero, consistent with the Rankine vortex core approximation. 

 The induced velocity from the vortex wake from all the rotor blades (and all the 

rotors) is computed and applied as boundary conditions at the inflow boundaries of the 

body-fitted grid. As a result, the effect of the wake is felt by the solver, while the bound 

circulation over the rotor blades is coupled to the rotor wake. 
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 The self-induced velocity is also computed at selected points on the rotor wake 

filaments, as shown in Figure 2-3 above. Since the vorticity field would move with the 

local flow velocity, the filament location is advanced by a distance over the time period 

∆𝑡. Thus, the present approach allows a fully distorted wake for a single rotor to form and 

evolve as shown in Figure 2-5 below. In the case of multi-rotor configurations, additional 

wake structures from neighbor rotors need to be included in the induced velocity 

computation. Therefore, the problem size increases by n times, where n is number of rotors 

in the simulation. Furthermore, while computing the induced velocity on each rotor disk in 

the multi-rotor configuration, the problem size increases by n2 times. The GPU CUDA 

program developed to speed up the induced velocity computation will be addressed in the 

section 2.7. 



 27 

 

 

 

Figure 2-5 Visualization of the distorted rotor wake for a two-bladed rotor 

(For clarity, only the trailing filaments are shown) 
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 Rotor Trim 

The present formulation predicts all the three components of forces at the shaft 

(thrust, H-force, and Y-force), and the three moments (torque, pitch, roll) through an 

integration of the surface pressure and shear forces on individual blades. In the case of 

multiple rotors, the integrated loads are independently stored for each of the rotors. 

Additionally, for each rotor at each computational radial location, the sectional forces 

normal to and along the chord are computed and saved. The sectional pitching moments 

are also computed. These computed values are saved as ASCII files at user specified 

azimuth intervals. 

In the case of a helicopter in flight (hover, forward flight, or maneuvers), the target 

values for the forces and moments are specified as part of the flight conditions, in addition 

to flight speed, rotor RPM, and the shaft tilt as a function of time in an inertial coordinate 

system. The purpose of rotor trim is to iteratively adjust the collective and cyclic pitch of 

the individual rotors at each instance in time (averaged over multiple blade revolutions), 

ensuring that the computed hub forces and moments match the target values. In the present 

framework, the trim may be done in one of three ways. 

The sectional forces and moments at user specified radial locations, at user 

specified azimuth locations, may be passed on to a comprehensive analysis such as 

DYMORE, RCAS, or CAMRAD-II in a standardized ASCII file format that is being used 

in the US helicopter research and development community. The comprehensive analysis 

performs the rotor trim using the computed CFD airloads, and models the blade flapping 

and pitching dynamics, as well as the elastic bending and torsional deformations of the 
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blade. The resulting information about the blade motion (three linear displacements and 

three rotations at each radial location and selected azimuth locations, including elastic 

effects) is returned to the flow solver as a "motion file" in a standardized format. The data 

between the CFD and comprehensive CSD (computational structural dynamics) tools is 

exchanged over multiple loosely coupled CFD/CSD iterations, until the computed hub 

forces and moments converge to target values. This approach has been used by a number 

of researchers within the present research group to model UH-60A rotor in steady level 

flight, pull up maneuvers, and dive turn maneuvers [44]. 

Alternatively, for rigid rotors, a simplified manual trim procedure may be used, 

where the collective and cyclic pitch settings are adjusted iteratively. For example, for the 

coaxial rotor in hover, an increase in the collective pitch would result in an increase in 

thrust as well as an increase in torque required to turn the rotor. The lateral and longitudinal 

cyclic coefficients would affect the rolling and pitching moments and influence the blade 

flapping dynamics.  A three-by-three system of nonlinear equations are solved. A Newton 

Raphson method is used, with the terms within the 3x3 Jacobians are estimated analytically 

from classical blade element methods with a uniform inflow.  This iterative process may 

also be modified to ensure that the sum of the rotor torque adds up to zero in the case of 

coaxial rotors.   

Finally, the rotor trim settings may be directly taken from experiments or obtained 

from outside sources. For example, in the case of the Georgia Tech studies on coaxial and 

tandem rotors, the individual rotors were connected to separate shafts. The collective pitch 

was held fixed, and no cyclic variations were applied. These values were directly used in 

the calculations reported here. No attempt was therefore made to ensure zero net torque. In 
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the case of Harrington Coaxial Rotor 1 in forward flight, the trim settings obtained by 

Barbely and Komerath, using CAMRAD-II loosely coupled to RotCFD solver with the 

discrete blade model were used. These values are readily available in tabulated form [43]. 

This was done to ensure that the two flow solvers being used (GT-Hybrid and RotCFD) 

both used identical trim settings. 

 Calculation of Sectional Loads, Thrust, and Power 

At user specified time intervals, the surface pressure data and skin friction data are 

computed at several radial locations on the blade. For each radial segment, the surface 

pressure forces and viscous forces are numerically integrated using Trapezoidal rule to 

arrive at sectional normal force T (normal to the plane of rotation) and sectional tangential 

force D (along the plane of rotation) as shown in Figure 2-6.   

It should be noted that the inviscid and viscous contributions are individually stored. 

For example, D would include inviscid drag Di, as well as the viscous force Dv 

contributions.  The inviscid drag would include induced drag as well as wave drag, in the 

event shocks form on the blade surface. 

These contributions from each blade segment (blade element) are summed up to get 

the thrust force per blade, at a given azimuthal location. This quantity is multiplied by the 

total number of blades, and an azimuthal averaging is done in a separate post-processing 

step (which involves a simple arithmetic average of thrust over 360 azimuthal locations on 

the rotor disk, 1 degree apart, say) to get azimuthally averaged thrust force T generated by 

the entire rotor.  
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The quantity D (equal to Di + Dv) is multiplied by the radial location r to get the 

sectional contribution to torque. Likewise, this quantity is multiplied by the in-plane 

component of velocity (r + V∞ cos s sinΨ) to arrive at the sectional contribution to 

induced power and profile power at that particular azimuthal location. Here  is the blade 

angular velocity in radians per second, V∞ is the forward speed, and s is the shaft angle of 

attack. These quantities are summed up over all blade segments, multiplied by the number 

of blades, and finally azimuthally averaged to get induced power, and profile power. 

These dimensional values of azimuthally averaged thrust and power (profile power 

and induced power) are subsequently non-dimensionalized to extract CT, CPi, and CP0. 

 

Figure 2-6 Force coordinates for sectional normal force and sectional tangential force 

  

Plane of Rotation, 

Normal to the Shaft

Sectional Thrust  T

In-plane Force D 
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 Computer Resources Requirements 

The GT-Hybrid method is computationally very efficient, since the time consuming 

Navier-Stokes calculations are done only in a small region surrounding the rotor blades. 

The wake is modeled using discrete line or point vortices. The present simulation, on an 

eight-core desktop system (Intel® Xeon® E5-1650 v4 processors 3.60GHz), requires 45 

minutes of computer time per blade revolution for a single rotor configuration. Calculations 

are continued for 10 or more revolutions to ensure that the solution has fully converged. 

The overall CPU time is around 8 hours on a desktop system for a single CFD/CSD 

iteration. For multiple rotors, the computer time is directly proportional to the number of 

rotors.  

In contrast, wake capturing methods would require hundreds of millions of grid 

points and a distributed (or a shared memory) computing architecture. Reported computer 

times are of the order of several hundred hours on these high-speed systems. For example, 

recent studies for a rotor similar to the S-75 rotor were done on a grid with 393 million 

points. The computational resources required to generate a solution of 20 rotor revolutions 

is 275,000 CPU hours. Spread across 1600 processors, the time to generate a solution is 

over 7 days[95].  These approaches are not presently suitable for design and development 

studies. However, in spite of the large computer resources required by these methods, it is 

necessary to pursue such fundamental studies to capture vortex phenomena not adequately 

modeled by Lagrangian wake models. 
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 Enhancement to the GT-Hybrid Solver Implemented in the Present Study 

As part of the present analysis, the following enhancements were made to the baseline 

GT-Hybrid solver. 

1. The previous version of the analysis was limited to isolated rotors, and coaxial 

rotors. Thus, all the blades revolved around a single rotor shaft axis. The angular 

velocity vector was along the shaft axis, clockwise or counterclockwise. 

Under the present study, the analysis was generalized to handle any number of 

rotors revolving about their own shaft axes. The angular velocity vectors may be 

pointing in a direction specified at the start of the simulation. As a result, in addition 

to multi-rotors such as tandem and quad-rotor systems, the present analysis allows 

main rotor- tail rotor interactions, and rotor-propulsor interactions to be modeled.  

Ground effects may also be modeled (with the ground plane assumed to be an 

inviscid symmetry plane) simply by placing image rotors and image trailing 

vortices beneath the ground plane.  

2. The Spalart-Allmaras model implemented in the baseline solver assumes the flow 

over the rotor blade surfaces to be fully turbulent. While this may be a reasonable 

assumption for large scale rotors, this approach would yield incorrect results for 

small scale rotors with Reynolds numbers (based on local chord length) of the order 

of 104 to 105.   

To address this deficiency, an existing transition model was implemented in the 

analysis. Appendix A gives details of the baseline turbulence models, and the 

implementation of the transition model. This model, to the author’s knowledge, has 

only been implemented for 2-D flows. As part of the present analysis, this model 
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was validated for rotors in hover. Appendix A includes the 2-D and 3-D validation 

studies. 

3. In the case of multi-rotor configurations, the interaction of the rotor wake with 

downstream components are of interest. These components may include the tail 

rotor, pusher propeller, horizontal and vertical stabilizers, and tail booms. A GPU 

based induced velocity solver was developed which allows the induced velocities on 

any plane in the flow to be computed in a matter of seconds. 

 Inflow Distribution Computation by Using GPU CUDA 

The graphics processing unit (GPU) was originally designed to handle computation 

only for computer graphics which required memory-intensive calculations. Compared to 

the central processing units (CPU) with a latency-oriented processor architecture, the GPU 

execute single task slower than CPU.  However, GPU processors have a large number of 

cores and superior memory bandwidth, making these processors well suited for solving 

massively parallel simulations. Over the past decades, the GPU computing has become an 

integral part of mainstream computing system [96, 97].  

In the current study, a NVIDIA GeForce RTX 2060 SUPER graphics with a Turing 

architecture card is used. The graphics card specifications are given in Appendix C. The 

software implemented in this work is based on CUDA which is the native parallel 

programming platform from NVIDIA. NVIDIA, introduced CUDA in November 2006, 

originally stood for “Compute Unified Device Architecture”, a parallel computing platform 

and programming model that leverages the parallel compute engine in NVIDIA GPUs for 

solving computational problems in a more efficient way than on a CPU.  
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The workflow and the pseudo code for the parallel induced velocity algorithm by 

using GPU CUDA are shown in Figure 2-7 and Figure 2-8. After initialization and reading 

the input file from GT-Hybrid, the program precomputes the size of the wake and prepares 

the array to store the wake structure. The GT-Hybrid is written in Fortran 90, with data 

arrays stored in the column-major order. The GPU CUDA program is written in C++ 

programming language, which expects the data to be available in row-major order. For this 

reason, the wake data received from the GT-Hybrid solver is first converted into row-major 

order. This speeds up the memory access process in the following steps. The user specified 

locations on a 2-D plane where induced velocity values are desired are also stored in a 

target points array within the GPU solver.  

The cudaMalloc() API is used to allocate the memory on the device side for the 

data transferred from the host to the device. The data is copied from host to the device 

using cudaMemcpy(). Once the data is available on the device side, the kernel is launched 

with user specified dimensions (dimGrid, dimBlock) which corresponds to the size of the 

target plane. Each thread is assigned one target point, and the threads are executed in 

parallel. After the computation on the device side is completed, the data is copied back to 

the host side and the memory is released on the device using cudaFree(). Finally, the results 

are written to an output file for post-processing purposes.  
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Figure 2-7 Workflow for the induced velocity computation using GPU CUDA 

 

 

Figure 2-8 Pseudo code for the parallel induced velocity algorithm 
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Three version of the induced velocity calculations have been implemented. The first 

version uses serial execution on a single processor. The second version uses message 

passing interface (MPI) to exchange data between the processors on a distributed computer 

system. This version utilized 24 processors and 18 fold speed up was achieved. The GPU 

CUDA version achieved a hundredfold speed up in computer time, compared to the serial 

CPU-based version. The run-time comparison between these three methods is shown in 

Table 2-1 below. 

 

Table 2-1 Run-time and speed up comparison between serial, MPI, and GPU CUDA 

 Run-time Speed-up 

Serial ~2000s 1 

MPI 

(24 processors) 
~110s ~18 

GPU CUDA ~20s ~100 
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 Extraction of the Dynamic Inflow Model 

The computed inflow velocity field normal to the rotor disk is a function of non-

dimensional radial location 𝑟  and azimuth angle 𝜓. In many fight dynamics applications, 

only the azimuthally induced velocity component, and the one-per-rev variations are of 

interest. The following methodology from [17] is used to reduce this data from the CFD 

calculations. 

The induced velocity 𝑣𝑧⃑⃑  ⃑(𝑟 , 𝜓) at the rotor disk, normalized by the rotor tip speed, 

is related to the mean thrust, and the rolling and pitching moments generated by the rotor 

at the hub and may be expressed as a series. The first few terms of this series are: 

 𝑣𝑧⃑⃑  ⃑(𝑟 , 𝜓) = 𝜆0 + 𝜆1𝑐𝑟 cos (𝜓) + 𝜆1𝑠𝑟 sin (𝜓) (2-29) 

Since the induced velocity is available from CFD simulations, we may compute 𝜆0, 

𝜆1𝑐, and  𝜆1𝑠 as: 

 
𝜆0 =

1

𝜋
∫ ∫ 𝑣𝑧⃑⃑  ⃑(𝑟 , 𝜓)𝑟 𝑑𝑟 𝑑𝜓

1

0

2𝜋

0

 

𝜆1𝑐 =
4

𝜋
∫ ∫ 𝑣𝑧⃑⃑  ⃑(𝑟 , 𝜓)𝑟 2𝑐𝑜𝑠(𝜓)𝑑𝑟 𝑑𝜓

1

0

2𝜋

0

 

𝜆1𝑠 =
4

𝜋
∫ ∫ 𝑣𝑧⃑⃑  ⃑(𝑟 , 𝜓)𝑟 2 sin(𝜓) 𝑑𝑟 𝑑𝜓

1

0

2𝜋

0

 

(2-30) 
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 RotCFD 

RotCFD is widely used in the rotorcraft industry [80, 81, 98-100]. With a user-

friendly graphic user interface (GUI), one can access either the Rot3DC structured solver 

or the RotUNS unstructured solver. The flow solver in RotUNS is a finite volume based 

SIMPLE solution algorithm for pressure-velocity coupling. The solver uses a k-ε 

turbulence model. Two options are available for modeling rotors: the discrete blade source 

model (DBM) and the distributed source model (DSM). Both options rely on user-provided 

tables of two-dimensional airfoil load coefficients for a range of angle-of-attack and Mach 

number. Using the computed velocity field at the rotor disk, the sectional angles-of-attack 

and the Mach number are computed at several radial sections. The corresponding 

aerodynamic coefficients are retrieved from the airfoil tables. The sectional forces and 

moments are then converted into source terms that are added to the momentum equations 

at the grid cells that encompass the blade section. In this study, the distributed source model 

(RotUNS) has been used. 
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CHAPTER 3. High Reynolds Number  

Multi-Rotor Simulations 

In the previous chapter, extensions to the hybrid Navier-Stokes methodology for 

modeling multi-rotor configurations were discussed. The specific extensions include the 

ability to handle multiple tip vortex and inner wake structures that mutually interact and 

undergo extensive deformation. These extensions also allow the methodology to handle 

rotors that are placed with a user specified vertical and horizontal offset distances.  

Scenarios where the rotor shaft axes are pointing in different directions (as in the case of 

rotor-propulsor interactions) may also be handled.  These extensions allow a broader 

variety of configurations, representative of modern eVTOL and drone configurations, to 

be modeled without approximations related to airfoil tables, tip losses, analytically derived 

non-uniform inflow models, etc. The present approach may also be readily coupled to an 

elastic analysis of the rotor blades allowing a full aeroelastic simulation of these systems. 

In this chapter, two specific applications of the present approach are presented, and 

compared against available test data. 

 Coaxial Harrington Rotor 

Harrington performed one of the earliest experimental studies of full scale coaxial 

rotors in the Langley full scale wind tunnel in 1951 [46]. He examined the aerodynamic 

performance of two rotor blade planforms, commonly referred to as Rotor 1 and Rotor 2. 

The coaxial rotors had two-bladed rotors, with a 25-foot diameter.  
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Rotor 1 had a more complex geometry with a solidity of 0.027 per rotor (0.054 for 

both rotors), with the blades tapering from root to tip with a tip-to-root chord ratio of 0.35. 

As shown in Figure 3-1, the airfoils also varied in thickness from the root, with a thickness-

to-chord ratio t/c of 0.31 at the root, and a t/c of 0.12 at the tip. The vertical spacing between 

the upper and lower rotors was of 9.3% of the rotor diameter.  

Rotor 2 had a much simpler geometry, with constant-chord blades with a solidity 

of 0.076 per rotor (0.152 for both rotors). The blades were linearly tapered in thickness 

(31% chord at root to 15% at tip). The rotor spacing for Rotor 2 was 8.0% of the rotor 

diameter.  

In this study, Rotor 1 configuration is being modeled. A piecewise linear 

interpolation of the blade surface is done in the radial direction based on the supplied 

information at these stations.  

 

Figure 3-1 Harrington rotor1 blade geometry  
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This rotor has been extensively studied by a number of researchers, although most 

simulations have focused only on the rotor performance, i.e. variation of power with thrust. 

These studies include computational fluid dynamics solvers based on Reynolds averaged 

Navier-Stokes methods [101], unsteady surface panel methods with a free wake [102], and 

viscous vortex particle methods [103]. 

 Tandem Rotors 

The tandem rotor considered in this study has been documented in [50]. As shown 

in Figure 3-2, the front rotor is rotating in the counter-clockwise direction (when viewed 

from above the helicopter), and the rear rotor is rotating in the clockwise direction. The 

blades are initially placed at a 90-degree azimuthal offset as shown above. Both the rotors 

have an identical radius of 7.62 feet, and an identical solidity of 0.0968. L is the distance 

between the shaft centers, and the D is the diameter of the rotor. In the experiments, the 

tandem rotor configuration has no vertical offset. Two cases with overlapping and non-

overlapping cases are studied. The corresponding length-to-diameter ratios for non-

overlapping and the overlapping cases are 1.03 and 0.63, respectively. For the overlapping 

rotor case, the total disk area is reduced by 13.4%. 
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(a) 

 
(b) 

 

Figure 3-2 Tandem rotor configuration (a) zero overlap (b) 13.4% area overlap 
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 Results for the Harrington Coaxial Rotor 1 

3.3.1 Hover control input 

For the hover condition, the collective pitch values for both the rotors are held fixed, 

and no cyclic pitch variations are applied. Barbely et al. trimmed the rotors for zero net 

torque, using the comprehensive analysis CAMRAD-II [98] for various total thrust values. 

There values, shown in Table 3-1 below, have been used in GT-Hybrid and RotCFD both 

to facilitate one-to-one comparisons between the two flow solvers. 

 

Table 3-1 Hover control angle inputs for the Harrington rotor 1 

Upper Rotor 

휃0(°) 
Lower Rotor 

휃0(°) 

1.5 1.5 

3.0 3.2 

5.0 5.2 

7.0 7.2 

8.0 8.2 

9.0 9.2 

10.0 10.2 

11.0 11.0 

11.9 12.0 
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3.3.2 Hover performance 

Figure 3-3 shows GT-Hybrid hover performance predictions compared with 

experimental measurements for the Harrington coaxial rotor 1. These results were 

generated for a collective pitch range from 1° to 10°. At low thrust settings, the power 

consumption is primarily from the profile drag of the rotor, including the connectors that 

join the rotor blades to the rotor. Since these components are not modeled in GT-Hybrid, 

the agreement is very poor. Agreement improves at high thrust settings, where the induced 

power effects dominate. 

 

Figure 3-3 Power coefficient variation with thrust coefficient for the Harrington rotor 1 in 

hover  
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3.3.3 Hover inflow distribution 

The computed inflow velocity distribution at the rotor disk was next examined. 

Contour plots of the induced flow over the rotor disk were extensively used to visually 

examine the interference effects, as shown in Figure 3-4 at a representative thrust setting 

of CT = 0.005.  

GT-Hybrid RotCFD 

  

Figure 3-4 Induced velocity distribution of Harrington rotor 1 from GT-Hybrid and 

RotCFD 
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The inflow distributions for the upper rotor from the two solvers were quite 

comparable. For the lower rotor, GT-Hybrid indicated a steeper radial variation of the 

inflow. This was traced to the vortex wake from the upper rotor (which is discretely 

modeled using a vortex lattice) interacting with the lower rotor. RotCFD uses a wake 

capturing model with a somewhat diffused wake, and the radial variations were smooth. 

For quantitative analyses, the values of 0, 1c, and 1s extracted from the inflow 

were used. In hover, the coefficients 1c and 1s are negligible, i.e. at least two orders of 

magnitude smaller than 0. Table 3-2 below shows the extracted data at CT = 0.0051. Both 

solvers gave very similar estimates for 0 for the upper rotor (within 3% of each other). 

The results for 0 for the lower rotor were higher compared to the upper rotor as may be 

expected. The predictions from the two solvers are noticeably different for the lower rotor 

by 8%. 

Table 3-2 Inflow coefficients for the Harrington rotor 1 in hover from GT-Hybrid and 

RotCFD for CT = 0.0051 

Harrington rotor 1 𝜆0 𝜆1𝑐 𝜆1𝑠 

Upper rotor 

GT-Hybrid 0.0393 2.41e-4 -2.33e-6 

RotCFD 0.0406 -2.94e-4 1.45e-4 

Lower rotor 

GT-Hybrid 0.0521 4.10e-4 3.51e-6 

RotCFD 0.0567 -8.81e-5 2.60e-4 
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3.3.4 Forward flight inflow distribution 

The forward flight calculations have been done for the Harrington Rotor 1 using 

both GT-Hybrid and RotCFD at range of advance ratios of 0.12 to 0.24. The shaft axis and 

control settings from [98] are shown in Table 3-3.  Both solvers used identical settings. 

Table 3-3 Forward flight control angle inputs for Harrington rotor 1 

Upper Rotor 

𝜇 𝛼𝑠(°) 휃0(°) 휃1𝑠(°) 휃1𝑐(°) 

0.12 -2.16 8.07 -2.75 1.05 

0.14 -2.85 8.08 -3.12 0.84 

0.16 -3.64 8.31 -3.55 0.69 

0.18 -4.51 8.69 -4.03 0.59 

0.20 -5.47 9.21 -4.57 0.50 

0.22 -6.46 9.87 -5.19 0.42 

0.24 -7.53 10.68 -5.90 0.36 

Lower Rotor 

𝜇 𝛼𝑠(°) 휃0(°) 휃1𝑠(°) 휃1𝑐(°) 

0.12 -2.16 7.98 -2.43 1.32 

0.14 -2.85 8.03 -2.89 0.99 

0.16 -3.64 8.27 -3.35 0.81 

0.18 -4.51 8.67 -3.85 0.69 

0.20 -5.47 9.19 -4.36 0.63 

0.22 -6.46 9.85 -5.07 0.55 

0.24 -7.53 10.65 -5.75 0.50 
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GT-Hybrid RotCFD 

  

Figure 3-5 Induced velocity distribution for Harrington rotor 1 from GT-Hybrid and 

RotCFD at 𝝁 = 0.14 
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Figure 3-6 Comparison of sectional induced velocity distributions between GT-Hybrid 

and RotCFD for upper and lower rotors at 𝝁 = 0.14 
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Figure 3-5 above shows the induced velocity fields for visual comparison between 

GT-Hybrid and RotCFD at 𝜇 = 0.14. Both solvers captured the downward directed induced 

flow through the upper and lower rotors. The lower rotor tends to have higher induced 

velocities near the 45-degree azimuth location as shown in Figure 3-6. 

Table 3-4 shows the extracted inflow coefficients from the two solvers at  = 0.14. 

The two solvers produced 3% to 6% difference in thrust at the same advance ratio. Since 

0 behaves like CT
3/2 this resulted in 5% to 9% variation in 𝜆0 between the two solvers for 

the upper and lower rotor both. The simulations indicate a small but finite positive value 

for 1c. In the front part of the rotor disk, in the tip region, a small amount of upwash is 

also seen as expected. The flow field is nearly symmetric in the lateral direction. 

Consequently, the coefficient 1s is nearly zero. 

Table 3-4 Inflow coefficients for the Harrington rotor 1 in forward flight from GT-Hybrid 

and RotCFD 

     

𝜇 = 0.14 𝜆0 𝜆1𝑐 𝜆1𝑠 

Upper rotor 

GT-Hybrid 0.0154 0.0221 4.51e-4 

RotCFD 0.0148 0.0164 2.06e-4 

Lower rotor 

GT-Hybrid 0.0160 0.0253 3.83e-4 

RotCFD 0.0148 0.0175 2.71e-4 
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Figure 3-7 shows the variation of inflow distribution at several advance ratios for 

the Harrington rotor 1, using GT-Hybrid. As the forward flight speed increases, the wake 

from the upper rotor is convected downstream, and the region of the downward directed 

induced velocity is shifted towards the rear half of the lower disk. Figure 3-8 shows the 

variation of inflow coefficients with advance ratio for the Harrington rotor 1 in graphical 

form. It is seen that the two solvers behave in a consistent, and physically expected manner. 

The azimuthally averaged component of the inflow behaves like CT/2. As expected from 

the Glauert inflow model, the uniform inflow coefficient 𝜆0  through the upper rotor 

progressively decreases as advance ratio increases. Similar to upper rotor, the 𝜆0 of the 

lower rotor is found to decrease as the advance ratio increases. It is seen that the lower 

rotor experiences a higher inflow 𝜆0 relative to the upper rotor, due to wake interference 

effects from the upper rotor. The forward flight carries the wake aft, causing induced inflow 

in the rear half of the rotor disk to be higher for both the upper and lower rotors. Therefore, 

the longitudinal inflow coefficient 𝜆1𝑐  for both rotors also decreases with increasing 

advance ratio. Furthermore, the magnitude of the longitudinal inflow coefficients for lower 

rotor is higher because of the fore-aft asymmetry in the inflow caused by the interaction of 

the upper rotor wake with the lower rotor disk. The lateral variation 𝜆1𝑠 was negligibly 

small at all advance ratios as in hover. 
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Figure 3-7 Induced velocity distribution for the Harrington rotor 1 from GT-Hybrid at 𝝁 

= 0.12, 0.16, 0.20, and 0.24 
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Upper Rotor 

 

Lower Rotor 

 

Figure 3-8 Inflow coefficients in forward flight for the Harrington rotor 1 
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 Results for the Tandem Twin Rotor 

3.4.1 Hover control inputs 

For the tandem twin rotor in hover, the collective pitch values for the rotors range 

from 1 degree to 10 degrees in one-degree increments, to cover the thrust coefficient range 

reported in the experiments. The test report does not indicate whether the collective pitch 

values were adjusted to ensure torque balance. The control setting used in both flow solvers 

(GT-Hybrid and RotCFD) is identical. 

3.4.2 Hover performance 

The test data is available as a plot of required thrust vs. required power [50]. 

Reasonably good agreement between the present predictions and measurements is 

observed. 

 

Figure 3-9 Comparison of predicted and measured power coefficient as a function of 

thrust coefficient  
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3.4.3 Hover inflow distribution 

GT-Hybrid RotCFD 

  

Figure 3-10 Induced velocity distribution for the no-overlap tandem rotor configuration 

from GT-Hybrid and RotCFD  



 57 

 

 

GT-Hybrid RotCFD 

  

Figure 3-11 Induced velocity distribution for the overlapped tandem rotor configuration 

from GT-Hybrid and RotCFD 
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The inflow velocity distribution at the rotor disk was next examined. The flow field 

is unsteady with a two-per rev variation in both the airloads and the inflow. In flight 

dynamics simulations, time-averaged inflow distribution as well as the unsteady (or 

azimuthal) variation of inflow is of interest. Figure 3-10 and Figure 3-11 above show the 

time-averaged inflow velocity normal to the rotor disk from the two analyses. While there 

are radial variations in the inflow, it is seen that the inflow velocity is nearly uniform with 

respect to the azimuth except in the region of interference - near zero-degree azimuth for 

the front rotor and 180-degree azimuth for the rear rotor. Again, the radial gradients in the 

GT-Hybrid were somewhat sharper because of the way the wake was modeled (free wake) 

related to RotCFD (wake capturing). 

The inflow data for the tandem rotor configurations were examined visually and 

quantitatively in a manner similar to the coaxial rotor. The flow field is unsteady even in 

hover, with a two-per rev variation in airloads and the inflow both. In flight dynamics 

simulations, time-averaged inflow distribution and the unsteady (or azimuthal) variation of 

inflow are both of interest. Table 3-5 shows the representative inflow coefficients from 

GT-Hybrid at a collective pitch of 8 degrees. The computed thrust coefficient was 0.0053 

for the non-overlap case, and 0.0049 for the overlap case, indicating that the overlap has 

an adverse effect on thrust production. At the same time, the induced inflow component 0 

increases for the overlap case relative to the non-overlap case. Thus, rotor overlap has an 

adverse effect on power consumption. It is also clearly seen that strong azimuthal variations 

are indeed present, even in hover as indicated by the non-zero components of 1c and s. 
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Table 3-5 Inflow coefficients for no-overlap and overlapped tandem rotor configurations 

from GT-Hybrid 

No-overlap tandem rotor 𝜆0 𝜆1𝑐 𝜆1𝑠 

Front rotor GT-Hybrid 0.0434 0.0027 0.0005 

Rear rotor GT-Hybrid 0.0436 -0.0020 -0.0004 

Overlapped tandem rotor 𝜆0 𝜆1𝑐 𝜆1𝑠 

Front rotor GT-Hybrid 0.0465 0.0188 0.0016 

Rear rotor GT-Hybrid 0.0459 -0.0172 0.0019 

 

The tip vortex as well as the inner wake trajectories have been examined to obtain 

further insight into the rotor interference effects. In Figure 3-12, the tip vortex structure for 

a reference blade is shown at a representative time, for the non-overlap case. The solid lines 

in the vicinity of the rotor blade tip represent the strong tip vortex trajectory, while the 

lattice structure corresponds to the inner wake. It is seen that the tip vortices from the front 

and rear rotor both descend slowly compared to the inner wake. It is also seen that the inner 

wake has a linear variation in the descent rate from root to tip, so that the outer edge of the 

inner wake (close to the blade tip) descends faster than the inner edge close to the root. 

These features have been experimentally observed by Gray [104] and Landgrebe [105]. It 

is also seen that the tip vortices from the front and rear rotor interact with each other and 

pushed upwards towards the rotor disk. They may also have a cancelling effect on the 

upward directed induced flow outboard of the tip vortex. 
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Figure 3-12 Tip vortex and inner wake structures for the non-overlapped tandem rotor 

configuration from GT-Hybrid 

 

Figure 3-13 shows the tip vortex for reference blades on the front and rear rotor, 

and its associated inner wake for the overlap case. As expected, it is seen that there is strong 

interaction between the tip vortices. There are significant interactions also between the 

inner wake structure of the front rotor and the tip vortices from the rear rotor, and vice 

versa. 
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Figure 3-13 Tip vortex and inner wake structures for the overlapping tandem rotor 

configuration from GT-Hybrid 
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CHAPTER 4. Low Reynolds Number  

Multi-Rotor Simulations 

In the previous chapter the aerodynamic phenomena associated with coaxial and 

tandem rotors with interacting wake structures were considered. The rotor diameters for 

these configurations are large, representative of a full-scale helicopter. Thus, the 

experimental studies and the computational studies directed at these large configurations, 

including the present numerical work, are of great interest to the helicopter industry and 

the research community. 

As discussed in the previous chapter, there has been a large body of work on wake 

characteristics and inflow flow field characteristics of large-scale rotors. Experimental and 

computational data are available for single and coaxial rotors, and for tandem rotor 

configurations. Results are available for rotor performance in hover and forward flight, 

spanwise and azimuthal blade loading, and wake structures. These results are being used 

to improve dynamic inflow models and comprehensive aeroelastic analyses. 

A similar set of data is not available for small scale rotors that are in use in drones 

and other autonomous systems [106-112]. The small rotor radius, combined with small 

chord, imply low Reynolds numbers. The aerodynamic characteristics of the blade sections 

at such Reynolds numbers differ significantly from conventional rotors at higher Reynolds 

numbers. Both the static and dynamic stall characteristics are widely different. The wake 

trajectories are also different both due to the increased diffusion at lower Reynolds numbers 

and the differences in the descent and contraction rates compared to large scale rotors. 
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Interaction between closely spaced rotors in coaxial, tandem, or quadrotor configurations 

cause further complications. Work is urgently needed to characterize these effects through 

complementary experimental and computational studies, in order to develop reliable inflow 

models for use in flight dynamics simulations. 

The present work is motivated by this need for developing a good understanding of 

the inflow characteristics of multirotor configurations. The following approach is used: 

1. Extensive use is made of the data from a series of experimental studies performed 

at Georgia Institute of Technology for coaxial and tandem rotor configurations at low 

Reynolds numbers in hover. Detailed measurements of the inflow velocity field and 

visualization of the wake structures are used. 

2. The First three components of the dynamic inflow velocity (mean flow, 

longitudinal, and lateral variations) are extracted to assess how the spacing between 

adjacent rotors and the differences in Reynolds number (between large and small-scale 

rotors) affect the inflow. 
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 Rotor Configuration 

The data used in this study are from hover experiments conducted by Professor 

Narayanan Komerath and his coworkers in the 2.13m × 2.74m (7 ft × 9 ft) test section of 

the John Harper closed circuit low speed wind tunnel at the Georgia Institute of Technology 

[59-63]. The upper rotor was suspended from the ceiling and the lower rotor was supported 

from the floor such that the rotors are approximately 1.5 meters above the floor. The 

support rods were in-line with the rotor axes to avoid their interaction with the rotor inflow 

and wake. Figure 4-1 shows the experimental set-up, for the coaxial case. 

A two bladed untwisted rotor with a rectangular planform, made of NACA 0010 

airfoil sections, has been studied in the present work. The rotor characteristics are given 

below in Table 4-1, and the arrangement of the rotors is shown in Figure 4-2. The horizontal 

and vertical spacing between the two rotors could be changed to study a wide range of rotor 

configurations of interest. Table 4-2 below gives details of the configurations that have 

been analyzed experimentally and computationally. The coaxial rotor configurations are 

studied with two vertical spacings of 0.25R and 0.40R. The side-by-side rotor 

configurations are studied with four values of axial spacing: 2.1R, 2.2R, 2.3R, and 2.4R. 

The tandem rotor configurations are studied for any combination of the two vertical spacing 

of 0.25R and 0.4R and the following axial spacing: 0.25R, 0.5R, 0.75R, 1.0R, 1.25R, 1.5R. 
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Figure 4-1 Georgia Tech experimental set-up for the coaxial rotor [62] 
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Table 4-1 Georgia Tech rotor geometry characteristics 

Number of rotors, b 2 

Number of blades 2 blades per rotor 

Chord length, c 0.019m (0.062 ft.) 

Rotor radius (R) 0.136m (0.446 ft.) 

Solidity bc/(R) 0.0890 

Root cutout radius 0.021m (0.069 ft.) 

Tip speed 61.5 m/s (201.8 ft./s) 

Tip Reynolds Number 80,000 

 

 

 

 

Table 4-2 Rotor spacing details 

Rotor Configuration Axial Spacing (AS) Vertical Spacing (VS) 

Coaxial Rotor 0 0.25R/0.40R 

Side-by-Side Rotor 2.1R/2.2R/2.3R/2.4R/2.5R 0 

Tandem Rotor 0.25R/0.5R/0.75R/1.0R/1.25R/1.5R/2.0R 0.25R/0.40R 
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Figure 4-2 Low Reynolds number multi-rotor configuration 
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The rotors were powered by brushless DC motors (BLDC). The upper rotor rotates 

counterclockwise and the lower rotor clockwise. The collective pitch on both rotors could 

be adjusted independently during the test runs through variable pitch assemblies actuated 

using servos. The rotor speeds were monitored and controlled within +/- 10 RPM of the set 

values using laser tachometers and a microcontroller that employs a proportional feedback 

loop control. The thrust and torque generated by the rotors were measured independently 

using load cells. 

For the torque measurements, the motor mounts were mounted on the support rods 

through friction-less bearings. The rotation about the bearings is restricted by 0.1 kgf range 

load cells placed off-center such that the counter torque necessary to keep the motor mount 

from rotating about the bearing due to aerodynamic torque was provided through them. 

Thrust was measured using 1kgf range load cell placed along the rotor axis. 

Signals of all the load cells were passed through low-pass filters set at 40 Hz and amplified 

before reading them using data acquisition device (DAQ). The thrust and the torque data 

have been collected at the rate of 1000 Hz for a span of 60 seconds and then averaged. 

Figure 1 shows the setup for a typical coaxial rotor configuration. 

High-speed stereo particle image velocimetry (SPIV) has been used to quantify the 

inflow velocity distributions and for tracking the streamlines through the rotors. SPIV 

captured the flow field on a vertical plane in the region between the two rotors. 

The control setting used in the simulations are listed in Table 4-3. These values are 

directly obtained from the experimental settings. The collective pitch was held fixed, and 

no cyclic pitch variations were applied. 
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Table 4-3 Control settings for multi-rotor configurations 

Coaxial Rotor 
Upper Rotor 

휃0(°) 
Lower Rotor 

휃0(°) 

VS0.25R/VS0.40R 6.7455 9.0792 

Side-by-Side Rotor 
Left Rotor 

휃0(°) 
Right Rotor 

휃0(°) 

AS2.1R 6.8598 7.5388 

AS2.2R 6.7455 7.4286 

AS2.3R 6.4606 7.1509 

AS2.4R 6.7455 7.4286 

AS2.5R 6.7455 7.4286 

Tandem Rotor 
Left Rotor 

휃0(°) 
Right Rotor 

휃0(°) 

VS0.25R 

AS0.25R 7.4353 9.6673 

AS0.5R 6.8598 8.6313 

AS0.75R 7.2043 8.6313 

AS1.0R 6.7455 8.2479 

AS1.25R 6.8598 8.4116 

AS1.5R 6.4037 8.0846 

AS2.0R 6.1768 7.5388 

VS0.40R 

AS0.25R 7.0318 9.0792 

AS0.5R 6.7455 8.5212 

AS0.75R 6.7455 8.0846 

AS1.0R 7.0318 7.9758 

AS1.25R 6.4606 7.9758 

AS1.5R 6.1768 7.5388 

AS2.0R 6.2902 7.5388 
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 Inflow Distribution Results 

The available test data included rotor performance (thrust vs. power), tip vortex 

trajectories, and PIV data (time averaged over a fixed plane shown in Figure 4-1). The 

primary focus of the computational studies is the development of inflow models that may 

be used in helicopter and UAV/drone flight dynamics simulations. For this reason, all of 

the comparisons in this section are limited to velocity field comparisons.  

All the simulations in this study were analyzed after 10 rotor revolutions to 

eliminate impulsive start effects. The wake generated by each rotor blade is modeled with 

15 trailers and resolved for 15 revolutions of wake age. Because the bound circulation over 

the rotor varies with time, shed wake filaments are generated once every 5 degrees of 

azimuth. 

4.2.1 Coaxial rotor simulations 

The coaxial rotor studies reported here were done at a thrust coefficient of 0.004 

per rotor (0.008 for the entire coaxial system).  Figure 4-3 shows the rotor inflow for the 

coaxial rotor at a vertical spacing of 0.25 R. The inflow and outflow data presented here 

are extracted at a distance 0.1 R above and below the rotors respectively for both the rotors. 

The hi-speed PIV was performed on a plane 32 mm offset from the rotor centre to 

avoid motor mount shadows. Given that the rotor wake is symmetric in hover, data was 

collected only over the right half of the rotor setup as shown in Figure 4-1 above. In this 

study, comparisons are done against test data at the PIV plane for the reference blade (for 

the coaxial rotors, and tandem rotors, both). 
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As seen in Figure 4-3, the velocity field above the upper rotor is smooth as 

expected. The comparisons between the test data and the simulations are in very good 

agreement. At an axial location just below the upper rotor, the outflow (axial) velocity 

distribution linearly varies from the root cut-out to 80%R. The hybrid method used in this 

study predicted a more rapid contraction of the tip vortex structure from the upper rotor 

compared to test data. The velocity gradient outboard of the tip vortex trajectory was 

captured in magnitude and slope, although there was 0.05 R difference in the tip vortex 

trajectory radial position passing through the measurement plane. This difference is likely 

due to the vortex line representation of the tip vortex and inner wake, with an assumed 

vortex core. Small changes to these parameters can dramatically change the velocity field 

in the immediate vicinity of the strong tip vortex structure, influencing its radial contraction 

and axial descent rate, both. 

The predicted inflow through the lower rotor at the PIV plane compares well with 

the measurements, except in the immediate vicinity of the tip vortex passage.  The outflow 

below the lower rotor was under predicted in the calculations compared to test data, 

although other features such as the velocity jumps near the tip vortices from the top and 

bottom rotors were reasonably well resolved. 
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Figure 4-3 Inflow and outflow velocity profiles comparison for the coaxial rotor 

(with a vertical spacing of 0.25R) 
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4.2.2 Georgia Tech side-by-side rotor 

This case is of greater interest, since many drone configurations are compact, and 

the rotors are placed very close to each other. Again, the thrust coefficient per rotor was 

trimmed to 0.004 in the experiments.  The measured collective pitch was used to perform 

the simulations.  

In Figure 4-4 and Figure 4-5, the inflow and outflow velocity fields are shown for 

four representative axial spacing, ranging from 2.1R to 2.4 R. The test data is not available 

after r/R over 1.6, due to the size limitation of the PIV measurement plane. The 

comparisons between the test data and measurement are very good.   

The inflow and outflow profile plots in Figure 4-4 and Figure 4-5 contain some 

common features. The induced velocity profiles underneath both rotors are wedge-shaped 

with a linear increase in the magnitude of velocity from hub to tip, before dropping back 

to zero steeply just before the tip. Such a linear variation is common for simple untwisted 

rotors of rectangular planform. The peak in the induced velocity profile consistently occurs 

near 90%R.  
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Figure 4-4 Inflow and outflow velocity profiles comparison for the side-by-side rotor 

(with an axial spacing of 2.1R and 2.2R) 
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Figure 4-5 Inflow and outflow velocity profiles comparison for the side-by-side rotor 

(with an axial spacing of 2.3R and 2.4R) 
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4.2.3 Georgia Tech tandem rotor  

The tandem rotor PIV and performance data were collected at two vertical spacing, 

and a range of axis spacing. The total thrust coefficient CT of the two-rotor setup was kept 

constant at 0.008 for all cases. The rotors were trimmed in the experiments until the total 

target thrust was met and the rotor torques equalized.  The calculations directly used the 

collective pitch sittings from the experiment, without additional trim. 

In the experiments, the time-averaged flow fields were computed using 200 

instantaneous PIV frames. The average velocity fields were found to be within 2% of those 

obtained using 150 frames and within 0.5% of those obtained using 175 frames for all 

cases. 

Figure 4-6 and Figure 4-7 show comparisons of the computations with time 

averaged PIV data. The agreement is very good except in the immediate vicinity of the 

vortex blade interactions. The inflow and outflow data presented here are extracted from a 

distance of 0.1R above and below the rotors, respectively, for both rotors.  
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Figure 4-6 Inflow and outflow velocity profiles comparison for the tandem rotor with 

VS=0.25R AS=0.25R  
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Figure 4-7 Inflow and outflow velocity profiles comparison for the tandem rotor with 

VS=0.25R AS=1.25R 
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VS=0.25R AS=0.25R VS=0.25R AS=1.25R 

  

Figure 4-8 Induced velocity distribution at the rotor disk for the tandem rotor  

VS=0.25R AS=0.25R (left) and VS=0.25R AS=1.25R (right) 
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The numerical calculations give velocity field over the over the entire rotor disk as 

shown in Figure 4-8. It is seen that the inflow distribution is highly three dimensional and 

unsteady.  

 Extraction of Inflow Coefficients 

The CFD simulations shown in the previous sections are functions of non-

dimensional radial (𝑟 ) and azimuthal locations (𝜓). They are not directly useful in flight 

simulations, which rely on efficient dynamic inflow models for rapid, real-time 

simulations. For this reason, the inflow field was post-processed to obtain the inflow 

coefficients as discussed in Chapter 2.  

Figure 4-9 show the extracted 𝜆0, 𝜆1𝑐 and 𝜆1𝑠 as a function of the axial spacing, at 

a vertical spacing VS of 0.25R.  For the left rotor, it is seen that the time averaged quantity 

𝜆0 is nearly independent of the axial spacing. For the right rotor, 𝜆0 initially varies rapidly 

with the axial spacing due to the interaction of the left rotor wake with the right rotor disk. 

As the axial separation increases beyond 0.5R, 𝜆0  becomes less sensitive to axial 

separation.  As may be expected, the rotor on the right, which operates partially in the 

outflow of the left rotor experiences a higher 𝜆0. This, in practice, would translate into 

higher induced power consumption for the right rotor compared to the left. It is also seen 

that 𝜆1𝑠 is nearly zero, indicating that inflow through the left and right rotors experiences 

very little lateral asymmetry for all the cases considered. As may be expected, there is 

significant fore and aft asymmetry, and 𝜆1𝑐 is nonzero. The aft rotor experiences an upward 

directed induced flow (upwash) rather than a downwash due to the interaction of the tip 

vortices from the left rotor interacting with the right rotor. 



 81 

 

Figure 4-9 Inflow coefficients variation with axial spacing for the tandem rotor 

VS=0.25R 

 

Figure 4-10 Inflow coefficients variation with axial spacing for the tandem rotor 

VS=0.40R  
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CHAPTER 5. Conclusions and Recommendations 

A physics-based model for modeling helicopter and UAV rotor configurations, 

previously developed for isolated rotors and coaxial rotors in hover and forward flight has 

been extended to more general multi-rotor configurations. Simulations for coaxial, and 

tandem rotor configurations have been done for a number of low and high Reynolds 

number configurations, and comparisons with test data have been made. The physics 

behind the rotor interactions has been explored through visualization and analysis of vortex 

wake trajectories and inflow velocity distributions.     

The contributions of this work to the state of the art are as follows. 

1. The GT-Hybrid analysis, previously developed for single rotor and coaxial rotor 

configurations has been generalized for multi-rotor configurations. Any number of 

rotors may be considered. The rotor axes may be offset by user specified values.  The 

angular velocity vectors for the individual rotors may also be pointing in different 

directions. The rotor angular velocity magnitude may be specified independently for 

each of the rotors. Thus, the present solver is capable of modeling other forms of 

interactions including main rotor-tail rotor, and main rotor-propulsor interactions.  

2. In addition to performance data (thrust and power as a function of rotor settings), three-

dimensional numerical simulations provide a wealth of information about the tip vortex 

structure, and the velocity field. A fast off-body velocity field analysis that employs 

GPU processors has been implemented. In addition to computation of inflow velocity 

field above or below the rotor disks, this approach is capable of rapidly computing and 

visualizing velocity field on any user specified plane. In many helicopters design 
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studies, the adverse interactions caused by the main rotor wake should be considered 

in the placement of horizontal and vertical stabilizers, as well as the tail rotors and 

pusher-propulsors. This capability for rapid calculation and visualization of the off-

body flow field would greatly aid the designers in the placement of these components. 

3.  A previously developed algebraic transition model that regulates the magnitude of the 

production term in the Spalart-Allmaras one-equation turbulence model has been 

independently implemented in the present solver, and in the commercial CFD solver 

ANSYS Fluent as a user-defined function. Previous validation of this model was 

limited to 2-D flow over airfoils in the transitional Reynolds number regime. In the 

present work, this model has been also validated for large scale rotors in hover. 

 

Low Reynolds number and high Reynolds number simulations for the multi-rotor 

configurations were analyzed. Inflow velocity field was examined, and the first three terms 

in the dynamic inflow (uniform component, and the lateral and longitudinal variations) 

were examined. Based on the studies reported in Chapters 3 and 4 of this work, the 

following conclusions may be drawn. 

1. In the case of coaxial rotors, significant interference of the upper rotor downwash over 

the lower rotor may be captured and adequately quantified with the present hybrid 

Navier-Stokes/vortex wake model.  

2. For the tandem rotor configuration, the effect of rotor interference on induced power 

variations has been captured. The tip vortex and inner wake structures have been 

examined to understand the flow physics that influences the inflow distribution. The 

effects of overlap on the inflow and on the wake geometry is captured in a physically 
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consistent fashion. In addition, the longitudinal variation of the inflow is properly 

captured for forward flight conditions.  

3. For the upstream rotor of a tandem configuration, it is seen that the time averaged 

quantity 𝜆0 decreases slowly with increased axial spacing since the induction effects 

attributable to the rear rotor on the front rotor decrease with distance. For the 

downstream rotor, 𝜆0 initially varies rapidly with the axial spacing due to the interaction 

of the upstream rotor wake with the downstream rotor disk. As the axial separation 

increases beyond 0.5R, 𝜆0 becomes less sensitive to axial separation.  

4. As may be expected, the rotor on the right, which operates partially in the outflow of 

the left rotor experiences higher 𝜆0. This, in practice, would translate into higher power 

consumption for the right rotor compared to the left. The coefficient 𝜆0 for the two 

rotors approaches each other as the axial separation as a fraction of the rotor radius R 

increases.  

It is recommended that the following additional studies be done to further improve the 

predictions. 

1. All the simulations in this work were done using a default body-fitted grid. The radial, 

chordwise, and normal spacing of the grid (as a function of rotor radius and local chord) 

were established from previous grid sensitivity studies done for large scale rotors such 

as UH-60A and S-76. The spacing needs to be reexamined for low Reynolds number 

configurations, since the boundary layers tend to be thicker, and the highly clustered 

grid spacing in the direction normal to the body required in high Reynolds number 

simulations may be relaxed to provide better resolution of the flow field elsewhere.  
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2. The hybrid Navier-Stokes/free wake solver has used the Spalart-Allmaras model, 

optionally with an algebraic transition model for high Reynolds number configurations. 

The solver includes other models (e.g. k--SST two equation model). The 

computational structure of these two equation models also may be extended to add one- 

and two-equation transition models (for Reynolds number based on momentum 

thickness, and the intermittency factor). 

3. The off-body velocity flow solver, implemented on GPU processors, is extremely fast 

and is capable of predicting velocity field on any 2-D plane specified by the user. There 

are several enhancements that could be done to speed up the computation. First, the 

memory on the host side may be allocated as pinned memory. This would shorten the 

data copying process between the host and the device. Secondly, using the technique 

of asynchronous memory copy operations, it should be possible to reduce the total 

runtime. The kernel processes would continue to execute the kernel, while the data is 

being copied from host to device and ready for the computation. 

4. As stated earlier, the present solver is capable of modeling main rotor-tail rotor 

interactions, and main rotor-propulsor interactions. Ground effects may also be 

modeled using images of the main rotor(s) and the wake structures.  These interesting 

applications should be pursued in future studies. 

5. The present physics-based model provides a wealth of information on the rotor wake 

structure, and wake distortion. It is therefore possible to compare the inflow velocity 

distribution from the present simulation with a classical skewed helical wake model 

without contractions or distortion, and empirically improve the classical models. 

Empirical corrections to the dynamic inflow models should also be pursued, following 
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the pioneering work on wake curvature correction models developed by Prasad and his 

coworkers [113]. 

6. The present approach is capable of modeling helicopter rotors in autorotative flight. 

Vertical descent, and descent in forward flight both may be modeled. Companion 

versions of the GT-Hybrid have already been used to model horizontal axis wind 

turbines, with comparisons against test data and other simulations [114]. An interesting 

application of the present methodology would be to a study of yaw control of coaxial 

rotors in autorotative descent. As discussed earlier, rotor trim and yaw control 

(requiring generation of a net torque) is done in hover and forward flight by adjusting 

the collective pitch settings of the upper and lower rotor. In forward flight and hover, 

the inflow through the rotor is predominantly from above the rotor disk to the region 

below. In autorotative flight, there may be a net upward directed flow through much of 

the rotor disk. The trim logic should adjust the pitch setting for this upward directed 

flow. It is recommended that the present approach be extended to the modeling of 

coaxial rotor trim and yaw control under autorotative flight conditions. 

7.  A number of researchers, including Prasad and his coworkers, have explored the 

stability and control aspects of rotors in autorotative flight at high advance ratios [115]. 

These studies have used dynamic inflow model that are well validated only for 

conventional flight without autorotative effects. The present approach with its ability 

to model the inflow distribution through a free wake analysis provides a useful tool for 

exploring autorotative flight of rotors at high advance ratios. 

8. As pointed out by Peters [113], the off-axis response of helicopters during pull-up 

maneuvers are not correctly predicted by classical dynamic inflow models. Prasad and 
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his coworkers were able to improve the predictions through the inclusion of wake 

curvature effects [116].  These corrections partially account for the closer stacking of 

the rotor wake on the aft side of the rotor disk compared to forward side.   It is 

recommended that the present work be extended to address these important and 

interesting phenomena. 

In summary, a computationally efficient Navier-Stokes/free wake model has been 

generalized for multirotor configurations and used to study multi-rotor interaction 

phenomena. It is hoped that this work would serve as a stepping stone for future work in 

this important and interesting field. 
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APPENDIX A. Transition Model Implementation 

A.1  Spalart-Allmaras (SA-BCM) Transition Model 

 The formulation and the validation cases for the implementation of the Spalart-

Allmaras (SA-BCM) transition model are described in this section. 

A.1.1 Original Spalart-Allmaras 1-equatuin turbulence model 

 The Spalart-Allmaras 1-equation BCM transition model is modified based on the 

original Spalart-Allmaras turbulence model [117-119]. The original Spalart-Allmaras 

turbulence model is a classical eddy viscosity model that links the shear stresses to the 

strain rate as shown below. 

 
𝜏𝑖𝑗 = 2𝜇𝑡 (𝑆𝑖𝑗 −

1

3

𝜕𝑢𝑘

𝜕𝑥𝑘
𝛿𝑖𝑗) (A-1) 

Here 𝑆𝑖𝑗 is the mean rate of strain tensor, 𝜇𝑡 is the turbulent eddy viscosity, and 𝛿𝑖𝑗 

is the Kronecker delta. 

A single equation is used to model turbulent viscosity transport in the Spalart-

Allmaras turbulent model. The formulation for the turbulent viscosity transport equation 

can be decomposed into convection, production, dissipation, and diffusion terms which has 

the form below.  
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 𝜕�̂�

𝜕𝑡
+ 𝑢𝑗

𝜕�̂�

𝜕𝑥𝑗
= 𝑐𝑏1(1 − 𝑓𝑡2)�̂��̂� − [𝑐𝑤1𝑓𝑤 −
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𝜅2
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𝑑
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+
1

𝜎
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𝜕

𝜕𝑥𝑗
((𝜈 + �̂�)
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𝜕𝑥𝑗
) + 𝑐𝑏2

𝜕�̂�

𝜕𝑥𝑖

𝜕�̂�

𝜕𝑥𝑖
] 

(A-2) 

 The variable �̂� in the equation above is related to the turbulent eddy viscosity by 

the equation below: 

 𝜇𝑡 = 𝜌�̂�𝑓𝜈1 

𝑓𝜈1 =
𝜒3

𝜒3 + 𝑐𝜈1
3
 

𝜒 =
�̂�

𝜈
 

(A-3) 

Here 𝜌  is density, 𝜈 =
𝜇

𝜌
 is the molecular kinematic viscosity, and 𝜇  is the molecular 

dynamic viscosity. Other definition for the terms in the transport equation are shown below. 

 
�̂� = 𝛺 +

�̂�

𝜅2𝑑2
𝑓𝜈2 

𝑓𝑡2 = 𝑐𝑡3𝑒
(−𝑐𝑡4𝜒

2) 

(A-4) 

𝛺 = √2𝑊𝑖𝑗𝑊𝑖𝑗 
𝑔 = 𝑟 + 𝑐𝑤2(𝑟

6 − 𝑟) 

𝑊𝑖𝑗 =
1

2
(
𝜕𝑢𝑖

𝜕𝑥𝑗
−

𝜕𝑢𝑗

𝜕𝑥𝑖
) 𝑟 = 𝑚𝑖𝑛 [

�̂�

�̂�𝜅2𝑑2
, 10] 

𝑓𝜈2 = 1 −
𝜒

1 + 𝜒𝑓𝜈1
 

𝑓𝑤 = 𝑔 [
1 + 𝑐𝑤3

6

𝑔6 + 𝑐𝑤3
6
]

1 6⁄
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 Here 𝛺 is the magnitude of the vorticity, and 𝑑 is the distance from the field point 

to the nearest wall. The constants used in the standard Spalart-Allmaras turbulent model 

are: 

 

𝑐𝑏1 = 0.1355 𝜎 = 2/3 𝑐𝑏2 = 0.622 𝜅 = 0.41 

(A-5) 𝑐𝑤2 = 0.3 𝑐𝑤3 = 2 𝑐𝜈1 = 7.1 𝑐𝑡3 = 1.2 

𝑐𝑡4 = 0.5 𝑐𝑤1 =
𝑐𝑏1

𝜅2
+

1 + 𝑐𝑏2

𝜎
= 3.2391 

A.1.2 Spalart-Allmaras BCM transition model 

The Spalart-Allmaras BCM transition model can be obtained by ignoring 𝑓𝑡2 term 

[120, 121] and introducing the intermittency function 𝛾𝐵𝐶 into the transport equation of the 

turbulent eddy viscosity [122-124]. The transport equation then becomes: 

 𝜕�̂�

𝜕𝑡
+ 𝑢𝑗

𝜕�̂�

𝜕𝑥𝑗
= 𝛾𝐵𝐶𝑐𝑏1�̂��̂� − 𝑐𝑤1𝑓𝑤 (

�̂�

𝑑
)
2

+
1

𝜎
[

𝜕

𝜕𝑥𝑗
((𝜈 + �̂�)

𝜕�̂�

𝜕𝑥𝑗
) + 𝑐𝑏2

𝜕�̂�

𝜕𝑥𝑖

𝜕�̂�

𝜕𝑥𝑖
] (A-6) 

The intermittency distribution function 𝛾𝐵𝐶  is added as a multiplier to the 

production term. The intermittency distribution function is designed such that there is no 

turbulent production (𝛾𝐵𝐶 = 0.0) before the transition onset criteria is achieved. After the 

flow has fully transitioned to turbulent flow, the turbulent flow is modeled with the 

intermittency distribution function set to unity (𝛾𝐵𝐶 = 1.0). The quantity 𝛾𝐵𝐶 is computed 

as follows:  
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 𝛾𝐵𝐶 = 1 − 𝑒(−√𝑇𝑒𝑟𝑚1−√𝑇𝑒𝑟𝑚2) (A-7) 

There are two terms in formulation of the intermittency distribution function. The 

first term 𝑇𝑒𝑟𝑚1  is responsible for checking the onset location of the transition by 

comparing the locally calculated critical momentum thickness Reynolds number (𝑅𝑒𝜃) to 

the experimental correlation value (𝑅𝑒𝜃𝑐). 

 
𝑇𝑒𝑟𝑚1 =

𝑚𝑎𝑥(𝑅𝑒𝜃 − 𝑅𝑒𝜃𝑐, 0.0)

𝜒1𝑅𝑒𝜃𝑐
 

𝜒1 = 0.002 

𝑅𝑒𝜃 =
𝑅𝑒𝜈

2.193
 

𝑅𝑒𝜈 =
𝜌𝑑2

𝜇
𝛺 

𝑅𝑒𝜃𝑐 = 803.73(𝑇𝑢∞ + 0.6067)−1.027 

(A-8) 

Here 𝑇𝑢∞ is the freestream turbulence intensity. The formulation for the 𝑅𝑒𝜃𝑐 is the 

result of  curve fits from experimental observations [125]. 

Since the term 𝑅𝑒𝜈 within the 𝑇𝑒𝑟𝑚1 is a function of wall distance, which is very 

small inside the boundary layer, the second term, 𝑇𝑒𝑟𝑚2, is designed to trigger transition 

within the boundary layer: 

 𝑇𝑒𝑟𝑚2 = 𝑚𝑎𝑥 (𝜒2

𝜈𝑡

𝜈
, 0.0) (A-9) 
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𝜒2 = 50 

𝜈𝑡 = �̂�𝑓𝜈1 

The definition and the parameter used for the other terms is the same with the 

original Spalart-Allmaras turbulence model. 

A.1.3 Validation of the SA-BCM transition model on the 2D airfoil (E387 airfoil) 

The Spalart-Allmaras BCM transition model has been implemented first in a 2D 

compressible flow analysis called Dynamic Stall Solver version 2 (DSS2). The DSS2 is an 

in-house two-dimensional compressible Navier-Stokes solver which employs standard 

second order accurate central difference to approximate the spatial derivatives and first 

order accurate, backward difference to approximate the time derivative. The set of artificial 

dissipation terms which combined the second and the fourth order difference is used to 

control the high-frequency spatial oscillations [126, 127]. The Spalart-Allmaras BCM 

transition model has been implemented in DSS2 through the addition of the intermittency 

distribution function as a multiplier in the production term of the existing standard Spalart-

Allmaras turbulence model, as discussed earlier. 

Validation studies have been done for the Eppler E387 low Reynolds number 

airfoil, as shown in the Figure A-1, comparing the predictions with available experimental 

data at a Reynolds number of 200,000. 
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Figure A-1 E387 airfoil 

A.1.3.1 Mesh sensitivity study 

 A two-dimensional C-type body fitted grid is generated with an in-house grid 

generator with user specified parameters including the number of points in both the wrap 

around (𝑖-dir) and normal (j-dir) directions. The parameters and the total cells number for 

the three sets of the grid used in the mesh sensitivity study are shown in Table A-1. 

Table A-1 Mesh sensitivity study 

Mesh 
# cells in 

i-direction 

# cells in 

j-direction 

# cells on 

airfoil surface 
Total # cells 

151×45 151 45 90 6,795 

521×180 521 180 360 93,780 

921×220 921 220 720 202,620 
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Figure A-2 Two-dimensional C-type grid top (151×45), middle (521×180), bottom 

(921×220) used in DSS2 for the E387 airfoil 
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As seen in the Figure A-3, the lift and drag values at an angle of attack of 2 degrees 

asymptotically converge to their final values as the grid is progressively refined. The finest 

grid (921×220) has been used for all other values of angles of attack, ensuring a good 

resolution of the transition location on the surface of the airfoil.  

 

 

Figure A-3 Mesh sensitivity study for the E387 airfoil at a Reynolds number of 200,000 

at 2° angle of attack 
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A.1.3.2 Comparison between simulation and experimental data 

 The Spalart-Allmaras turbulence model with and without the BCM transition model 

have been used to simulate E387 airfoil at a Reynolds number of 200,000 for angles of 

attack ranging from -3 to 8 degrees. The focus of this study is to capture the performance 

within the moderate lift coefficient range as shown in the Figure A-4. Both the baseline SA 

turbulence model and the SA-BCM transition model demonstrate reasonable agreement 

with experiment data for lift coefficient vs angle of attack. The use of the transition model 

gave rise to a somewhat higher lift coefficient compare to the baseline turbulence model, 

in closer agreement to the measurements. 

 

Figure A-4 Variation of the lift coefficient with angle of attack 

As shown in the Figure A-5, at Reynolds number of 200,000 case, the drag polar is 

well captured by SA-BCM transition model on the moderate lift coefficient range. 
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However, this model performed poorly in the vicinity of airfoil stall. Further study is 

needed to understand the causes for the difference between numerical modeling and 

experimental measurements.  

 

Figure A-5 E387 drag polar  
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A.1.4 Validation of the SA-BCM transition model on the single rotor (S-76 rotor) 

The Spalart-Allmaras BCM transition model was next implemented into GT-

Hybrid for 3-D applications. An intermittency distribution function was added to the 

subroutine for computing the turbulent eddy viscosity. With this implementation, the user 

may specify at run time whether a pure laminar, pure turbulent, or a transitional flow should 

be modeled.  

A.1.4.1 S-76 rotor 

The 3-D version of the solver has been validated against test data for a rotor in 

hover. This configuration is a 1/5.71 scaled model of the S-76 rotor [128]. The rotor radius 

is 1.423m (56.04 in.) in radius, and the chord length is 0.0787m (3.1in). The blade is made 

of SC1095 and SC1094 R8 airfoils with a -10° linear twist. The solidity of the rotor is 

0.0704. The detail geometry and the planform of the S-76 rotor in shown in Figure A-6.  

This configuration is one of the benchmark cases in AIAA Rotorcraft Hover 

Prediction Workshop (HPW) [129, 130].  Several CFD methodologies have been applied 

by numerous researchers to study this rotor including OVERFLOW [131], OVERTURNS 

[132], HPCMP CREATETM-AV Helios [95, 133], U2NCLE [134], KAIST [135], STAR-

CCM+ [136], and GT-Hybrid  [137-139]. Promising results for the performance prediction 

have been obtained by coupling the 𝛾 − 𝑅𝑒𝜃𝑡
̅̅ ̅̅ ̅̅  transition model with Spalart-Allmaras 

turbulent model in the OVERFLOW solver [140]. 
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Figure A-6 S-76 rotor planform 

A.1.4.2 Mesh of S-76 rotor 

The computational domain in this study does not include the rotor hub since the 

effect of the hub on the S-76 rotor performance in hover is considered negligible [141]. 

The mesh used in the present study has 291 nodes in the wrap-around direction, 128 in the 

spanwise direction, and 45 in the normal direction. The C-type body fitted grid, generated 

with an in-house grid generator, is shown in Figure A-7.  
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Figure A-7 Grid (291×128×45) used in GT-Hybrid 

A.1.4.3 Comparison between simulation and experimental data 

 As shown in Figure A-8, the baseline Spalart-Allmaras turbulence model 

overpredicts the power coefficient, especially at the low thrust setting, resulting in lower 

figures of merit. On the other hand, a fully laminar flow underpredicts the power 

coefficient. The power coefficient as well as the figure of merit predicted by the present 

transition model agree well with experimental measurements over a broad range of thrust 

settings. 
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Figure A-8 Comparison between numerical simulations and experimental measurement 

for the S-76 rotor at Mtip = 0.65 
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APPENDIX B. Additional Inflow distribution plots 

 Chapter 4 of this document included comparisons of the predicted velocity field 

with test data at only a few conditions. For the sake of completeness, additional induced 

velocity contour plots and sectional velocity distribution plots are listed in this section.  

 These contour plots are listed in the following order: coaxial rotor, side-by-side 

rotor, and tandem rotor configuration. 



 103 

 

Figure B-1 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=0.00R 
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Figure B-2 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=0.00R 
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Figure B-3 Induced velocity contour plot on the rotor disk for VS=0.00R, AS=2.10R 
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Figure B-4 Induced velocity contour plot on the rotor disk for VS=0.00R, AS=2.20R 
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Figure B-5 Induced velocity contour plot on the rotor disk for VS=0.00R, AS=2.30R 
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Figure B-6 Induced velocity contour plot on the rotor disk for VS=0.00R, AS=2.40R 
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Figure B-7 Induced velocity contour plot on the rotor disk for VS=0.00R, AS=2.50R 
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Figure B-8 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=0.25R 
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Figure B-9 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=0.50R 
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Figure B-10 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=0.75R 
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Figure B-11 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=1.00R 



 114 

 

Figure B-12 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=1.25R 
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Figure B-13 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=1.50R 
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Figure B-14 Induced velocity contour plot on the rotor disk for VS=0.25R, AS=2.00R 
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Figure B-15 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=0.25R 
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Figure B-16 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=0.50R 
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Figure B-17 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=0.75R 



 120 

 

Figure B-18 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=1.00R 
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Figure B-19 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=1.25R 
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Figure B-20 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=1.50R 
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Figure B-21 Induced velocity contour plot on the rotor disk for VS=0.40R, AS=2.00R 
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Figure B-22 Sectional induced velocity distribution plot for VS=0.25R, AS=0.50R 
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Figure B-23 Sectional induced velocity distribution plot for VS=0.25R, AS=0.75R  
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Figure B-24 Sectional induced velocity distribution plot for VS=0.25R, AS=1.00R 
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Figure B-25 Sectional induced velocity distribution plot for VS=0.25R, AS=1.5R 
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Figure B-26 Sectional induced velocity distribution plot for VS=0.25R, AS=2.00R 
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Figure B-27 Sectional induced velocity distribution plot for VS=0.40R, AS=0.25R 
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Figure B-28 Sectional induced velocity distribution plot for VS=0.40R, AS=0.50R 
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Figure B-29 Sectional induced velocity distribution plot for VS=0.40R, AS=0.75R 
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Figure B-30 Sectional induced velocity distribution plot for VS=0.40R, AS=1.00R 
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Figure B-31 Sectional induced velocity distribution plot for VS=0.40R, AS=1.25R 
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Figure B-32 Sectional induced velocity distribution plot for VS=0.40R, AS=1.50R 
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Figure B-33 Sectional induced velocity distribution plot for VS=0.40R, AS=2.00R 
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APPENDIX C. GPU Architecture 

The GPU used in the present study is the NVIDIA GeForce RTX 2060 SUPER 

with a Turing architecture as shown in Figure C-1 [142]. This graphic card has a PCI 

Express 3.0×16 interface with a theoretical maximum bandwidth between GPU and CPU 

of nearly 16GB/s. There are 3 graphics processing clusters (GPC) on the GPU and each 

GPC has 34 streaming multiprocessors (SM).  Two of these SM were disabled, and only 

34 SMs were available for use. As shown in Figure C-1, each SM features 64 CUDA cores, 

responsible for the calculation. In total, this GPU card has a total of 2,176 CUDA cores. 

With the boost clock rate of 1.68 GHz, the NVIDIA GeForce RTX 2060 SUPER can 

achieve 7.2 TFLOPS (tera floating-point operations per second). 

The memory architecture is as follows.  The NVIDIA GeForce RTX 2060 SUPER 

features 8GB of GDDR6 VRAM and 4MB of L2 cache as shown in Figure C-1. In each 

SM, the unified shared memory and L1 cache provide a single partitionable memory block 

with a size of 96KB. While designing the GPU CUDA program, understanding the memory 

hierarchy of GPU is crucial for fully utilizing the capability of the GPU. More detail of the 

specification may be found in Figure C-2, generated from a CUDA device query (Runtime 

API). 
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Figure C-1 Turing TU106 full chip diagram and streaming multiprocessor (SM) 
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Figure C-2 Device information for NVIDIA GeForce RTX 2060 SUPER 
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