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SUMMARY

The fixation of nitrogen is of great importance for the production of chemicals and fer-

tilizers and is performed primarily through the Haber-Bosch process. This thesis explores

the potential of photocatalysis to produce fixed nitrogen in a less intensive, more distributed

manner, with a focus on analyses of the surface reactions using ab inito calculations. Chap-

ter 1 provides a brief introduction to fundamentals of N2 fixation reaction kinetics, and

provides an overview of the current literature on TiO2. Chapter 2 focuses on the techno-

logical prospects of photocatalysis for nitrogen fixation, while Chapters 4-6 focus on the

surface reaction on the TiO2 surface. In total, this work shows that photocatalytic nitro-

gen fixation can be a viable technology, and elucidates the reaction pathways of nitrogen

fixation on rutile TiO2.

Chapter 1 provides an overview of the Haber-Bosch process’s current impact, both

economically and environmentally, as well as the basics of the reaction kinetics, thermody-

namics, and photocatalysis highlighting the different pathways nitrogen fixation can take.

Chapter 1 also reviews the experimental literature on TiO2 surfaces, which is the primary

system of interest, in addition to an overview of the literature on photocatalytic nitrogen

fixation. The latter section notes the long history of this field. It highlights the issues

around measurement and contamination, concluding with a review of the current consen-

sus on how such ambient nitrogen fixation reactions should be carried out, and summarizes

the current best protocols for experimental measurements.

Haber Bosh is highly efficient but also has among the most substantial carbon impacts

of all industrial processes. By contrast, the photocatalytic production of fixed nitrogen for

fertilizer would not incur such a significant carbon impact, reducing global carbon emis-

sions. Chapter 2 examines the technological prospects of solar fertilizer production through

photocatalysis and alternative routes. We find that photocatalytically producing fertilizers

would lead to a more decentralized supply chain due to the global distribution of solar

xv



energy. Additionally, fertilizer produced by this method will likely be of a much lower

nutrient concentration than traditional fertilizers. However, lower concentration fertilizers

may be beneficial for crop yields and environmental nitrogen pollution if adequately in-

tegrated with agricultural infrastructure. We outline preliminary performance targets for

solar fertilizer production, finding that the requirements are on the order of 0.1% solar-to-

chemical conversion efficiency if the process uses ambient pressure air as a feedstock and

the resulting solution can be directly applied as fertilizer.

Chapter 3 covers the computational methods used for the remainder of the thesis. Chap-

ters 4-6 analyze the surface mechanism of nitrogen fixation on a model surface, rutile (110).

Chapter 4 uses density functional theory (DFT) calculations to show that the pristine and

oxygen vacancy sites of rutile (110) have large thermochemical barriers for the nitrogen

reduction reaction. We also explore oxidizing nitrogen on the rutile (110) surface, finding

it to be thermodynamically feasible, but kinetically challenging. Chapter 5 covers the ap-

plication of computational screening to examine the possibility of doping transition metals

into the rutile (110) surface to improve the surface kinetics and the thermodynamics of

dopant site formation. We find correlations between the metal substitution energy of the

dopant metal and the d-band center of the bulk metallic form of the dopant metal. We also

show that the binding energies of nitrogen species are correlated with the metal’s d band

contribution to cohesive energy. We additionally find that none of the proposed metals are

predicted to improve the surface reaction significantly. Finally, in Chapter 6, we explore

the possible role of adventitious surface carbon in the nitrogen reduction reaction on rutile

(110). We find experimental evidence of the confluence of reduced nitrogen and surface

carbon under illumination. We also show that a surface-bound carbon radical exhibits re-

markable nitrogen reactivity, and propose a thermodynamically plausible path to reduce

nitrogen on this active site.

xvi



CHAPTER 1

INTRODUCTION AND SIGNIFICANCE

1.1 Fixed Nitrogen

Fixed nitrogen is required for biological life and is a crucial feed-stock to many chemical

processes. The increase in the production of fixed nitrogen, primarily in the form of am-

monia has led to a significant decrease in the percentage of the world’s population that is

undernourished (see Figure 1.1) even as the world’s population has increased.
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Figure 1.1: (a)The worldwide ammonia production each year since 1946 [1] and % of
individuals who are undernourished globally [2]. (b) the use of nitrogen fertilizer over time
denominated by region [3]

The standard method of producing ammonia at an industrial scale is through the ther-

mochemical synthesis with the well-known Haber-Bosch process [4]. This process trans-

formed the global fertilizer industry during the early 1900s and is a critical enabler of the

continued expansion of the human population [5]. The impact of the increase in fertilizer

availability is genuinely global in scale, massively increasing the potential of food produc-

tion and saving roughly 2.7 billion lives; a number equivalent to 37% of currently living

humans [5, 6].

The Haber-Bosch process is an impressive feat of modern chemical engineering, pro-
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ducing 140 million tonnes of ammonia per year (Fig. 1.1) at a thermochemical efficiency of

up to 70% [4, 7] at an overall 97% conversion of feed gasses [8]. However, the process also

has downsides. The process’s scale leads to an energy consumption of 2.5 exajoule per year,

accounting for 1% of global energy production being expended on just this one process [9].

Also, the hydrogen feedstock is typically obtained via the methane reforming reaction [10],

leading to a carbon footprint of 340 million tonnes of CO2 equivalent per year. This carbon

footprint is the highest of any commodity chemical [7]. Furthermore, the high temperatures

(∼700 K) and pressures (∼100 bar) lead to substantial capital and operational costs. The

economies of scale for these costs favor large plants and highly centralized production with

<100 plants worldwide with an average capacity of 2200 tonnes day−1 [11, 12]. This con-

centrated production is in contrast to the dispersed use of ammonia-based fertilizers glob-

ally (Fig. 1.2), which results in high transportation costs and additional carbon emissions

[13]. These transportation costs are particularly impactful in remote locations such as in

sub-Saharan Africa, where soils are often nutrient-limited due to low or no fertilizer access

by smallholder or poor resource farmers [14, 15, 16]. As a result Africa has significantly

lower fertilizer usage compared to other regions (see Fig. 1.1b). The opposite problem of

over fertilization also has a negative environmental impact in more developed regions due

to the periodic application of higher rates of concentrated fertilizers. These concentrated

fertilizers cause nitrate pollution by leaching into waterways, causing vast ocean “dead

zones” [17, 18], and high emissions of gaseous nitrous oxide contribute to climate change.

Finally, the intense conditions and reactive nature of concentrated ammonia-based fertilizer

lead to safety and national security concerns, as evidenced by explosions at fertilizer plants

and the common use of fertilizers in makeshift explosives [19].

1.2 Non-Traditional Nitrogen Fixation

Because of the shortcomings of Haber-Bosch, researchers have sought other, less energy

and capital intensive, methods of producing fixed nitrogen for decades. This thesis will
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Figure 1.2: (top) Average daily horizontal solar radiation intensity over the surface of the
earth (W/m2). This represents the average flux over a 24 hour period. (bottom) Fraction of
land dedicated to crop production (%), dots represent the locations of Haber-Bosch plants.
Solar resource data obtained from the Global Solar Atlas, owned by the World Bank Group
and provided by Solargis. Cropland data from Ramankutty et al. [20, 21]. Haber-Bosch
plant data from McArthur et al.[11] and Africa Fertilizer [22].

primarily focus on photocatalysis but several other non-traditional alternatives are active

acreas of researhc. Alternatives under development include electrocatalysis [23], biological

catalysis [24], and plasma-enhanced catalysis [25], and thermo-cycling [26].

Electrocatalysis

Recently there has been a surge of interest in photo- and electro-catalytic nitrogen

fixation by heterogeneous catalysts [27, 28, 29, 8, 30, 31, 32, 33, 34]. These possi-

bilities are particularly interesting from the perspective of harnessing solar energy since

photo(electro)chemical systems interface well with solar energy and can scale relatively

easily [27]. photo(electro)chemical systems have also been the subject of considerable

research and progress in the solar fuels community, demonstrating the potential for rel-

atively high energy efficiencies exceeding 10% for hydrogen production [35, 36, 37, 38,

39, 40]. However, electrocatalysis suffers from selectivity toward NH3 production due to

the relatively facile reaction producing H2 gas, known as the selectivity challenge [41].

There has been at least one attempt to commercialize the technology by the startup com-
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pany “Atmonia” [42]. However, further work is needed to improve the yield and efficiency

of electrochemical nitrogen fixation. Recent developments on the use of creative strate-

gies for electrochemical ammonia synthesis such as “physical catalysis” [43], non-aqueous

electrolytes [44], and lithium-mediated nitrogen fixation [45, 46] have led to significant

improvements in reported efficiencies, suggesting that this may be a promising route.

Biological Catalysis

Biological catalysis is how most fixed nitrogen is naturally produced, totaling 20 Tg/yr

[47]. In biological systems, nitrogen fixation is catalyzed by enzymes and takes place

within living cells. The overall reaction is shown in Equation 1.1. In biological systems,

ATP is used to drive the reaction via the nitrogenase enzyme, enabling nitrogen fixation at

ambient conditions. The enzymes involved in catalyzing the reaction in living cells rely

on FeMo co-factors [48]. The cofactor must be successively hydrogenated to allow the N2

molecule to bind and initiate the reaction [49]. Additionally, Eq. (1.1) shows that some

energy is expended to form H2, indicating that the process is not utilizing some of the input

energy. The nitrogenase structure has been found to regulate access to the active metal

cofactor by blocking water and oxygen access [8, 24]. Some authors have immobilized the

nitrogenase catalyst on glassy carbon. These studies demonstrate electrocatalytic activity

toward hydrogen evolution, azide reduction, and nitrate reduction [50].

N2 + 8H+ + 8e− + 16ATP → 2NH3 +H2 + 16ADP + 16PO4 (1.1)

There has been significant work on engineering organisms to perform nitrogen fixation

reactions. This work primarily focuses on integrating the genes coding for nitrogenase into

plants and other eukaryotes. However, this work has proven exceptionally challenging and

has not yet yielded viable technologies [24].

Plasma-Driven

The fixation of nitrogen through electrical arc induced plasmas approximates the natu-

ral process of nitrogen fixation via lightning [25]. This process, originally developed as the

4



Birkeland-Eyde process, predates Haber-Bosch [51] but fell out of favor due to the higher

energy efficiency of the Haber-Bosch process at scale. Recently, there has been a resur-

gence of interest in low-temperature plasma. It has been proposed that plasma-enhanced

nitrogen fixation could be one method of circumventing the scaling relations limiting het-

erogeneous catalysis [52].

Recent work on plasma-enhanced nitrogen fixation has yielded relatively high Faradaic

efficiencies (on the order of 40%-60% [25]), indicating that the process can be efficient.

Additionally, the competition between H2 production and NH3 production heavily favors

NH3 production. Thus, the “selectivity challenge” identified in the electrocatalytic liter-

ature [41] may not be present in plasma-enhanced systems. However, current plasma-

induced experiments’ energy requirements exceed that of Haber-Bosch (see Table 2.1.)

Currently, the start-up company “Nitricity” [53] is producing fixed nitrogen based on this

technology and has reached the commercialization phase. Due to its relative inefficiency,

plasma-induced nitrogen fixation will require work to become a mature technology, but

preliminary commercialization efforts are promising [25].

1.3 Reaction Catalysis of Nitrogen Fixation

The chemical conversion of dinitrogen through the breaking of the strong N-N bond is

at the heart of nitrogen fixation. This can be done through either a reductive pathway

(Equation 1.2) or an oxidative pathway (Equation 1.3.) The challenge of breaking this

bond comes from its extremely high dissociation energy (9.79 eV) as well as the unfavor-

able positions of its highest unoccupied molecular orbital (HOMO) and lowest unoccupied

molecular orbital (LUMO) energy levels (-15.6 eV and 7.3eV respectively) [54]. The for-

mer causes the direct dissociation of the N-N bond to have an exceedingly high activation

barrier (∼ 3.5eV on iron [55]). The latter leads to highly unfavorable electron transfers.

These challenges mean that a catalyst is required, especially at benign temperatures. The

Haber-Bosch process solves this problem by using high temperatures to speed up the reac-
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tion kinetics. However, increased temperatures necessitate increased pressure to maintain

a thermodynamic driving force for ammonia synthesis [56].

1

2
N2 +

3

2
H2 → NH3 (1.2)

1

2
N2 +

x

2
O2 → NOx (1.3)

Three primary mechanisms must be considered when studying nitrogen reduction to

ammonia: the direct mechanism, the alternating mechanism, and the distal mechanism

(see Figure 1.3.) Of these, the most kinetically challenging is typically the dissociative

mechanism. In this mechanism, the N-N bond is broken in the first reaction step (see

Equation 1.4).

N∗2+∗ → 2N∗ (1.4)
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While the N-N bond’s direct scission may seem infeasible due to its strength, it is the

mechanism implicated in most Haber-Bosch catalysts. The reaction is possible through the

dissociative pathway due to a combination of the high temperatures and substantial partial

pressures of N2 gas in the reactor. The elevated temperature acts to increase the surface

reaction rate constant, which follows an Arrhenius type relationship (Equation 1.6.)

−rN2∗ = kCN∗
2

(1.5)

k = koe
Ea
RT (1.6)

where −rN2∗ is the rate of the surface reaction Equation 1.4, k is the reaction rate

constant, CN∗
2

is the surface concentration of N2, ko is the prefactor, Ea is the activation

energy, R is the gas constant, and T is the absolute temperature.

As the temperature increases, the reaction rate constant grows exponentially, allowing

for reasonable turnover frequencies even with relatively large barriers. While high tem-

peratures improve reaction rates, they disfavor the thermodynamics of adsorption for N2

on the surface, as bound surface states have lower entropy than gas-phase states. Elevated

pressures combat the decrease in favorability of the N2 adsorption reaction through Le

Chatelier’s Principle. As the concentration of the reactant (N2) grows, the equilibrium is

shifted toward the products side (N∗.) The relevant temperatures and pressures for Haber-

Bosch are roughly ∼700 K and ∼100 bar [56].

These elevated temperatures have the side effect of dis-favoring the overall reaction

because the total amount of moles decreases across the reaction (see Equation 1.2). Thus

the products are lower in entropy, and by extension, are less favored at high temperatures.

Higher pressures combat this by increasing the total amount of reactant available, pushing

the equilibrium back toward the products side.

The mechanism involved also is affected by temperature. At lower temperatures, the
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alternating and distal mechanisms are more feasible (see Figure 1.3). In these reactions,

hydrogen is bound to the adsorbed N2 species, thus weakening the N-N bond and allowing

bond breaking. These mechanisms are favored at low temperatures relative to the disso-

ciative mechanism because they involve subsequently attaching atoms to a surface species.

These new bonds construct a lower entropy product on the surface. Thus, these are the fa-

vored mechanisms for photocatalysis and electrocatalysis, as these are typically performed

at lower temperature.

The photo(electro)chemical version of this reaction is known as the nitrogen reduction

reaction (NRR) and has been studied extensively. NRR has a redox potential of 0.06 V

vs. the reference hydrogen electrode (RHE) and requires an overall applied potential of 1.2

V when coupled with the oxygen evolution reaction based on standard gas-phase thermo-

chemical data [28, 30]. However, the proximity of the redox potential or nitrogen reduction

and hydrogen evolution presents a fundamental challenge in nitrogen reduction since the

hydrogen evolution reaction is typically faster, resulting in low selectivity [57, 41]. Several

novel approaches have achieved high selectivity through creative strategies such as electro-

chemical looping with molten salts [58] and non-aqueous lithium-mediated electrocatalysis

[45, 46]. The field’s rapid progress suggests that the selectivity challenge can be overcome,

but this will require a more complicated process and more energy input.

Moreover, nitrogen reduction is typically performed under anaerobic conditions to

avoid competition with O2 adsorption or reaction [59], a situation that would require capital-

intensive air separation in a practical setting. Another challenge in photo(electro)catalytic

nitrogen reduction is the fact that oxygen evolution is typically utilized as a half-reaction.

Oxygen evolution catalysts exhibit large overpotentials of ∼ 0.4 V, and are often based

on rare materials, presenting challenges for process efficiency and scalability [60, 61].

Nonetheless, one of the best-reported catalysts for nitrogen reduction is based on earth-

abundant carbon and exhibits an electrical-to-ammonia efficiency of 5% in an aqueous

electrolyte [43], suggesting that practical routes to electrochemical nitrogen reduction are
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feasible.

A less-explored alternative is direct oxidation of nitrogen to nitrate products (see Equa-

tion 1.3). Nitrate production is more thermodynamically favorable than ammonia synthe-

sis. The production of NO is the most thermodynamically challenging step, occuring at

a highly oxidizing potential of 1.68 V vs. RHE. However, the reaction requires a modest

applied potential of 0.45 V when coupled with the oxygen reduction half-reaction based

on standard gas-phase thermodynamic data [30, 28]. Nitrate-based fertilizers are also com-

mon, and some crops are able to utilize nitrates more efficiently than ammonium, although

nitrates are also more prone to leaching and can be toxic to humans [62, 63, 64, 65]. One

key advantage of nitrogen oxidation is that it can occur directly in air, since oxygen is a

reactant, and competition with hydrogen evolution is not an issue. Despite these promising

advantages, there are considerably fewer reports of photocatalytic nitrate formation [66,

67, 68]. This indicates that catalyst development for nitrogen oxidation will require more

effort. This pathway is further discussed in section 4.4.

1.4 Photocatalysis

Photocatalysis relies on the excitation of electrons in the bulk of a semi-conductor to drive

reactions at the surface. The process is summarized in Fig. 1.4 [69]. Incident light first en-

ters the bulk of the semi-conductor, interacting with the material. If the light is of sufficient

energy, it will excite an electron from the valence band to the conduction band. This process

also creates a positive charge, known as a hole. These electrons and holes may have been

excited to states above the highest-occupied molecular orbital (HOMO) energy or below

the lowest unoccupied molecular orbital (LUMO) and thus will relax to those states. The

charges are then able to migrate to the surface and participate in chemical reactions. At the

surface positively charged holes drive oxidation reactions, and the excited electrons drive

reduction reactions. Honda and Fujishima started the study of solid-state photon-driven

reactions in 1972 [70]. They measured water splitting reactions upon illuminating semi-
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Figure 1.4: Generalized schematic of electronic excitation in photocatalysis in a semicon-
ductor, an electron is excited by a photon making it able to move above the band gap and
diffuse to the surface along with a positively charged “hole.”

conductors. In subsequent years photocatalytic N2 reduction [71], CO2 reduction [72], and

oxidation of organic wastes [73] was demonstrated as well. Currently, the most common

use of photocatalysis is for waste treatment [74].

1.5 Experimental Literature on TiO2

This thesis will focus on TiO2 as the primary oxide surface of interest, as it has the most

experimental studies dedicated to it [28] and is the earliest material to have been shown to

catalyze nitrogen reduction [75, 71]. TiO2 is often called the most studied oxide material

[76, 77]. A review of the surface chemistry by Diebold from 2003 had 783 references and

filled 158 pages while still not exhausting the topic [77]. There have been numerous re-

views on the photochemistry [78, 79], surface chemical reactions [80] and synthesis [81],

some of which will be discussed below. The main reasons for the literature’s size are its

ease of synthesis and high stability, along with the numerous reactions photocatalyzed by

TiO2. These properties have led TiO2 to be used as a model photo-catalyst by experimen-

talists and theorists. While the volume of the literature on TiO2 material is vast, it suffers

from inconsistent results and few attempts to replicate others’ results. This inconsistency

is especially true in the photocatalysis community, and the photocatalytic N2 reduction

literature in particular [28].

The interaction of titania surfaces with water will play a role in aqueous or humidified

10



environments relevant to the systems studied in this work. Water adsorption on TiO2 is a

topic of extensive research and debate [82, 83, 84, 80, 85, 86, 87, 88, 89, 90], and there are

a great variety of theoretical results regarding the competition between dissociative [87, 90]

and molecular adsorption [88, 89, 91] on pristine surfaces, although a clear consensus has

not emerged. Analyses including the effects of slab thickness [83] and method [84] support

the two modes being nearly degenerate at monolayer coverages, with partial dissociation

having slightly higher energy. This viewpoint is consistent with recent experimental stud-

ies observing dissociated water on pristine surfaces [92]. Experimental studies from the

mid-1990s to the mid-2000s show that on a reduced surface (one containing vacancies at

the bridging oxygens), water tends to dissociate to form two hydroxyl groups on the sur-

face, thereby filling the vacancy [93, 89, 94, 95], while on pristine surfaces water adsorbs

molecularly at the 5-fold Ti site [96]. As previously noted, there has been one recent report

showing partial dissociation of water on the pristine surface [92].

Several other factors have been observed to play an essential role in aqueous TiO2

photochemistry. The formation of hydroxyl radicals is known to occur in both rutile and

anatase [97, 98], and these radicals participate in many oxidation reactions [97]. Further-

more, the influence of both surface and bulk defects, such as oxygen vacancies, can enhance

adsorption and influence photocatalytic activity [99]. The field of TiO2 photocatalysis and

surface science is vast, and a thorough review is beyond the scope of this work; the reader

is referred to published reports and review articles to gain a complete view [78, 77, 86, 80,

85].

The rutile TiO2 (110) surface has been well-studied both experimentally [86, 92, 100,

101, 102, 78] and computationally [103, 104, 105, 106]; however, there have been rela-

tively few computational studies of the interactions of rutile TiO2 surfaces with nitrogen-

containing compounds [103, 104, 105, 107, 108]. Two comprehensive computational stud-

ies on nitrogen oxides were performed by Stodt et al. [103] and Sorescu et al. [104].

These studies examined NxOy compounds on TiO2 (110) surfaces both experimentally un-
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der ultrahigh vacuum (UHV) conditions and theoretically using density functional theory

(DFT) at the generalized gradient approximation (GGA) [104] and hybrid [103] levels of

theory. This work showed that DFT is able to accurately obtain the vibrational frequencies

of intermediates on the surface and is consistent with UHV experiments.

In addition, Cheng et al. [105] examined the adsorption of NH3 (ammonia), NH2, and

H on clean rutile (110) surfaces using DFT. They concluded that NH3 and NH2 adsorb at

the 5-fold titanium site, whereas hydrogen could bind at the bridging oxygens or the in-

plane oxygen atoms. Several studies have also investigated the binding of ammonia and

other nitrogen-containing species on anatase [109, 110, 111, 112, 113] and monoclinic

[114] polymorphs of TiO2. Xie et al. used DFT to calculate the energetics of nitric oxide

reduction on TiO2 [108], and Höskuldsson et al. utilized GGA DFT to screen rutile oxides

for electrochemical ammonia synthesis, and found a relatively large limiting potential of 2

V for the (110) surface of rutile TiO2 [107].

In contrast to the relatively low number of computational studies, there have been many

experimental studies of nitrogen compounds on rutile surfaces. Yates and colleagues con-

ducted several studies of NOx molecules under UHV conditions over rutile TiO2 (110)

[100, 101, 102]. Their early work showed that NO adsorbs and decomposes to form N2O

on reduced surfaces [100]. A follow-up study involved photochemical activation of NO

on the surface that resulted in the production of N2O, even with photon energies below

the bandgap [101]. When the surface is dosed with N2O and exposed to photons at high

coverage, N2O is desorbed from the surface, while at low coverages, N2 is observed [102].

Much of this was also seen in Kim and colleagues’ examination with the additional insight

that surface oxygen vacancies play an important role [115, 116]. Furthermore, numerous

applied studies focusing on nitrogen-doped titania [81], TiO2 as an ammonia sensor [117,

118] or in the selective catalytic reduction (SCR) process [119, 120, 121, 122] provide

insight into the interaction of titania with nitrogen-containing compounds. Although TiO2

is typically not considered the active phase for the SCR reaction [123], it is interesting to
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note a small body of work on the “photo-SCR.” In this literature, anatase TiO2 has been

proposed as an active and selective catalyst [124, 125, 126, 127, 128, 129, 130, 113]. These

studies provide useful context for the photocatalytic nitrogen fixation as they involve the

interaction of both oxidized and reduced nitrogen species with titania surfaces.

1.6 Experimental Nitrogen Fixation on TiO2

The first recorded hypothesis of nitrogen fixation via interaction with light was reported by

the Indian soil scientist Nil Dhar in 1941 [75]. These experiments indicated that sterilized

sands produced higher levels of fixed nitrogen under illumination. He additionally had

hypothesized that the oxide materials present in the sands were responsible for the nitrogen

fixation activity he observed. However, these experiments are highly questionable, as many

other materials were mixed into the sands, probably interfering with the final results. These

materials include simple oxygenates such as glucose and other more eclectic substances

such as clarified butter and cow dung [75]. Dhar hypothesized that the addition of these

substances provided the samples with “chemical energy,” though he never outlined a direct

mechanism through which the energy was transferred. Because of these issues, it is difficult

to conclude that Dhar’s results were valid; however, his contribution is worth noting.

More robust reports of experimental photocatalytic nitrogen fixation on TiO2 appeared

in a 1977 report by Schrauzer et al. [71]. Schrauzer and co-workers showed that (steril-

ized) rutile-laden sands under illumination at room temperature and pressure in humid air

produce ammonia. This finding by itself is fascinating considering the harsh conditions

needed to produce fixed nitrogen industrially. These experiments were of relatively high

quality, including fully off-gassed TiO2 samples, 15N isotopic labeling, and Argon controls

to rule out the possibility of contamination. Despite these efforts, the measured quantity of

ammonia was exceedingly small, ranging from 0.74 to 4.98 µmol still making it challeng-

ing to rule out contamination, particularly in light of more recent protocols for ammonia

quantification [131, 49]. Schrauzer et al. additionally noted that iron contaminates in the
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TiO2 samples tended to promote the reaction (a point examined in Chapter 5), finding that

∼ 0.2 wt% iron seemed to be optimal.

Many works since have replicated the experimental results [66, 132, 133, 134, 67, 59,

135]. Augugliaro et al. [132] and Radford et al. [136], among others, showed that ammo-

nia did not appear in control experiments while observing ammonia in experimental runs,

bolstering Schrauzer’s original findings. One experimental study has been done recently

by Hirakawa et al. [59]. Hirakawa et al. performed all experiments in aqueous solution.

They tested the effects of bubbling gas rate, bubbling gas composition, pH, and quantified

the number of defects. They showed that higher rates of gas bubbling increased the re-

action rate, and that bubbling pure N2 gas was significantly more effective than air. They

also reported that the reaction runs optimally at neutral pH and the number of vacancies

on the surface scaled linearly with the catalyst activity. Finally, when metals were added

to fill the vacancies, it was found that the activity decreased, indicating the vacancies play

a key role. However, it lacks theoretical understanding and reaction rates remain low (≈

10−4mol) [28, 59]. The lack of fundamental understanding is surprising, given the promise

of photocatalytic nitrogen fixation.

While this literature is intriguing, there has been some controversy, with some authors

claiming the reaction does not happen [137, 138, 139, 140]. In addition to this controversy,

the actual products of the reaction also vary from study to study. Most experiments show

reduced compounds (NH3 or NH+
4 ) as the primary product [132, 133, 134, 59, 135]. How-

ever, some show the production of nitrates (NO−3 ) [66, 67], and still others show no reaction

at all [137, 138, 139, 140]. This may be in part because of the challenges associated with

measuring small amounts of ammonia and contamination from the environment (see Sec-

tion 1.7). While some patterns emerge from this work, the variation in catalyst particles

from doping and synthesis methods makes generalizations difficult.

A significant problem with the current literature is the variance in experimental setups,

experimental methods, and reporting standards have varied widely between authors. The
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first confounding factor is that the field is split between gas-phase [71, 141] and aqueous

[67, 132, 59] experiments, with gas-phase typically showing higher rates. A large portion

of the literature also uses Xe/Hg lamps [141], while others use solar lamps [59], further

confusing exactly how efficient their catalysts are in comparison to others. Many authors

also dope their samples to reduce the bandgap but fail to report a measured band gap [141,

73, 142]. These problems highlight the need to set standards for how experiments are to be

conducted to avoid a continuation of the literature’s scattered state.

The photochemical properties of TiO2 create another mystery. The -0.1V reducing band

edge (see Figure 1.5) only provides ≈ 0.15V of overpotential to reduce N2 to NH3, an ex-

ceedingly small driving force. This small driving force makes the presence of the NH3

product challenging to explain in the context of standard photo(electro)chemical models

[143]. In contrast, the oxidizing potential is considerable, roughly providing 2.9V of poten-

tial above the standard hydrogen electrode (SHE) to drive oxidative reactions. The position
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of the N2/NO redox couple means there is 1.3V of overpotential, making the predominance

of NH3 rather than nitrates mysterious. This difference in products could be because the N-

N bond breaks through an oxidative pathway rather than a reductive one, and the conversion

to NH3 takes place after. This hypothesis is supported by the observation that the reduction

of nitrates appears thermodynamically facile (see Chapter 4). However, reports of nitrates

are relatively rare, and it is possible that oxidative driving forces create meta-stable reactive

species such as hydroxyl groups or carbon radicals (see Chapter 6).

1.7 Issues With Measurement Interference

One of the most significant challenges in the experimental literature is the issues around

contamination in experimental setups and measurement. The photocatalytic and electro-

catalytic communities share the same problem. Due to the typically low concentrations

measured (0.7-80 µmol/L), there is a significant opportunity for contamination from the

synthesis of the samples [144] and the environment [145, 131]. Quantification of ammonia

at low concentrations has been identified as a challenge due to issues with contamination

and calibration [145, 146, 144, 147, 148], and similar challenges are expected for nitrates

or other fixed nitrogen products. Many authors contend that control experiments are as

valuable as catalytic experiments due to the high possibility of contamination. In some

experiments, it has been seen that 8-40% of the measured ammonia came from contamina-

tion [145]. Contamination issues are acute enough that many high profile papers have been

retracted due to the measurements being attributed to contamination [149]. The presence

of these retractions indicates integrity on the part of the researchers. These retractions help

move the field toward a clearer understanding of which catalytic materials warrant further

theoretical investigation.

A problem that is primarily found in the photocatalytic literature is the use of sacrifi-

cial reagents. Many authors also add sacrificial reagents to their aqueous reaction mixtures

as hole scavengers, to increase activity [135, 150, 151, 152]. However, these may inter-
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fere with Nessler’s reagent, a standard reagent used to measure ammonia content, throwing

off measurements by orders of magnitude [146]. Some authors also fail to report cali-

bration curves for their ammonia measurements or report calibration curves measured at

much greater concentrations than are measured. These issues cast doubt on whether their

experiments measured a catalytic reaction or only contamination from the reagents or the

environment given the low concentrations.

Establishing standards for experimental testing conditions and quantification practices

will facilitate comparison of results and accelerate the development of photo-electro-catalytic

processes for solar fertilizer production. To that end, several authors have laid out standards

for measurement and controls [146, 145, 144, 131]. Greenlee et al. [145] and Chorkendorff

et al. [131] have outlined a set of standards paraphrased below.

1. All control experiments performed must be reported thoroughly and prominently

2. Quantitatively validate results using 15N2 isotopic labeling

3. Ensure all N2 gas used is cleaned to remove trace NOx species that is present in

commercial gas cylinders

4. Measure the sensitivity of detection methods and ensure appropriate measurement

methods are employed

Zhao et al. [144] further contend that at least two measurement techniques should be

used and cross verified, prescribing different methods for each pH range and insisting that

no sacrificial reagents be used. While these standards are not universally adopted across the

field, there is an indication that authors are aware of the problem and strenuously working

to overcome it.

Issues of measurement, contamination, and isotopic labeling have become a primary fo-

cus of electrocatalytic nitrogen reduction. Authors from many groups [153, 145, 144, 146]

recognize the importance of ensuring measurements quantify the amount of fixed nitrogen

17



being produced catalytically. Additionally, some groups have actively worked to replicate

experiments in the literature to bolster the scientific record [153]. While these steps do not

guarantee the elimination of the problem in the literature, they provide encouraging signs

for the prospects of the field.
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CHAPTER 2

TECHNOLOGICAL PROSPECTS FOR PHOTOCATALYTIC NITROGEN

FIXATION AND SOLAR FERTILIZERS

The most promising application of photocatalytic nitrogen fixation is for the production of

fertilizers using solar energy. These “Solar fertilizers” offer an alternative for local fertilizer

production by harnessing solar energy, nitrogen, and water/oxygen from the air to produce

low-concentration ammonia- or nitrate-based fertilizers at or near farms where they will be

used [27]. This is advantageous since the intermittent solar energy can be directly captured

in a storable chemical product that can be utilized near the point of production, avoiding

long distance transportation or storage of electrical energy in batteries [154]. This decen-

tralized production will reduce the barrier to adoption of solar fertilizers as compared to

solar fuels, since there is no need for retro-fitting the distribution and utilization infras-

tructure. Solar fertilizers are a special case of “solar chemicals” where the close coupling

to agriculture provides unique advantages and the product does not compete directly with

current ammonia production, but rather reduces the downstream usage of ammonia and

N-fertilizers. The economic advantages arise from inexpensive feedstocks (air, water, sun-

light) and the elimination of long haul transportation. There is also a societal benefit since

solar fertilizers may improve access to fertilizers in remote regions of developing countries.

Additionally, the characteristics of fertilizers with low nutrient concentrations may enable

novel strategies of nutrient management that can reduce groundwater and atmospheric pol-

lution due to nutrient losses. These advantages reveal significant potential for reducing

downstream fertilizer usage, which is linked to energy usage. A recent estimate revealed

that even a 10% reduction in the use of ammonia or urea fertilizers can save around 250

petajoules of energy per year [155]. Furthermore, low-concentration fertilizers produced at

ambient conditions are inherently safer from the perspective of both process and product
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handling. Although fertilizer products require a range of macronutrients including N, P,

and K, here we focus on N production since nitrogen often the most limiting nutrient in

agricultural production[156, 16].

Solar fertilizers hold substantial promise as alternative to traditional fertilizer and for

sustainable agriculture, but there are also considerable challenges. One critical challenge

is in the development of a viable strategy for efficiently using solar energy to break the

strong dinitrogen triple bond at ambient conditions. Nitrogen fixation at ambient condi-

tions is a key objective of chemistry and has been the subject of considerable research in

homogeneous catalysis, enzyme catalysis, and bioengineering. Yet, no viable strategies

have emerged due to issues with low conversion and/or stability under realistic conditions

[157, 24, 158, 49].

Solar fertilizers will differ significantly from traditional fertilizers, opening a range

of additional agronomic challenges and opportunities. One key difference is that “solar

fertilizers” are expected to have considerably lower fixed nitrogen concentration. This is

related to the fact that most photo-electro-chemical nitrogen fixation processes will have

efficiencies far below the 70% thermochemical efficiency of the Haber-Bosch process [4,

41]. Separating and concentrating the ammonia will require additional steps that add com-

plexity to the process and require additional energy. On the other hand, direct utilization

of dilute or low concentration fertilizer will reduce the amount of energy needed for sepa-

ration/concentration, and may enable more controlled nutrient management in agricultural

production[159, 160]. However, this represents a paradigm shift in agricultural practice,

and considerable efforts are needed to understand how dilute solar fertilizers can be sus-

tainably and practically integrated into current agricultural systems. These considerations

will also inform the development of the photo-electro-catalytic processes for solar fertilizer

production, and hence should be considered in parallel.

In this chapter we identify key considerations and performance targets for the photo-

electro-chemical production of dilute solar fertilizer from the perspectives of agronomics

20



and chemical engineering. Some specific advantages and disadvantages of dilute and

decentralized fertilizer production are outlined, and the potential agronomic use cases

and impacts are examined. The technical requirements for a photo-electro-chemical reac-

tion/separation process for fertilizer production are considered, and a range of possibilities

are introduced. These possible designs are used along with back-of-the-envelope calcula-

tions to quantify initial performance targets and limiting cases for catalyst reactivity and

suggest specific materials properties and tests that will inform process design. We hope

that these considerations will serve as a foundation and guide for future research in the

development of photo-electro-chemical processes for solar fertilizer production.

2.1 Agronomics of solar fertilizers

Current fertilizer production relies on the Haber-Bosch process, with highly centralized

production and fewer than 100 production plants globally [11] to cater to 1.55 billion

hectares of arable land and permanent crops (about 12% of total land area) [161] and an

estimated 500 million farms [162, 163]. The centralized production is driven primarily

by the harsh reaction conditions of the process. The high temperature and particularly the

pressure of the process lead to a favorable economy of scale, with a typical capacity scal-

ing exponent of 0.7 [56, 164]. This incentivizes high-volume production with high capital

investment, with the most recent 2200 tonne day−1 fertilizer plant having a capital cost of

$1.5 billion [165]. This leads to long payback periods, and encourages development of

production facilities in regions with stable access to feedstock such as natural gas, reliable

infrastructure, stable governance, and sophisticated financial systems [11] as indicated by

the presence of ammonia production primarily in developed regions (Figure 1.2). The re-

sulting fertilizer products with high nutrient concentration must be transported to globally

dispersed agricultural production centers.

Fertilizer use in developing countries has been encouraged due to a significant depletion

in soil nutrients. However, for the use of fertilizers to be economically viable and sustain-
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Figure 2.1: (a) Value-cost ratio (VCR) in response to the ratio of unit fertilizer price to unit
crop price and fertilizer efficiency (measured as additional unit of crop per unit of fertilizer
applied) [166]. Typical fertilizer-to-crop price ratios are denoted for rice, wheat, and maize,
and minimum/typical VCR required for investment are shown by dashed/solid horizontal
lines. (b) Proportions of farms with various sizes [163].

able, they must produce a significant increase in yield. This is typically quantified by the

“value-cost ratio” (VCR), which in this case is the ratio of crop output value to fertilizer

input cost. As a rule-of-thumb, farmers will invest and use fertilizer if the VCR is greater

than∼2, indicating that for every dollar invested in fertilizer, output revenues will repay the

invested dollar plus an additional dollar, for a 100% return on investment. As shown in Fig-

ure 2.1 for selected crops the VCR is generally increased as the price of fertilizer decreases

[166]; however, the prospect of much lower fertilizer prices or higher fertilizer efficiency

would clearly incentivize fertilizer use by increasing the VCR, assuming constant or no

downward changes in agricultural output prices. It is important that these economic incen-

tives hold for small (< 1 ha) farms, since >70% of farms globally are small (Figure 2.1b),

and the proportion is higher in developing countries [163]. This section briefly explores the

implications of the centralized Haber-Bosch process on the economics of fertilizer produc-

tion, and explores the potential impact and challenges of decentralized production of dilute

fertilizers in both developed and developing regions.
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Figure 2.2: The three proposed scenarios for solar fertilizer a) inepensive farm scale pro-
duction using photocatalysis b) solar fertilizer production integrated with larger farms using
electrocatalysis c) high-tech solar fertilization production coupled with distribution infras-
tructure using electrocatalysis

2.2 Decentralization of Fertilizer Production

There are a continuum of options for moving from the current highly centralized fertilizer

production toward smaller-scale distributed production. In this section we briefly explore

the general economic factors that favor decentralized production and subsequently consider

three possible specific scenarios along the continuum of decentralized fertilizer production.

The three scenarios (see Figure 2.2) presented here are (1) inexpensive, robust solar fertil-

izer production at the scale of small farms in remote and undeveloped regions (2) solar

fertilizer production integrated with existing infrastructure on larger farms in developed

regions, and (3) high-tech solar fertilizer production coupled with production and distribu-

tion infrastructure of existing or emerging agricultural products. These scenarios present

exciting opportunities to develop scalable decentralized solar fertilizer technologies with

the potential for substantial positive impact on society, energy, and the environment.

From a simplistic and practical perspective the major components of fertilizer retail

cost can be broken down into production, transportation, and storage costs. The production

cost of fertilizer is controlled primarily by the cost of its feedstock, the natural gas used
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as a source of hydrogen for the Haber-Bosch process and hence, varies with geographic,

economic, and geopolitical factors [167, 168]. This leads to variable and uncertain cost of

fertilizers and presents challenges in agricultural planning [168]. Furthermore, the cost of

transportation depends strongly on the location and transport mode available (barge, rail,

trucks, pipeline). Barge, pipeline, and rail transport are normally used for long-distance an-

hydrous ammonia transportation, while trucks are preferred for shorter distances. Distance,

location of plant site relative to the agricultural area, availability of transportation equip-

ment, and relative cost of available carriers are the major governing factors for selection

of a typical anhydrous ammonia transportation system. International shipping of ammonia

between the United States and Western Europe costs on the order of $ 35 per tonne [169].

Typical costs reported in the United States for long distance (greater than 1600 km) by

pipeline, barge, and rail transport are $0.0153, $0.0161 and $0.0215 per tonne per kilome-

ter, respectively [169]. Short truck transportation costs are expected to be much higher. For

distances of the order of 100 km, typical reported costs are $0.0365 per ton per kilometer

[169]. Additionally, storage costs must be considered due to the seasonal consumption of

ammonia caused by agriculture’s cyclic nature. It has been reported that roughly 75% of

the fertilizer production is sold in the spring during the planting season [169]. To reduce

storage costs resulting from this cyclic consumption pattern, large refrigerated anhydrous

ammonia storage vessels are used, which add another $11-80 per tonne to ammonia cost

[170, 169]. Thus, the freight costs can account for more than half of the retail cost of am-

monia in some countries. The hazardous nature of ammonia also leads to challenges with

transportation and storage, particularly in regions with poor infrastructure [168].

The production, transportation, and storage costs are the main components of fertilizer

price, but the overall cost is not directly derived from these categories. For example, as

shown in Figure 2.4 the price of fertilizer in Thailand ($ 287 t−1) is roughly half the price

of fertilizer in Mali ($ 509 t−1), but this difference cannot be attributed directly to any sin-

gle category [171]. This discrepancy is largely due to the economies of scale and to other

24



World

Burkina Fa
so

Buru
ndi

Cote D
’Iv

oire

Ghana
Kenya

Malawi
Mali

Moza
mbique

Nigeria

Rwanda

Senegal

Ta
nza

nia

Uganda

Zambia

$U
SD

 / 
to

nn
e 

ur
ea

   
(J

an
ua

ry
 2

01
9) 800

600

400

200

  0

Free On Board (FOB)
Commercial
Subsidized

Figure 2.3: Overview of current (2019) commercial and subsidized costs of fertilizers in
various African countries compared to the international free on board (FOB) cost [22].

factors that affect the efficiency of fertilizer procurement and distribution. Developing na-

tions in Africa are often purchasing smaller quantities of fertilizer from the international

market, limiting their ability to bargain for lower wholesale prices and leading to prices

that are generally much higher in African countries (Figure 2.3) [171]. Larger agricultural

markets such as in Asia can more effectively negotiate and distribute fixed costs of trans-

portation across more units of fertilizer, reflected in lower prices of fertilizer at retail. This

scale-up is not possible in less developed markets for a variety of reasons including port

capacity and poor transportation infrastructure [172]. Political instability often compounds

this problem by causing existing infrastructure to deteriorate due to lack of investment

[173, 174, 175]. Road systems in these regions are often not well maintained or regulated,

leading to worse connectivity and excessive wear and tear on transportation equipment.

Less developed markets are also subject to more uncertain demand owing to lack of ac-

cess to finance by smallholder farmers and unpredictable implementation of government

subsidies [172, 173, 176, 174, 175]. These subsidies can be critical for making fertilizer

more affordable to smallholder and resource poor farmers (Figure 2.3) and removing or

reducing subsidies can considerably reduce the amount of fertilizer procured and supplied

by private importers. For example, removal of fertilizer subsidies in Ghana in 2014 re-
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duced imports by about 50%, and most of the product that was imported was provided to

commercial operations rather than smallholder farms [177]. Overall, these factors lead to

a perverse situation in which fertilizers are most expensive in the poorest places where the

need is greatest. This is a key factor in the distressing fact that despite the tremendous tech-

nological developments of the recent decades and ever-increasing ammonia production,

world hunger is has stopped declining and is currently increasing (Figure 1.1) with over

800 million people suffering from undernourishment as of 2016 [178]. Notably, many of

these economic and geopolitical factors could be alleviated by decentralized production of

dilute fertilizers with low capital input from solar/renewable resources. Reducing or elimi-

nating the dependence on natural gas would reduce volatility in fertilizer production costs

and prices [168], while producing fertilizer at or near the point of use would reduce trans-

portation costs and perhaps eliminate the cost dependence on economies of scale [170].

Furthermore, local production would improve certainty in fertilizer availability, reduce the

influence on price of external factors such as feedstock price volatility and tariffs, and elim-

inate the needs for subsidies and their burden on governments’ budgets. Considering that

agricultural production is directly linked to general economic prosperity, local fertilizer

manufacturing industries in developing countries could spur substantial economic growth

[11].

The most extreme small-scale alternative would be fully decentralized farm-scale fer-

tilizer production (Figure 2.2a), which would have the largest socio-economic and agri-

cultural impact if deployed in low-income countries where access to fertilizer is limited.

There is a large range of farm sizes, but most farms in low-income countries are <1 ha

(Figure 2.1b)[163] . With over 70% of farms being classified as small holdings, a mar-

ket push toward decentralization could aid a significant portion of the agricultural market.

Fertilizer production at the scale of small farms would correspond to roughly 1 fertilizer

production facility per ha, an increase of ∼ 7 orders of magnitude in the total number of

fertilizer production facilities. Naturally, this would correspond to proportional decrease
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Figure 2.4: The price breakdown for fertilizer in (a) Thailand and (b) Mali for the year
2013. Relative areas reflect the ratio of costs in the two countries ($282 in Thailand and
$509 in Mali) [171]

in the scale of production per facility. The required nutrient load varies considerably from

about 20 - 200 kg-N per hectare depending on crop and region, but we adopt 100 kg-N

per hectare per year as a convenient representative nutrient load [28], which can be used to

obtain rough estimates of cost and efficiency. For example, the annual budget for on-site

fertilizer production can be estimated based on the cost of fertilizer per country. The esti-

mated average cost of supplying urea at retail point in Ghana under open market conditions

during 2018 was $394 per tonne, or $857 per tonne of nutrient N (urea is nutrient 46%

N by weight) [179]. This corresponds to an expected annual N nutrient fertilizer budget

on the order of $ 86 per hectare per year. This modest number suggests that decentralized

fertilizer production at the scale of small farms must have very low capital and operating

costs, even in countries where the cost of fertilizer is very high. Furthermore, the pro-

cess must be sufficiently robust that specialized personnel are not needed for operation or

maintenance of production, and additional constraints such as water usage and fertilization

infrastructure (e.g. irrigation) must be considered. Strategies of “frugal innovation” [180]

can help address these challenges, and the successful development and deployment of solar

energy technology to disinfect water through photochemistry and photocatalysis provides
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a promising precedent for this approach [181, 182]. This suggests that the development of

inexpensive and robust processes for producing solar fertilizer at the scale of small farms

in the developing world may be a viable strategy.

An alternative approach to farm-scale production is to target larger farms (larger than

100 ha), particularly those which are already using irrigation systems that can be directly

utilized for delivery of dilute aqueous fertilizer (Figure 2.2b). While these very large farms

account for less than 2% of farm holdings (Figure 2.1b), they account for over 45% of the

agricultural land area, and are more common in developed countries [163]. This scenario

presents an economic challenge for decentralized N fertilizer production since they will

compete directly with traditional fertilizer. For example, the cost of urea in the United

States is approximately $550 per tonne N as of 2018 [183], though there is significant fluc-

tuation. This is compounded by the larger capacity of the farms, and the typically heavier

fertilization in developed countries. Assuming a nutrient load of ∼ 100 kg of nutrient per

hectare per year for a large 100 ha farm leads to an approximate annual fertilizer budget of

∼ $5,500 per farm ($55 per ha). This number is relatively modest, but there are additional

incentives for larger farms to invest in decentralized fertilization. These larger farms require

larger capital investment, and the reduced volatility in price for fertilizers produced on site

would improve the predictability of returns. The integration of on-site solar fertilizers with

existing irrigation infrastructure may reduce the costs associated with delivering fertilizer to

crops, or enable more efficient fertilizer utilization, as discussed further in Sec. 2.3. There

are also challenges for scaling solar fertilizers to larger farms. Solar fertilizer production

will require a higher level of technological sophistication, particularly if electrochemical

technologies are employed. These approaches will require installation, maintenance, and

potentially operation by experts. It is unlikely that a full-time employee could be dedicated

to fertilizer production, even at very large farms of∼1,000 ha. Nonetheless, periodic access

to experts for installation and maintenance is not an issue in developed regions. Numerous

industries such as solar capture and heating ventilation and air conditioning (HVAC) oper-
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ate on similar business models. This suggests that solar fertilizers are potentially viable for

farm-scale production in developed areas as long as they can be operated with only periodic

maintenance.

A third scenario is the production of solar fertilizer at a regional, semi-centralized

multi-farm scale (Figure 2.2c). The challenge with more centralized production scenar-

ios is competition with the efficient and inexpensive Haber-Bosch process, since both rely

on transportation and distribution infrastructure. Nonetheless, semi-centralized production

will require shorter transport distances, and can avoid costs and uncertainties associated

with international or trans-marine distribution. Moreover, the lack of reliance on natural gas

as a feedstock can reduce price volatility, although this can also be mitigated by perform-

ing Haber-Bosch with hydrogen generated from electrolysis [184, 185]. Coupling solar

fertilizer production with the production of other agricultural products such as phosphorus,

potassium, agricultural lime, or biochar can alleviate transportation issues by taking advan-

tage of existing infrastructure. For example, a distributed network of fast pyrolysis facilities

for simultaneous production of fuel and agricultural biochar has been suggested as a route

to carbon-negative energy production [186, 187, 188]. Coupling these fast pyrolysis plants

with photo-electro-chemical nitrogen fixation presents a route to produce nutrient-enriched

biochar, as discussed further in Sec. 2.3. According to a technoeconomic analysis of fast

pyrolysis these facilities would process on the order of 2000 tonnes of biomass per day,

with a yield of ∼ 20% biochar [189]. This corresponds to around 150,000 tonne biochar

yr−1. The amount of biochar applied to farms varies widely from 0.5 - 50 tonne ha−1 [190],

but assuming a nitrogen content of 16 mg NH3 g−1 C and a nitrogen loading of 100 kg ha−1,

approximately 7.6 tonne ha−1 of biochar is required (see Sec. 2.3). This corresponds to

∼ 20,000 ha per facility, or 2000 tonne N yr−1. Assuming the price of nitrogen nutrients

is similar to that of urea in the developed world ($550 per tonne N) this corresponds to a

substantial annual budget of $1.1 million per facility for solar fertilizer production. This

would lead to economic viability of more sophisticated solar fertilizer technologies that
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require full-time expert operation, such as high-temperature operation and/or large-scale

solar concentrators. For example, recent work by Bicer and Dincer on molten salt ammo-

nia reactors coupled with solar-generated hydrogen indicate this strategy may fit into this

semi-centralized approach. Their work found that such a system could deliver ammonia at

a cost of $840 per tonne at the scale of 176 kg day−1 [191, 192]. These semi-centralized

approaches carry the largest infrastructural burden, and will face substantial challenges in

implementation. However, approaches such as enriched biochar production as a byproduct

of biofuel present exciting opportunities for simultaneously improving the sustainability of

the agricultural and energy sectors through coupled infrastructural developments.

There are many other possible scenarios for solar fertilizer production, and the quali-

tative analysis above is far from complete. Yet, the order-of-magnitude estimates suggest

that there are many routes through which solar fertilizers can potentially compete with the

established Haber-Bosch process by utilizing the advantages of decentralized production

offered by photo-electro-chemical processes. We also note that these estimates do not take

into consideration the inherent social cost of nitrogen to the environment. Social costs are

still not widely understood, but may range from $0.001-10 per kg N depending on the lo-

cation. [193]. If appropriate policies and regulations are put in place to account for these

social costs, the economics of decentralized fertilizer production will be improved. Other

niche applications, such as space exploration [194], may also present economic routes to

develop solar fertilizer technologies, but are likely to be smaller in scale and are beyond

the scope of this work.

2.3 Considerations for Dilute Fertilizers

The centralized production of fertilizers along with the high purity of Haber-Bosch am-

monia has driven the development of solid fertilizers with high weight percent nitrogen

(35-85%) to reduce transportation and storage costs. Utilization of solar energy is expected

to produce fertilizers with nutrient concentrations substantially lower than the traditional
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Haber-Bosch process, owing to the lower density of solar energy [154] and the challenges

with low efficiency and selectivity in photo-electro-chemical nitrogen fixation [57, 41].

This is similar to the biological fixation of nitrogen that occurs in the root system of the

plants and results in relatively low local concentrations of fixed N in the soil, estimated at

20 kg-N ha−1 yr−1 on average [47, 195] though some estimates put it as high as 45.4 kg-N

ha−1 yr−1 [196]. As we discuss in section 2.5 the required solar-to-ammonia efficiencies

and nutrient concentrations are in principle surprisingly low (<1%); however, these low-

concentration fertilizer products differ substantially from existing fertilizers and come with

both advantages and disadvantages. Here we consider two varieties of dilute fertilizers:

liquid fertilizers in aqueous solutions and solid fertilizers based on carbonaceous materials.

These fertilizers have the potential to integrate well with solar fertilizer production and ex-

isting agricultural infrastructure, but will also require changes to conventional fertilization

practices.

Aqueous fertilizers are advantageous since plants require water as well as nutrients.

The process of simultaneously applying fertilizer and water is known as fertigation [160,

197]. Fertigation has formidable potential when coupled with solar fertilizer production

since fertigation systems can deliver nutrients at a slow rate over time. This leads to a

lower overall nutrient concentration relative to solid urea fertilizer, where much of it is lost

through leaching and gaseous emissions. High leaching loss is particularly pronounced in

areas with high rainfall and sandy soils such as the State of Florida [198]. In tests fertiga-

tion has proven to be more effective than both traditional fertilizers in producing growth in

citrus trees [199], garlic [200], and potatoes [201], among others [159, 160] and leads to

higher NO−3 concentrations in the top 15cm of soil [202]. Tests in peach orchards showed

improved fruit sizes with drip fertigation compared to conventional methods [203]. Ad-

ditionally, these practices may lower the amount of nitrogen fertilizer needed to achieve

the same results as conventional methods by nearly an order of magnitude [198]. Rec-

ommended concentrations of nitrogen in fertigation systems range from 50-350 ppm on a
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mass basis for most crops [204, 205]. This contrasts with typical solid urea fertilizers that

are 46 wt%-N. This stark difference (∼ 4 orders of magnitude) in nutrient concentration by

weight indicates that aqueous dilute fertilizers cannot be economically transported, mean-

ing that aqueous dilute fertilizers are only viable at farm-scale production or for use within

very short distances within a country region (see Sec. 2.2). This fact leads to additional

challenges with dilute fertilizer related to storage, since the solar flux may not always align

with crop nutrient needs. This would necessitate on-site storage tanks that would increase

the footprint of the fertilizer production system, or electrochemical systems that can op-

erate from the electricity grid or on-site batteries to produce dilute fertilizers on demand.

Another challenge is that fertigation relies on irrigation infrastructure nutrient delivery.

This may present a particular challenge for many smallholder farms in sub-Saharan Africa,

where only around 6% of farms are equipped with irrigation [206]. Nonetheless, these

farms present a sizable initial market, and the prospect of combined fertilization/irrigation

systems may be economically viable in already-irrigated farms in the developed world (Sec.

2.2), or incentivize investment in irrigation systems in the developing world.

Another approach to dilute fertilizers is to embed the nutrients with a carrier solid. In

most current practical applications, the form of nitrogen in fertilizer is urea, which comes

as a solid that is dispersed over croplands. Solar fertilizer production could be coupled with

adsorbents to uptake and concentrate the products, leading to a solid dilute fertilizer prod-

uct. In this scenario the ammonia or nitrate products from the photo-electro-chemical reac-

tions could be separated using a solid adsorbent such as activated carbon or biochar [207]

(see Sec. 2.4.2). This approach is advantageous since application of carbonaceous mate-

rials is already practiced in organic farming in the form of composting [208], and adding

adsorbent carbon to soil has been shown to provide many benefits for croplands including

water retention, hydraulic conductivity, and resistance to soil erosion [209]. These changes

are manifested in the form of improved crop production [188], although the magnitude of

the improvements depend on the particulars of crop and soil type. Nonetheless, increases
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of 30% in seed germination rate and 13% in biomass production have been observed in

woody plants [210]. However, implementation of biochar fertilizers may be challenging,

since the ability of biochar to adsorb nitrogen is not well established. The highest reported

ammonia loading for biochar is 16 mg/g of NH3 [207]. This is comparable to the nutri-

ent content of manures, which are commonly used as fertilizers and have nutrient contents

that can range ∼ 5-50 mg/g [211]. A drawback of this approach is that producing high-

surface-area carbon requires furnace temperatures above 400 ◦C [186], which may present

an engineering challenge in a low-resource setting. However, in some developed counties

biochar facilities have been built and proven profitable [212], and in others would be prof-

itable with a moderate carbon tax [190]. However, if biochar resources are not managed

properly, this strategy could have a negative environmental impact by depleting natural re-

sources, highlighting the importance of good resource management and forestry practices

to realize the environmental benefits. This suggests that integration of solar fertilizer facil-

ities with production facilities for carbonaceous soil additives may be a promising strategy,

although considerable research is required to determine the efficacy of carbonaceous dilute

fertilizers in real agricultural settings.

One enticing possibility for both aqueous and carbonaceous dilute fertilizers is the

prospect of improved nutrient management. Currently, the fixed nitrogen in fertilizers is not

utilized efficiently, with ∼ 20% being lost to leaching or vaporization [47, 213]. Leached

fertilizer then enters waterways, leading to hypoxic regions in oceans (called dead zones),

eutrophication in lakes and rivers, and groundwater contamination [17, 214, 215]. Pollu-

tion of this kind is acute in the Gulf of Mexico and the North Sea, due to the upstream

intensive agricultural practices [17, 214]. The vaporization of nitrogen fertilizers can also

have deleterious effects on the environment by releasing NH3 and NOx compounds that

cause global warming and damage the protective ozone layer [216]. The highly concen-

trated fertilizers responsible for this pollution release nutrients too rapidly for plant uptake,

with researchers estimating they are only used at an efficiency of 20-35% [213]. This can
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have negative effects on the plants themselves, damaging root systems and seedlings in ar-

eas of high nutrient concentration [199]. The most common strategy for mitigation of these

effects is the development of coatings that aid in controlled release of nutrients and enhance

uptake efficiency [213]. Other effective strategies include deep placement of fertilizer prod-

ucts, and balanced nutrition with micronutrients [217]. While these slow-release fertilizers

improve performance, the use of dilute fertilizers offers a different approach in which nu-

trients are delivered at a controlled rate, and in smaller amounts [198, 218]. This would

enable matching N supply with crop demand. However, substantial additional research into

agronomics and plant nutrition is required to determine the potential of this strategy and

identify the optimal nutrient concentration and application rates. If dilute fertilizers are

applied through fertigation, there is an opportunity to fertilize crops each time they are irri-

gated, controlling exactly the timing of nitrogen addition. Nitrogen-saturated biochar also

holds promise, as these could release nitrogen slowly over the crop growing cycle, more

effectively resisting leaching than solid urea with the added benefit of improved retention

of P and K based fertilizers in the soil through higher ion exchange capacity [188]. If the

nitrogen content was well known it would also provide an advantage over manures where

quantification of nitrogen content presents a challenge for nutrient management [211]. In

addition to improved nutrient management, dilute fertilizers are inherently safer since they

will be less corrosive and more difficult to convert into explosives. These factors suggest

that further research into the utility and effectiveness of dilute fertilizers is relevant to the

field of solar fertilizers.

2.4 Solar Fertilizer Production Processes

The prospect of solar fertilizers shares much with the well-studied approaches to solar hy-

drogen and solar fuel production. For example, both require photon absorption, catalysts

for the reaction, efficient transfer of energy from the absorber to the catalyst, and materials

that are stable under operating conditions. However, there are also some key differences
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Figure 2.5: Solar energy is captured via solar panels and/or photocatalytic particles, gen-
erating an electrical driving force ∆V. This drives a (photo)electrochemical reaction con-
verting molecular dinitrogen to fixed nitrogen products including ammonia and nitrates in
aqueous solution. Fertilizer can be produced by separating the fixed nitrogen products by
adsorption onto solid carbon or concentrating via passive evaporation.

since solar fertilizers must integrate with agricultural infrastructure, and the products are

different in their chemistry and application. In this section we examine three key aspects

of solar fertilizer process design: solar capture, reaction and catalysis, and separations,

depicted schematically in Figure 2.5. We focus primarily on aspects unique to solar fer-

tilizers, and refer to numerous reviews on solar fuels and solar chemicals for additional

considerations [219, 36, 220, 38, 40].

2.4.1 Solar Capture

The solar fuels community has identified two basic strategies for conversion of solar to

chemical energy: direct capture of photons through photochemistry (photocatalysis), or

indirect capture through photovoltaics coupled to electrochemistry (PV-electrolysis)[219,

220]. Photoelectrochemistry, whereby electrical bias is applied during solar capture rep-

resents a third hybrid (indirect+direct) approach for solar-fuel production. There has been

considerable debate and analysis regarding the efficiency of each approach for fuel produc-

tion [40, 221, 39, 222], and while there is no clear consensus, indirect capture has received

considerable attention for the production of hydrogen. This has largely been driven by the

goal of maximizing solar-to-hydrogen efficiency, and the target of 20% efficiency has been
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achieved by multiple systems [223, 224]. Solar fuels technologies are typically envisioned

to operate at large scales in relatively centralized industrial production facilities [38]. Yet,

in the case of solar fertilizers there is a strong motivation for technologies that operate in

decentralized locations or at an agricultural site as discussed in Sec. 2.2. Indirect solar

capture requires a relatively high level of technological sophistication since solar capture

arrays, electrochemical reactors, and associated electrical connections and controls must

be maintained, and the resulting fixed nitrogen products must be separated from the elec-

trolyte. Furthermore the low areal energy density of photovoltaics [154] coupled with the

need for separate solar capture, fertilizer synthesis, and separations facilities will lead to a

relatively large footprint for indirect capture. This suggests that PV-electrolysis approaches

are best suited to semi-centralized solar fertilizer production, or on-site production at large

farms in developed regions (see Sec. 2.2). Nonetheless, photovoltaic technology is well-

established, and efficiencies of 10-20 % are typical. This leads to a required electrical-to-

ammonia efficiency of ∼ 1% (see Sec. 2.5), which is relatively low and has been reported

at the lab scale for state-of-the-art ammonia electrocatalysts [225, 226, 43, 227, 33]. Fur-

ther, electrochemical fertilizer production can be integrated with an electrical grid (though

the fertilizers resulting from grid-based electricity cannot technically be considered “solar

fertilizers”) or battery system, providing reliable yields even in periods of no sunlight. The

use of high current densities can also enable the production of higher concentrations of

fixed nitrogen. In addition, electrochemical technologies have been demonstrated at scale,

including the chloroalkali process, water hydrolysis, and hydrogen fuel cells [228, 229,

230], and many of these technological developments could be applied to semi-centralized

solar fertilizer production processes.

The alternative approach of direct capture and photocatalytic conversion through a sin-

gle material or integrated device has also been explored for solar fuel production [40, 39,

36], and some technoeconomic analyses suggest that particle bed photocatalytic systems

will lead to the lowest costs, although the potentially explosive product mixtures present

36



technical challenges [36]. In the case of solar fertilizers this safety concern is alleviated

since low-concentration products are expected (see Sec. 2.3). Direct solar capture sys-

tems contain few if any moving parts, driving down the expected costs of maintenance and

installation and making them better suited for decentralized fertilizer production at small

scale farms in developing regions. However, production rates in direct capture are directly

proportional to the solar flux, leading to uncertainty in production capacity. This uncer-

tainty can potentially be mitigated through storage, though this will increase the footprint

of the solar fertilizer production process, and/or by identifying regions where the solar flux

is high such as sub-Saharan Africa or India (see Figure 1.2). Another challenge is that the

highest reported efficiencies for direct photocatalysis are relatively low (0.1 %, see Figure

2.6). In general, the materials constraints for direct capture are more stringent since the

same material must act as an absorber and a catalyst, or the interfaces between the two ma-

terials must be carefully engineered [40]. The constraints are even more severe when cost

is considered, since materials containing rare elements or requiring expensive processing

are unlikely to be viable in a low-cost design. However, many reported catalysts are based

on earth-abundant materials such as TiO2, or Fe2O3 [70, 231, 28], and required efficien-

cies are expected to be < 1% (see Sec. 2.5), indicating that inexpensive, low-efficiency

photochemical reactors similar to those used in air purification may be viable [232, 233,

234].

In the case of direct solar energy capture, the band gap and band edge alignment of the

material must be optimized along with the catalytic performance. The optimal band align-

ment will depend on the absorber configuration (single vs. dual) and the over-potential re-

quired for the oxidative and reductive half-reactions. Substantial effort has been dedicated

to the question of optimal band configuration for solar fuel production, resulting in several

modeling frameworks [235, 236]. These tools can be easily adapted to optimize band con-

figuration and identify performance limits for solar fertilizers [28]; however, knowledge of

the half-reactions and catalytic over-potentials is required. There are still open questions
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regarding the relevant half-reactions and catalytic mechanism for photocatalytic nitrogen

fixation (see Chaptes 4 and 6) [140, 28]. Resolving these fundamental questions is of criti-

cal importance for the practical optimization of solar fertilizer technology.

2.4.2 Separations

The chemical separations required to generate reactants and convert the effluent of a re-

action to a fertilizer are also of critical importance to advance solar fertilizer technology.

In the case of solar fuels this is less critical, since many fuels like hydrogen are gaseous

and easily separable. Some work has also reported the production of gas-phase ammonia

[237, 238, 29], but many electrochemical techniques use aqueous electrolytes. Ammonia,

nitrates, and urea are all highly water soluble, creating a challenge in separating or con-

centrating the product. Further, if the process is not resistant to oxygen or other common

environmental contaminants then an air separation or purification unit will be necessary. In

addition to the chemical separation it may also be necessary to separate the catalyst from

the solution, for example in the case of slurry photoreactors. These separations are a critical

consideration for decentralized fertilizer production since high capital investment and ex-

pert operation may be required, which would not be feasible at the scale of a small or even

a relatively large farm (see Sec. 2.2). We briefly discuss the key separations challenges for

solar fertilizers: separation of nitrogen from air, upgrading the concentration of products,

separation of products from the electrolyte, and separation of the catalyst from the elec-

trolyte. The possible application of absorption, distillation, and/or membrane separation

technologies are considered for each case.

Many photo- and electrochemical processes for nitrogen fixation are based on a pure

nitrogen feedstock. For example, oxygen has been shown to inhibit photocatalytic nitrogen

fixation over the commonly-used TiO2 catalysts [59], and high-purity nitrogen is typically

used in electrochemical tests [43, 238, 239]. The need for air separation presents a critical

challenge for farm-scale fertilizer production. The most common air separation processes
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are based on cryogenic distillation, which is energy intensive (6.9 kJ mol-N−12 ) [240] and

requires significant scales (> 230 kg-N h−1) [241]. Cryogenic separation units typically

account for up to 25% of the capital for a Haber-Bosch ammonia synthesis facility [12],

and would not be economically feasible, even at the scale of a large farm, suggesting that

semi-centralized production is the most viable production scenario if high-purity nitrogen

is required. Other air separation technologies such as pressure-swing adsorption and mem-

brane separations are more viable at smaller scales, but the purity of the resulting nitrogen

is typically lower [242]. The need for air separation will likely be the limiting factor for

decentralizing solar fertilizer production. Hence, the development of processes that are di-

rectly compatible with air or low-purity nitrogen is an important but relatively unexplored

research direction.

The concentration of fixed nitrogen in the product stream may also need to be upgraded

to produce viable fertilizer products. Solar fertilizer products are generally expected to be

more dilute, as discussed in Sec. 2.3. Nonetheless, strategies to separate or concentrate the

fixed nitrogen product may be required even for dilute fertilizers, particularly if produc-

tion is semi-centralized. Separation of aqueous ammonia is challenging due to the strong

hydrogen bond between water and ammonia, and is complicated by the effect of pH since

ammonia is more soluble in acidic solutions [243]. Most research in separating ammonia

from water has been in the field of wastewater treatment where steam stripping from basic

solutions has been shown to efficiently remove trace ammonia, with some research being

done on membrane separation systems [244, 245, 246]. However, these processes are opti-

mized to reduce ammonia concentration rather than increase it, and are capital and energy

intensive. One possibility to concentrate ammonia is to capture energy from the infrared

region of the solar spectrum and use the resulting heat for passive distillation. This would

be inexpensive, but the resulting nitrogen content would likely remain relatively low. An-

other possibility is the production of gas-phase ammonia or use of a carrier gas. Capture

of ammonia from the gas-phase can be achieved with acidic liquids both at the lab scale
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[243] and at the industrial scale [245]. These processes have their drawbacks, with lab scale

acid traps using dilute acids and being specialized for holding small amounts of ammonia,

emitting 20-30% of ammonia passing through them[243]. At industrial scales, 98% sul-

furic acid is used to absorb ammonia from carrier gases, producing a solution that is 30%

ammonia. These processes are well-established, but would introduce the requirement of

removing the ammonia from the sulfuric acid, introducing additional unit operations and

increasing the cost of the process. [245] Further investigation of these systems is needed

to assess their viability in solar fertilizer processes. An alternative approach is the use of

adsorption for separation, which may be viable for either gas-phase or aqueous ammonia.

This is particularly promising if the adsorbent itself acts as a part of the fertilizer, for exam-

ple if biochar is used as an adsorbent as discussed in Sec. 2.3. This removes the need for

an energy-intensive desorption cycle, although it is critical that the absorbent release nutri-

ents when placed in the soil. Ideally, the need for upgrading can be mitigated by discovery

of catalysts that are both active and selective for nitrogen fixation, and through design of

processes that result in effluents with high concentrations of ammonia or nitrates.

Another consideration is that photo-electro-chemical processes often require electrolytes

to provide electrical conductivity and control the pH. For example, some of the highest re-

ported electrochemical ammonia formation rates are based on Li-based electrolytes [43].

While the effect of electrolytes on plant growth is unknown, the role salinity plays in soil

science is well documented and suggests salinity of fertilizers should be minimized [247].

Furthermore, electrolytes that contain metals such as Li are costly, indicating that separa-

tion of electrolytes may be required. This could potentially be achieved relatively efficiently

via precipitation or membrane-based separation processes, though electrolyte recovery has

not been studied in this context. An alternative approach is to seek electrolytes that are

abundant and non-toxic, such as NaCl, or utilize electrolytes such as KOH and Na2H2PO4

that provide an additional source of P and K nutrients, although this would require that these

compounds are available which may present a challenge. Research into the role of elec-
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trolytes and pH on soil fertility and plant nutrition can identify optimal or acceptable ranges

for dilute aqueous fertilizers. This will enable design of photo-electro-chemical processes

where electrolyte selection minimizes or removes the need for additional separations.

The final role of separation is extraction of the catalyst from the electrolyte. This is

only required in the case of particle slurry photocatalytic reactors, or homogeneous photo-

electro-catalysts. Membranes or sieves present an efficient opportunity for removing cat-

alyst particles, since the size of particles will be substantially larger than the molecules in

the electrolyte, reactants, or products. Another possibility is to separate the fixed nitrogen

products directly from the electrolyte via adsorption, effectively immobilizing the products

on the absorbent. In the case of homogeneous catalysts, the removal of the catalyst is sub-

stantially more challenging. Separation of homogeneous catalytic complexes has been the

subject of research in many other contexts. These separations are particularly challenging

due to the temperature sensitivity of homogenous catalyst complexes, meaning distillation

is not a feasible option [248]. Thus, they generally require sophisticated processes that are

specific to a particular catalyst such as adsorption columns, liquid-liquid extraction, and

nano-filtration [249]. The need for this separation can be mitigated by reactor designs with

supported catalysts, and the use of solid catalyst materials.

2.5 Preliminary Performance Targets

There has been a substantial recent increase in photo-electro-chemical nitrogen fixation re-

search, yet there are no clear targets for how efficient these processes need to be to enable

practical impact for fertilizer production. Further, the metrics typically used to assess the

performance of catalytic materials are not standardized or clearly linked to solar fertilizer

yield. Substantial effort was devoted to identifying standardized tests and benchmarking

procedures for photo-electro-catalytic water splitting [250, 251, 252, 253, 254, 255], many

of which are relevant for solar fertilizers. In this section we propose several metrics that

capture the photon absorption, reaction, and separation performance: solar-to-chemical
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conversion efficiency, nitrogen fixation rate, energy per nitrogen fixation, energy per utiliz-

able nitrogen, and time required to establish a 100 ppm solution. Performance targets for

these metrics are identified, and relevant testing conditions such as solar spectrum, operat-

ing current density, oxygen content, and nutrient concentration are discussed. These targets

are not meant to be authoritative, but rather provide guidelines for catalyst development and

fertilizer testing. While the targets are identified with photo-electro-chemical processes in

mind, some may also be applicable to other alternative approaches for nitrogen fixation

such as chemical looping, plasma catalysis, or bio-engineering.

Assessing the photon absorption performance in the case of direct absorption and pho-

tocatalytic conversion is best assessed by the efficiency of converting solar energy to the

chemical energy of the nitrogen nutrients in the fertilizer. The chemical energy of nutri-

ents varies between ammonia, nitrates, and urea, and the required nutrient load also varies

depending on the crop and agricultural region, making it difficult to identify an exact tar-

get for solar-to-chemical conversion efficiency. An order-of-magnitude estimate for the

areal energy density required for fertilization is obtained by assuming the average nutrient

density of 100 kg-N ha−1 yr−1 is provided by ammonia-based fertilizers:

100
kgN

ha.yr
× 103

14

molNH3

kgN

× 667

2

kJ

molNH3

× 1

104

ha

m2
× 1

3.15e7

yr

s
= 7.54

mW

m2
(2.1)

Converting this to efficiency also requires assumptions about the solar flux and amount

of arable land dedicated to solar capture. A prior initial estimate of 0.1 % solar-to-ammonia

efficiency was obtained assuming 50 kg-N/ha, 8 hours of full sunlight per day at 1000 W

m−2, and 1% of arable land dedicated to solar capture [28]. Data on actual average daily

solar fluxes reveals that they vary from 120 - 280 W/m2 depending on latitude [154] (see

Figure 1.2), and there is also considerable variability in the nutrient load required, ranging

from 15-200 kg-N m−2 depending on a myriad of factors including crop and soil type

[161]. The amount of land that farmers are able to dedicate to solar capture will also likely
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vary depending on region, and has not been studied. Based on these estimates the required

solar-to-ammonia efficiency may range from 0.05 - 1.25 % depending on solar flux and

required nutrient load. These estimates assume that 1% of arable land is dedicated to solar

capture, and will vary linearly with the percentage of land available, as illustrated in Figure

2.6. We propose that 1% is a relatively conservative number, corresponding to 100 m2 ha−1

or roughly 6 typical solar panels per hectare.

The solar-to-chemical conversion efficiency is a critical metric for assessing the viabil-

ity of solar fertilizer catalysts, but it is not always reported. However, solar-to-ammonia

efficiencies as high as 0.1% have been reported for graphitic carbon nitride catalysts with-

out the use of sacrificial reagents [256], suggesting that the target of 100 kg-N/ha can be

achieved with <10% of land dedicated to solar capture in regions with high solar flux such

as sub-Saharan Africa (Figure 2.6). In the case of photocatalysis the solar-to-chemical

conversion efficiency can be computed as:

ηSCC =
∆GrxnCnutrientVsol

Aillum

∫ trxn
0

φs(t)dt
(2.2)

where ηSCC is the solar-to-chemical conversion efficiency for a solar fertilizer cell, ∆Grxn

is the reaction free energy to form the nutrient product (typically ammonia), Cnutrient is

the molar concentration of the nutrient at the end of the experiment, Vsol is the volume of

solution at the end of the reaction, trxn is the total time of the experiment, φs is the solar

flux, and Aillum is the cross sectional area exposed to light [250]. The solar-to-ammonia

efficiency of electrochemical processes is not directly measured, but can be estimated based

on the electrical energy conversion efficiency:

ηEEC =
∆Grxn × ηF

Uapp × F× ne

(2.3)

where ηF is the Faradaic efficiency, Uapp is the applied voltage, F is Faraday’s constant,

and ne is the number of electrons in the reaction. Based on currently-reported overpoten-
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Figure 2.6: The solar-to-chemical conversion (ηSCC) efficiency (Eq. 2.2) vs. the percent-
age of land area required to achieve a target nutrient concentration. The highest reported
efficiencies for photochemical [256] and electrochemical [43] systems are plotted for refer-
ence. The yearly average solar constant for a 24 hour period was assumed to be 200 W m−2.
Error bars show deviations in the average solar constant of ± 80 W m−2. 50kg-N ha−1 is
the global average N loading, 100, 166, and 250 kg-N ha−1 represent the suggested loading
for rice (NE China) [257], potatoes (Mediterranean) [258], and wheat (France) respectively
[259]

.

tials for the oxygen evolution reaction, Suryanto et al. propose that Uapp = νNRR + 1.8V

where νNRR is the overpotential for nitrogen reduction. [148] This metric can be multiplied

by the efficiency of solar photovoltaics (∼ 20%) to obtain a solar-to-ammonia efficiency.

The highest reported energy-to-ammonia efficiency for an electrocatalytic process is 5.25%

[43], corresponding to a solar-to-ammonia efficiency of approximately 1%. Figure 1.2 sug-

gests that in this case <1% of land is needed to obtain 100 kg-N/ha. These promising

metrics suggest that practically relevant solar-to-chemical conversion efficiencies are likely

attainable for both direct and indirect photo-electro-chemical nitrogen fixation.

The rate of nitrogen fixation is related to the efficiency through the current at an applied

voltage for electrochemistry, or the formation rate for a given flux of photons for photo-

chemistry. The rate is a commonly reported metric for catalyst performance; however, there

are no standards for how the rate is normalized. For electrochemical nitrogen fixation the

rate is proportional to the current and Faradaic efficiency toward fixed nitrogen products.

In the case of nitrogen reduction, the Faradaic efficiency typically depends on the applied
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potential, and decreases at high current densities, such that there is an optimum operating

potential. This leads to rates and efficiencies that are reported at different operating po-

tentials for different catalysts, so ammonia yield at the optimum operating potential is a

useful metric for comparison. As recently pointed out by Suryanto et al., it is also critical

to normalize yield or current to the geometric surface area of the electrode, since this will

determine the size of the electrode assembly [148]. A detailed technoeconomic analysis is

needed to determine a viable electrode size per hectare, and the results will likely depend on

the specific agricultural scenario, as discussed in Sec. 2.2. However, a recent DOE report

estimated that a 10 kW hydrogen fuel cell system will have an active electrode surface area

of 1.44 m2 [260]. Assuming a similarly-sized cell stack can be dedicated to a single hectare

leads to a target current density of 5 mA/cm2 (17 · 10−9 molNH3 cm−2 s−1), corresponding

to 109 kg-N per hectare per year. This represents an optimistic goal, given that the cost

of 100 kg of N is approximately $55 in developed countries (see Sec. 2.2). This suggests

that the equivalent ammonia synthesis cell stack would need to be much cheaper than the

proton exchange membrane cells used for hydrogen conversion. Moreover, the target of

5 mA/cm2 is substantially higher than most reports where the largest current densities are

below 1 mA/cm2 [43, 23]. This highlights the importance of improving the catalyst perfor-

mance and engineering low-cost electrochemical cells to make solar-driven electrocatalytic

nitrogen fixation viable. However, this estimate is still∼100 times lower than the DOE tar-

get rate for fuel applications [23], indicating that fertilizers provide a more attainable goal.

Photochemical rates also suffer from a lack of standardization, and are often reported

as mass of ammonia per unit-mass of catalyst. Key quantities such as catalyst loading and

illumination area are needed to effectively compare the rates, yet these are not always re-

ported. In the case of photochemical nitrogen fixation, the rate normalized to illumination

area is critical, and will be proportional to the solar-to-chemical conversion efficiency. Ad-

ditionally, photocatalytic experiments should be performed and reported without the use

of sacrificial reagents, even if experiments with their use are also reported. Similar to the
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case of electrochemical conversion, determining an exact target rate will require a more

thorough technoeconomic analysis. However, an order-of-magnitude estimate can be ob-

tained based on the assumption of 1% solar area capture, or 100 m2 per hectare. The

maximum amount of catalyst is estimated as 100 kg/ha, corresponding to a coating thick-

ness of approximately 250 µm for a catalyst with a density of 4 g/cm3 (similar to titania).

This corresponds to a target rate of 1 g-N per g of catalyst per year, or around 8 µmol/g/hr.

The common practice of only reporting ammonia concentration vs. time, without unam-

biguously specifying the reactor volume or amount of catalyst used, makes it difficult to

estimate the rate for many reported photocatalysts. The rate corresponding to 0.1 % effi-

ciency is estimated as 2 µmol/g/hr, suggesting that photocatalytic rates and efficiencies are

approaching targets that may enable practical implementation.

An alternative approach to comparing catalyst performance across different reactions

and photo-electro-chemical approaches is quantification of the energy input required to

produce one mole of fixed nitrogen product. This metric is more appropriate for solar

fertilizers since, unlike fuels, the energy content of the resulting product is not related to

its performance as a fertilizer. In the case of solar fertilizers the molar energy density is

closely related to the efficiency:

ρE =
∆GN

ηSCC

(2.4)

where ρE is the molar energy density and ∆GN is the free energy of reaction for the fixed

nitrogen product (e.g. ammonia). This metric can be directly compared between various

fixed nitrogen products such as ammonia, nitrates, urea, or others. The metric also per-

mits comparison between different approaches to nitrogen fixation such as thermochemical

looping or plasma-induced nitrogen fixation. For example, the energy requirement for

Haber-Bosch with hydrogen from water electrolysis is 566 kJ mol−1 [184]. For ambient

conditions with aqueous electrolytes, the best reported electrocatalytic, photocatalytic, and

plasma-induced molar energy densities are 6460 kJ mol−1 [43], 3.39 ·105 kJ mol−1 [256],
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Table 2.1: Summary of energy density required for nitrogen fixation by various methods,
assuming water as a hydrogen source.

Process Lowest energy density (kJ/mol-N) Reference
Electrocatalytic 6.46 ·103 [43]
Photocatalytic 3.39 ·105 [256]

Plasma 1.39 ·105 [25]
Haber-Bosch 5.66 ·102 [184]

and 1.39 ·105 kJ mol−1 [25] respectively (see Table 2.1). Recently, it has been suggested

that the molar energy density of a solar fertilizer should be competitive with the molar

energy density of the Haber-Bosch process for solar fertilizers to be viable [148]. This as-

sumes that the energy costs are similar in both cases, and that the ultimate price of fertilizer

is primarily determined by the energy costs. However, the goal of solar fertilizers is to

capture latent solar energy that has no inherent cost, and the analysis in Sec. 2.2 highlights

the importance of transportation costs for fertilizer prices. Processes with higher molar en-

ergy density will certainly have higher capital costs, and this will likely become prohibitive

for indirect approaches, where both photovoltaics and electrochemical cell stacks must be

purchased. However, direct photocatalytic processes can be far simpler. For example, in

the case of a batch process similar to solar water disinfection [181], the primary cost would

be directly related to the catalyst material. If the catalyst is an earth-abundant material the

cost may be extremely low, and processes with substantially higher molar energy densities

than Haber-Bosch may be viable. In this best-case-scenario, the target can be estimated

based on the necessary nutrient density and solar flux. A preliminary target corresponding

to 100 kg-N ha−1yr−1 at 200 W m−2 illumination and a 1% solar capture footprint is 8.83

·104 kJ mol−1.

The prior analysis indicates that the best-reported electrocatalytic efficiency meets the

target for solar fertilizers, which suggests that energy efficiency for the chemical transfor-

mation of atmospheric nitrogen may not be the limiting factor. However, this only covers

the efficiency of the photon capture and reaction steps (see Sec. 2.4). The rate and yield

must also be considered to determine capital investment, as discussed in previous para-
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graphs. Moreover, the high-efficiency processes reported use pure nitrogen as a feedstock,

and the effluent of the electrochemical system contains a lithium-based electrolyte, mean-

ing that they are unlikely to be economically viable for solar fertilizer production. It is

important to consider the energy required for both upstream and downstream separations

needed to generate feedstocks and convert the effluent of the process into a usable fertilizer,

as well as any energy inputs into the process itself (e.g. heating for high temperature pro-

cesses). This energy will vary considerably based on the details of the process, and has not

been reported for any photo-electro-chemical process. We propose the metric of “energy

per utilizable nitrogen” as highly relevant for assessing a solar fertilizer process, particu-

larly if all of the energy is expected to come from solar capture. The molar energy density

per fixed nitrogen represents a lower limit of the energy per utilizable nitrogen, and the

energy per utilizable nitrogen is an upper limit on the amount of energy required from solar

sources. Hence, these two metrics together provide significant insight into the viability of

a solar fertilizer process. Based on the preceeding analysis an energy of 8.83 ·104 kJ mol−1

should be considered a target for energy per utilizable nitrogen, rather than a target for mo-

lar energy density. In practice, precise estimates of energy per utilizable nitrogen may be

very difficult to obtain due to the complexity and uncertainty in upstream and downstream

processes. Nonetheless, researchers in the field can use the concept along with order-of-

magnitude estimates to assess the potential viability of a photo-electro-catalytic process for

solar fertilizer production.

Another practical consideration is the time required to generate the solar fertilizer prod-

uct. This is typically quantified by the chemical engineering concepts of residence time or

space velocity. These quantities are related to the rate and efficiency, but will also provide

a measure of catalyst stability and activity under realistic operating conditions where the

nutrient concentration is high. Based on prior fertigation studies, we propose that 100 ppm

of fixed nitrogen is an appropriate initial target for ammonia concentration in aqueous fer-

tilizer solutions [204]. Keeping the nutrient concentration target of 100 kg-N per hectare
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per year corresponds to a volumetric flux of around 150 liters of aqueous fertilzer solution

per hour for one hectare of arable land:

100
kgN

ha.yr
× 103

14

molN
kgN

× 1

8760

yr

hr
× 106

100

molH2O

molN
× 1

55.4

L

molH2O

= 147
L

hr.ha
(2.5)

Converting this volumetric flux to a space-time requires the volume of the reactor. In the

case of photocatalysis the reactor area is given roughly by the solar capture area, which

will be 100 m2 ha−1 assuming 1% of land is dedicated to solar capture. The reactor height

will be determined by the optical penetration, which depends on the catalyst loading and

scattering properties. However, a depth of 1-10 cm is reasonable, yielding a reactor volume

of 1000 - 10,000 L ha−1 and a residence time of around 7 - 70 hours. In the case of electro-

chemical conversion the reactor volume will be independent of solar capture area, and will

likely be smaller in general. Given the dependence of residence time on reactor design,

the volumetric flux per illumination area provides a better metric for comparing process

performance. Assuming that 1% of land will be used for solar capture and converting the

volumetric flux from 147 L hr−1 ha−1 to more convenient lab-scale units yields a target

volumetric flux per illumination area of 150 µL cm−2illum hr−1. The volumetric flux per

illumination area measured from experiment can be computed with the following formula:

Qfertilizer =
Vfertilizer

trxnAillum

(2.6)

where Qfertilizer is the volumetric flux per illumination area, Vfertilizer is the volume of the

effluent with sufficient nutrient concentration to be a fertilizer after the experiment (sug-

gested initial target is 100 ppm), and all other variables are defined in Eq. 2.2. While

this equation only applies directly to photocatalysis it can also be adapted to electrocatal-

ysis by estimating the area of conventional photovoltaics needed to provide the electrical

energy and substituting this as Aillum. This will depend on the overpotentials of both half-
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reactions, as well as the area of the electrode and Faradaic efficiency:

Ãillum =
iNH3 × (Vapplied)

ηPV × ηF × Jsolar
(2.7)

where Ãillum is the effective illumination area, iNH3 is the current producing ammonia,

Vapplied is the applied potential (including both reductive and oxidative overpotentials), ηPV

is the photovoltaic cell efficiency (typically 20%), ηF is the Faradaic efficiency toward

ammonia, and Jsolar is the solar flux (typically 300 W m−2). For example, assuming the

target current density of 5 mA cm−2, a Faradaic efficiency of 10% at an overpotential of

1.15 V for nitrogen reduction [43] and 0.45 V for OER yields an effective illumination area

of 23 cm2
illumcm−2electrode.

The volumetric flux is not currently reported for any photo-electro-catalytic nitrogen

fixation experiments, and cannot be calculated since reactor volumes are not typically re-

ported. It is expected that the relatively large reactor volumes used in most experiments

prevents the concentration from ever reaching the target of 100 ppm, and most reported

concentration are in the µmolar regime [59, 28]. However, specialized reactor designs with

higher surface area to volume ratios may enable experiments where the volumetric flux

can be measured; a similar strategy enabled measurement of minor products for electro-

chemical CO2 reduction [261]. Another advantage of this type of experiment is that the

relatively large resulting ammonia concentration will overcome the many issues with am-

monia quantification [145, 146, 144, 147, 148], and should even be qualitatively detectable

by odor. Demonstrating the production of a prototype solar fertilizer, even at a very small

scale, represents an important step toward solar fertilizer development.

Finally, we note that it is also important to report and control the conditions under which

the metrics are measured. Some key variables are the type of illumination, the atmosphere

or reactants used, the properties of the electrolyte or solution used. For photo-electro-

catalysis solar efficiency should be measured with an AM1.5 solar simulator rather than
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xenon or mercury lamps with high UV content [262], which is standard in the photovoltaics

community. We also propose a “standard atmospheric” test for photocatalysis where the

reaction is run in air with distilled water. This standard test will provide an important con-

trol experiment, can act as a common reference for comparing the performance of various

photocatalysts, and will provide an estimate of the “energy per utilizable nitrogen” since

no upstream or downstream processing would be required. In the case of electrochemistry

it is more difficult to prescribe a standard test since electrolytes are always required and

have been shown to have a considerable effect on nitrogen fixation activity [43, 263, 264,

147]. However, it is still useful to consider the robustness of the process to air, and we

recommend reporting the activity with air as a feedstock to assess the need for upstream

air separations. Assessing stability and measuring turnover number has also been identi-

fied as an important metric that will help establish how robust catalysts are under operation

[148]. Another critically important consideration is the standardization of how nutrient

concentrations are measured.

2.6 Conclusions

Solar fertilizers present an exciting opportunity to directly capture diffuse solar energy and

convert it to chemical energy that can be applied at or near the point of production. The

technology falls at the complex nexus of energy and agriculture. Substantial additional

research is needed to establish the most promising approaches and to demonstrate the tech-

nology. This work grapples with some initial considerations from the perspective of agro-

nomics and photo-electro-chemistry and identifies some preliminary strategies that will aid

in the development and deployment of solar fertilizer technologies. Several scenarios for

decentralized fertilizer production are presented and the potential social, economic, and

technical advantages and disadvantages are discussed. The key technical needs for solar

fertilizer production are identified as solar capture, reaction, and separation, and some pos-

sible strategies and considerations are presented. Specific metrics and testing conditions
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are identified, along with targets that may enable solar fertilizer technology. The metrics

and considerations presented draw on a range of expertise in the diverse fields of agro-

nomics, photo-electro-catalysis, chemical separations, and process systems engineering,

and provide a starting point for further development of solar fertilizer technologies. There

are many possible routes forward for this nascent field, and identifying the most promising

will require a diverse range of technical, social, and economic considerations. However,

the vast potential impact of solar fertilizers on the growing problem of world hunger makes

this challenging endeavor worthwhile.
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CHAPTER 3

OVERVIEW OF THEORETICAL METHODS

Atomic level study using computational chemistry methods will allow us to isolate sur-

face environments and test hypotheses at the molecular scale. This can help clear up the

ambiguity of the experimental literature. However, there are significant challenges to mod-

eling the geometric and electronic structure of TiO2, as well as treating the excited states

inherent in photocatalysis. Among the most difficult of these is the wide range of differ-

ent catalyst phases and surfaces. Most studies utilize a mixed phase of two polymorphs

of TiO2: anatase and rutile. Studies often use powders rather than pure crystal faces, with

dopants which alter their electronic band properties, further convoluting the process. This

massively increases the complexity of understanding the surface chemistry. In general,

computational catalysis relies on modeling ideal crystal faces, occasionally examining step

sites and defects, so these complex phases present a serious impediment. Nonetheless, in-

sight can be gained from studying the pure crystal phases and lower index surfaces, but

non-ideal systems must also be considered. Even with the correct active site model, TiO2 is

also quite difficult to treat in electronic structure calculations, with results depending heav-

ily on the methods used [84]. Thus methods must be employed to quanitfy the uncertainty

in our calculations based on methodology.

3.1 Density Functional Theory

To gain a theoretical understanding of the system, we will employ density functional the-

ory (DFT). DFT is an approximate method based on the first and second Hohenberg-Kohn

theorems and implemented with the Kohn-Sham equations [265, 266]. DFT can provide an

atomistic view on the surface intermediates and activation barriers that ultimately control

the rate of reaction. It has been shown to yield adsorption energies with an average ap-
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proximate error of ∼0.2eV [267]. We will primarily use theory at the generalized gradient

approximation (GGA) level of theory, and more specifically we will use the Bayesian error

estimation functional (BEEF-vdw). The reason for this choice of method is its speed rel-

ative to higher level methods. BEEF-vdw has many advantages over the more commonly

used Perdew–Burke-Ernzerhof functional [268] (PBE). Chief among them is its ability to

produce an ensemble of values for the electronic energy based on an ensemble of function-

als. The ensemble is designed to recreate the error in the experimental energy values on

which the functional was fit. The error bars throughout this proposal represent one standard

deviation of these ensembles. These error bars can also be thought of as the range of values

you would expect to get from different GGA functionals. This will allow us to deal with

the difficulty of modeling the electronic structure of TiO2 as it will give us an idea of how

sensitive our results are to changing our methods. Calculations will be performed in the

plane wave code Quantum Espresso [269], along with a periodically repeating slab model.

3.2 Surface Phase Diagrams

Error estimation was also implemented in the phase diagrams in Section 4.1 and Section

6.3. The probability of a species existing on the surface was calculated using the following

equation:

Pi =
1

N

N∑
l

exp(
−Gl

i

kT
)∑M

j exp(
−Gl

j

kT
)

(3.1)

where Pi is the probability of species i on the surface given DFT uncertainty, Gl
i is the

free energy of species i computed from energy l of the BEEF-vdW ensemble, M is the

number of total species considered, and N is the total number of energies in the BEEF-

vdW ensemble (2000). This is equivalent to the average surface coverage from a ensemble

of phase diagrams generated from the energies of the BEEF-vdW ensemble.
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3.3 Thermodynamic Corrections

Since DFT implicitly calculates energies at 0K in a perfect vacuum, we must add thermal

corrections and zero point energy (ZPE). For all structures we will perform a vibrational

frequency calculation using a finite difference method implemented in the Atomic Sim-

ulation Environment (ASE) [270]. The vibrational frequencies will be used to add ZPE

and statistical mechanics to add the effects of elevated temperature and pressure. We will

use the ideal gas approximation for gas phase species and harmonic oscillator for surface

species. We enforce a low frequency cutoff for 33 cm−1, setting all all frequencies lower

to the cutoff value. This is to account for the translational modes of the adsorbates on the

surface and avoid diverging entropies due to the harmonic approximation.

3.4 Photoelectrochemistry

In addition to modeling the electronic structure and thermal behavior of the system, we

must model the photoexcited electrons and holes. This cannot be done easily within the

framework of DFT; requiring formalisms like time dependent DFT which are prohibitively

expensive. To avoid this, we will assume that charge transport is independent of surface

kinetics, and that electric field effects are negligible. Nørskov et al.[271, 143] provides

a model for implementing these assumptions to which we adhere, commonly called the

computational hydrogen electrode model (CHE). This model has been used extensively in

the water splitting [272] and CO2 reduction [273] and N2 reduction literature [57]. The

CHE model, originally designed to treat electrochemisty, sets the free energy of hydrogen

splitting, reaction 3.2, to zero at a potential of zero. Additionally, the energy of each state

involving the addition of an electron is varied by an energy of eU , where e is the fundamen-

tal change and U is the potential relative to this zero point (Equation 3.3). The potentials of

excited electrons and holes are evaluated at the band edge potentials of the given material

as reported in the literature [274]. The CHE model sets zero volts to the same value as the
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reference hydrogen electrode (RHE), and thus conceptually equivalent to RHE [273]. We

also neglect solvent effects, restricting our analysis primarily to gas phase systems. Given

that DFT is best suited for treating gas phase systems, this is an obvious starting point.

While these assumptions do not capture the full complexity of photocatalytic systems, they

allow us to tractably work around the main difficulties and provide insight that is valid in

well-defined limits.

1

2
H2 → H+ + e− (3.2)

∆G = ∆G+ eU (3.3)
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CHAPTER 4

ANALYSIS OF MECHANISM ON RUTILE (110)

To understand the mechanism of N2 reduction on the rutile TiO2 surface, we must closely

examine the thermodynamics of adsorbed states. In this chapter we utilize simple models

to establish the feasibility of various hypotheses. The study of photocatalytic nitrogen

fixation on TiO2 is carried out using DFT calculations to provide molecular-scale insight

into the thermochemistry of adsorbed intermediate states. Computational investigations of

photocatalysis on TiO2 are difficult due to the complex nature of photocatalytic interfaces

[275, 143] and the electronic structure of TiO2 [276, 77]. The energetics of adsorbed

species are computed under ideal gas-phase conditions (e.g. solvent effects, electric field

effects, and coverage effects are neglected) and it is assumed that excitation and charge

transport are decoupled from the electrochemical reactions, enabling the use of the CHE

approach [272, 273, 143, 275]; all voltages are relative to the computational hydrogen

electrode (CHE) unless otherwise stated. It should be noted that potentals relative to CHE

are conceptually equivalent to those referenced to the reference hydrogen electrode (RHE.)

To treat the electronic structure the generalized gradient approximation (GGA) with van der

Waals (vdW) level of theory is used. The use of the Bayesian error estimation functional

[267] (BEEF-vdW) provides error estimates that quantify uncertainty in order to assess

the sensitivity of conclusions to the error due to the GGA approximation; more details

are provided in Chapter 3. This approach is used to test four hypotheses, as discussed in

the following sections: i) photocatalytic nitrogen fixation rates are greater in the gas phase

than the aqueous phase ii) rutile (110) is an active surface for nitrogen reduction iii) oxygen

vacancies or Fe substititions on rutile (110) are active sites for nitrogen reduction iv) rutile

(110) is an active surface for nitrogen oxidation and subsequent NO reduction.
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4.1 Nitrogen Adsorption Under Gas and Aqueous Environments

The literature contains examples of experiments done in aqueous solution[132, 59] and hu-

midified air [71, 141]. Of these, humidified air generally has a higher rate [134]. To better

understand the difference in performance under aqueous and gas-phase conditions ab-initio

thermodynamics [277] have been used to compute surface phase diagrams for rutile (110)

as a function of water and nitrogen chemical potentials. Figure 4.1a shows the surface free

energy (top) and surface coverage (middle) of the reactants available at ambient gas-phase

conditions (H2O, N2, O2, OH). The results show that the bare TiO2 surface is dominant at

gas-phase conditions. The ensemble of energies from the BEEF-vdW functional can be ex-

ploited to evaluate the sensitivity of these coverages to DFT error. The probability analysis

(Fig 4.1a, bottom) suggests that there is a very low probability of having appreciable N2

coverage at 100% RH, but under dry conditions there is a probability of ≈ 10% of having

a N2 coverage > 0.25 ML. This suggests that arid environments may favor N2 adsorption,

though it is noted that water also acts as a proton source so nitrogen reduction cannot occur

if the humidity is too low. One interpretation of the surface coverage probability is that

the BEEF-vdW functional is not sufficiently accurate to precisely determine the surface

coverage, though the bare surface is the most likely. Another perspective is to view this

as a sensitivity analysis of coverage with respect to binding energies of competing surface

species. From this view, the results indicate that adsorption sites with slightly higher rela-

tive N2 adsorption are likely to have a significant N2 coverage under gas-phase conditions.

This could include defect sites or other facets, although the site must have both stronger

absolute binding energies and stronger relative adsorption of N2 vs. H2O. There are likely

sites that satisfy this criterion, but their prevalence must also be considered. Regardless of

the interpretation, the conclusion is that nitrogen coverages are expected to be relatively

low on rutile TiO2 (110) which is unsurprising given the inert nature of N2.

The surface phase diagrams under aqueous conditions (4.1b) indicate that water will be
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Figure 4.1: Surface free energy (a,d), coverage (b,e), and coverage probability (c,f) for
H2O, N2, O2, and OH as a function of H2O (a-c) and N2 (d-f) chemical potentials. The rel-
evant water potential under gas-phase conditions (0.035 atm) and nitrogen potential under
aqueous conditions (0.012 atm) are shown by dashed lines in (a-c) and (d-f) respectively.
Graphs a-c use constant N2 chemical potential set at atmospheric pressure of N2 (0.8 atm)
and d-f use constant water chemical potential set at 100% relative humidity of H2O. Ni-
trogen pressure at aqueous conditions is estimated using Henry’s law. The probability of
various coverages (c,f) given the uncertainty in the BEEF-vdW functional is calculated
using Eq. 3.1.
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the dominant surface species for a wide range of N2 pressures, with adsorbed N2 becom-

ing dominant at approximately 100 atm. In this case the probability analysis indicates that

although the surface coverage of water/hydroxyl is not well-determined by the BEEF-vdW

functional, the probability of a significant N2 coverage is negligible at aqueous conditions.

Interestingly, several reports have shown appreciable nitrogen fixation rates under aqueous

conditions [132, 59]. The fact that competitive nitrogen adsorption is not favored under

aqueous conditions indicates that highly reactive surface groups or defect sites with higher

N2 binding energy but low stability may play a role. The finding that nitrogen adsorption is

more favorable in the gas phase suggests that the enhanced photocatalytic activity under gas

phase conditions is due to the improved ability to adsorb N2 in the absence of water. This

intuitive result corroborates previous findings indicating that a key challenge in photocat-

alytic nitrogen fixation is getting N2 to adsorb [278, 279, 134], and qualitatively explains

the correlation between N2 pressure and photocatalytic nitrogen reduction activity [134,

280]. The issue of nitrogen adsorption must be addressed in any photo(electro)catalytic

system regardless of reaction mechanism, and will be a fundamental problem for low pres-

sure nitrogen fixation processes.

4.2 Thermochemistry of Nitrogen Reduction

The electrochemical nitrogen reduction reaction converts nitrogen to ammonia and occurs

at an equilibrium potential of 0.05 V vs. RHE (Figure 1.5). The proximity of this redox

couple to the hydrogen evolution reaction (H+/H2 at 0 V) makes selective reduction of ni-

trogen to ammonia challenging [57, 281, 41]. Furthermore, the alignment of the rutile TiO2

conduction band edge (Figure 1.5) indicates that the available overpotential for nitrogen re-

duction under photocatalytic conditions is relatively low (<0.15 V). Nonetheless, selective

nitrogen reduction has been observed on TiO2 photocatalysts [71, 141, 134, 132], indicat-

ing that TiO2 is capable of dissociating the strong N-N bond more easily than the much

weaker H-H bond. This suggests that identification of the active site for photocatalytic
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nitrogen reduction may enable the development of improved nitrogen reduction electro-

catalysts. In this section we hypothesize that the active site is stoichiometric rutile (110),

and examine the binding free energies of intermediates for the dissociative and associative

nitrogen reduction pathways.

The mechanism for thermocatalytic nitrogen reduction (i.e. Haber-Bosch catalysis) is

established as a dissociative mechanism in which the first step is scission of the N-N bond,

followed by hydrogenation of adsorbed mono-nitrogen [282, 283, 284, 285]; the electro-

chemical equivalent is shown in equations 4.1 - 4.6. Calculations of N-N scission on rutile

oxides shows that they follow “ideal” scaling, suggesting that the activation barrier for

nitrogen dissociation may be low [286], hence we first investigate the dissociative mecha-

nism. Figure 4.2 shows the free energy diagram for the dissociative mechanism at standard

temperature and pressure at the equilibrium potential. The dissociation energy of N2 is

remarkably high (>8.5 eV), indicating that this route is not remotely thermodynamically

feasible on rutile (110). This extreme barrier is not sensitive to the BEEF-vdW exchange-

correlation approximation, and is expected to be prohibitively large even in the presence

of solvent stabilization since each adsorbed N* would need to be stabilized by >3 eV, sig-

nificantly more than typical solvent stabilization values [287, 288, 143]. Furthermore, this

step is not electrochemically driven, so even the application of large overpotentials will

not enable direct N-N scission. This provides strong evidence against direct dissociation

of the N-N bond on the stoichiometric rutile TiO2 surface. The same stabilization would

be required for NH* species, effectively eliminating any pathway involving NH* (e.g. dis-

sociation of NNH). Adsorbed NH2 species are somewhat more stable, and may exist un-

der solvated conditions, opening the possibility of mechanisms involving dissociation of

N2Hx>2 species, similar to the associative mechanism that will be discussed subsequently.

61



Figure 4.2: Free energy diagram for dissociative nitrogen reduction at the equilibrium po-
tential computed from DFT (0.008 V, compared to 0.05 V from experiment). The blue error
bars represent one standard deviation of the BEEF-vdW energy ensemble. Adsorbed states
are labeled, and the full reaction mechanism is listed in equations 4.1 - 4.6.

N2(g)+∗ → N∗2 (4.1)

N∗2+∗ → 2N∗ (4.2)

2N∗ + 2(H+ + e−)→ 2NH∗ (4.3)

2NH∗ + 2(H+ + e−)→ 2NH∗2 (4.4)

2NH∗2 + 2(H+ + e−)→ 2NH∗3 (4.5)

NH∗3 → NH3(g)+∗ (4.6)

The associative nitrogen reduction mechanism proceeds via diazene (N2H2) and hy-

drazine (N2H4), as shown in equations 4.7 - 4.14. This mechanism has been proposed to

be most relevant for electrochemical nitrogen reduction [107, 57, 289], and the fact that

hydrazine has been observed as a photoreduction product on TiO2 [134] suggests that it

may be the relevant photocatalytic nitrogen reduction mechanism. The free energy dia-

gram for the associative mechanism at the equilibrium potential is shown in Figure 4.3a,

while the free energy diagram at the conduction band edge energy for rutile is shown in
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Figure 4.3b. Under photocatalytic conditions the conduction band edge is the relevant

potential, corresponding to an overpotential of 0.15 V. However, examination of the free

energy diagram reveals a thermodynamic limiting potential of 2.5 V due to the unstable

NNH* adsorbed intermediate, which is consistent with previous work [107]. This barrier

is significantly higher than the conduction band potential, making the route improbable

unless the adsorbates are stabilized significantly (≈ 2 eV) by solvent/dipole effects. The

rate-limiting hydrogenation of N2 is consistent with studies of electrochemical nitrogen

reduction on metals [57], nitrides [290], and oxides [107] indicating a general trend for

photo- and electrochemical nitrogen reduction.

N2(g)+∗ → N∗2 (4.7)

N∗2 +H+ + e− → NNH∗ (4.8)

NNH∗ +H+ + e− → HNNH∗ (4.9)

HNNH∗ +H+ + e− → HNNH∗2 (4.10)

HNNH∗2 +H+ + e− → H2NNH
∗
2 (4.11)

H2NNH
∗
2 +∗ +H+ + e− → NH∗2 +NH∗3 (4.12)

NH∗2 +NH∗3 +H+ + e− → 2NH∗3 (4.13)

2NH∗3 → 2NH3(g) + 2∗ (4.14)

The results indicate a prohibitively high barrier for both dissociative and associative

nitrogen reduction on stoichiometric rutile TiO2 (110), although the associative pathway

is significantly more favorable than the dissociative pathway. These findings are robust to

the error of the exchange-correlation approximation employed, and the energetic barriers

are significantly larger than the typical magnitude of electrochemical interface effects that

have been neglected (solvent, electric field). This evidence refutes the hypothesis that

rutile (110) is the active site for photocatalytic nitrogen reduction on TiO2, necessitating
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η = 0 V(a) (b) η = 0.15 V

Figure 4.3: Free energy diagram for associative nitrogen reduction at an overpotential (η)
of zero (a) and at the overpotential due to the conduction band edge (η = 0.15 V) (b). The
equilibrium potential (η = 0) is computed to be 0.008 V (0.05 V experimentally). The blue
error bars represent one standard deviation of the BEEF-vdW energy ensemble. Adsorbed
states are labeled, and the full reaction mechanism is listed in equations 4.7 - 4.14.

the development and testing of alternative hypotheses.

4.3 Nitrogen Reduction at Oxygen Vacancies

Surface defects are known to play a key role in many types of heterogeneous catalysis [291],

and oxygen vacancies in particular have been shown to participate in numerous catalytic

reactions on oxides [292] including TiO2 [115, 116, 77, 80, 85]. Oxygen vacancies are

typically highly reactive, leading to binding energies that are often substantially stronger

than binding at the stoichiometric surface. The unstable nature of N2H on stoichiometric

rutile (110) (Figure 4.3) indicates that defect sites may enable nitrogen reduction by en-

hancing the stability of N2H and other high-energy intermediates. Bridging oxygen (O-br)

vacancies are known to occur commonly on rutile (110) surfaces [77, 80, 85], and a recent

analysis of nitrogen reduction over titania has shown that the reaction rate is proportional to

the measured number of oxygen defects [59]. Due to these considerations the O-br vacancy

is a natural starting point for evaluating the effect of surface defects, although it is noted

that other intrinsic defects, such as Ti vacancies in the surface or sub-surface may also play

a role [293].
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η = 0 V(a) (b) η = 0.15 V

Figure 4.4: Free energy diagram for associative nitrogen reduction at an O-br vacancy site
at an overpotential (η) of zero (a) and at the overpotential due to the conduction band edge
(η = 0.15 V) (b). The equilibrium potential (η = 0) is computed to be 0.008 V (0.05 V
experimentally). The blue error bars represent one standard deviation of the BEEF-vdW
energy ensemble. Adsorbed states are labeled.

The energetics of the associative nitrogen reduction pathway at the rutile (110) O-br

defect site are shown in Figure 4.4. Comparison to the energetics of the stoichiometric sur-

face (Figure 4.5a) reveals a significant stabilization of the N2H intermediate, corresponding

to a thermodynamic limiting potential of 1.21 V. However, examination of the energy dia-

gram at the conduction band potential of rutile TiO2 (Figure 4.4b) indicates that the N2H

and N2H2 intermediates are still too unstable to explain the photocatalytic reduction ob-

served, although it is plausible that the thermodynamic barrier of 1.39 eV (energy of N2H2

at the conduction band edge) may be overcome by stabilization if solvent or dipole effects

for N2H and N2H2 are considerably larger than typical amounts of ≈0.6 eV [287, 288,

143]. Furthermore, other defects such as sub-surface O or Ti vacancies may increase the

reactivity of the surface, although as defects become less stable they will also become less

prevalent on the surface. This tradeoff between stability and reactivity has been noted pre-

viously for amorphous oxides [294], and suggests that more reactive (unstable) defects will

have a limited impact due to low prevalence. The O-br defect considered here has a for-

mation free energy of 1.54 eV at 0V SHE referenced against water, indicating that it will

occur with an relatively low probability on thermodynamically equilibrated surfaces. Mor-
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phological (e.g. particle edges) and kinetic (e.g. trapped bulk defects) effects will increase

the prevalence of vacancies or other defects in real catalysts [99]; these effects are difficult

to control and characterize, and may be the source of some discrepancies in the nitrogen

photofixation literature [28].

An alternative possibility is a mixed mechanism proceeding through dissociaton of par-

tially hydrogenated species, since the NHx species are stable at the O-br vacancy; however,

this would still necessitate the formation of the potential-limiting HNNH* species from the

associative mechanism and would be thermodynamically (though not kinetically) equiva-

lent. Furthermore, we note that the free energy diagram in Figure 4.5b requires two O-br

vacancies, since each N* (or NHx) is adsorbed at a vacancy. The relatively high metal sub-

stitution energy of O-br vacancies suggests that this is improbable, and the experimental

investigation of Hirakawa et. al. [59] shows a linear dependence on oxygen vacancies,

rather than the quadratic dependence that would be indicative of direct N-N (or HN-NH)

scission by two vacancy sites. This finding strongly refutes the proposed hypothesis that

direct N-N scission by O-br vacancies is the mechanism of photocatalytic nitrogen fixa-

tion on TiO2. However, the fact that the O-br vacancy significantly stabilizes NHx species,

making NHx binding close to exothermic suggests that it can promote nitrogen reduction

and ammonia formation after the N-N bond has been cleaved.

4.4 Nitrogen Oxidation and Indirect Reduction

The majority of experimental investigations of photocatalytic nitrogen fixation on TiO2

catalysts have identified reduced products of ammonia or ammonium. However, several

reports have observed nitrates as the main product [66, 67], and examination of the standard

redox potentials and TiO2 band edges (Figure 1.5) indicates that the band alignment for

nitrogen oxidation to NO is significantly more favorable on TiO2 than the band alignment

for nitrogen reduction. The band alignment provides ≈ 1.25 V overpotential for both the

oxygen reduction half-reaction and the oxidation of nitrogen for NO. Based on this we
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η = 0 V(a) (b) η = 0 V

Figure 4.5: Comparison of free energy pathways over stoichiometric (blue) and oxygen-
vacant (black) for the associative (a) and dissociative (b) nitrogen reduction pathways at
the equilibrium potential. All details are consistent with Figs. 4.2a - 5.6a. Error bars are
omitted for clarity.

hypothesize that the scission of the N-N bond on rutile (110) proceeds via the oxidation of

nitrogen to NO, which is subsequently oxidized or reduced depending on the details of the

catalyst and reaction conditions.

The thermodynamics of nitrogen oxidation intermediates on rutile (110) are shown in

Figure 4.6 the energy of the TiO2 valence band edge. Figure 4.6 reveals that the thermody-

namic limiting potential is 0.72 V (surface oxygen formation is the potential-limiting step),

considerably lower than the case of nitrogen reduction. In addition, the direct adsorption

of N2 to this reactive surface oxygen is endergonic by 0.15 eV, indicating that adsorption

of N2 is challenging on oxygen-rich surfaces. When the significant driving force provided

by the photo-excited hole (1.22 V overpotential) is taken into account (Figure 4.6b) the

oxidative path becomes extremely favorable, with all photoelectrochemical steps being ex-

ergonic with the exception of N2O2 dissociation which is very slightly (< 0.1eV) uphill.

However, when kinetic barriers are considered the reaction looks significantly less feasible.

Computed barriers to the two oxygen coupling steps are in excess of 2eV, showing highly

unfavorable surface reactions. This result suggests that the key challenge of photochem-

ical nitrogen oxidation is the kinetics of coupling oxygen to the N2 and N2O molecules.

However, solvent effects have been neglected from this analysis. The stablizing effects of
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Figure 4.6: Free energy diagram for nitrogen oxidation to NO at an overpotential (η) of zero
(a) and at the overpotential due to the valence band edge (η = 1.22 V) (b). The equilibrium
potential (η = 0) is computed to be 1.465 V (1.68 V experimentally). The blue error bars
represent one standard deviation of the BEEF-vdW energy ensemble. Adsorbed states are
labeled.

solvents may lower these kinetic barriers or an alternative pathway may exist that had not

been considered.

The computational results provide strong evidence that nitrogen oxidation is thermody-

namically feasible on the rutile (110) active site, while N2 reduction is thermodynamically

challenging. This is at odds with the experimental observation of reduced products on

TiO2 [71, 141, 132, 133, 134, 59]. One possible explanation is that nitrogen is first ox-

idized to NO and subsequently reduced to ammonia. The conversion of NO to NH3 is a

5 electron process with a redox potential at 0.71 V vs. RHE, well below the band gap of

TiO2[28], and has been reported experimentally [295] and studied theoretically [108]. The

thermodynamic feasibility of this pathway on rutile (110) has been computed and the most

thermodynamically favorable path is shown in Figure 4.7. The mechanism and energetics

are consistent with prior work [108], and indicate that this is indeed thermodynamically

feasible. However, reduction of nitrogen oxides is a complex process that can also form

partially reduced species such as N2O or N2. In particular, the reaction of NO to N2O

and the reaction of N2O to N2 has been observed under UHV conditions by Yates and col-

leagues [101, 102]. Fully understanding the selectivity of photocatalytic NO reduction on
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η = 0 V(a) (b) η = 0.81 V

Figure 4.7: Free energy diagram for NO reduction to NH3 at an overpotential (η) of zero
(a) and at the overpotential due to the valence band edge (η = 0.81 V) (b). The equilibrium
potential (η = 0) is computed to be 0.59 V (0.71 V experimentally). The blue error bars
represent one standard deviation of the BEEF-vdW energy ensemble. Adsorbed states are
labeled

TiO2 is beyond the scope of this work, but selectivity should be considered in future studies

of NO reduction.

Experimentally, titania photocatalysts have been reported to reduce nitrates under aque-

ous conditions, although selectivity to dinitrogen vs. ammonia varies widely based on

preparation conditions and metal dopants [296, 297, 295, 298, 108, 299]. Contrarily, oxi-

dation of ammonia has also been reported for TiO2 photocatalysts [300, 301, 302], as well

as simultaneous reduction of nitrate and oxidation of ammonium to N2 [302]. Furthermore,

the observation of hydrazine as a product from TiO2 nitrogen photofixation is not explained

by this mechanism [134]. These conflicting results suggest that other hypotheses should

also be considered. In particular, the formation of hydrazine should be examined more

closely to determine if hydrazine could be formed through recombination of NHx species

(consistent with the oxidative pathway) or if it is formed associatively (consistent with the

reductive pathway). Isotopic scrambling experiments [303] and use of photoelectrochemi-

cal applied bias experiments may provide insight into this outstanding question.
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4.5 Conclusions

The hypothesis that any of the sites on stoichiometric rutile (110) are the active site for ni-

trogen reduction was shown to be false based on the results of BEEF-vdW DFT calculations

for both the associative and dissociative mechanism, although the associative mechanism

was found to be considerably more thermodynamically favorable. The revised hypothesis

that oxygen vacancies are active sites was shown to be more plausible, and a significant sta-

bilization of NHx by O-br vacancies was found. Yet, the predicted thermodynamic barriers

are considerably higher than the conduction band edge, and the defects are not predicted

to be thermodynamically stable under operating conditions, leading to the conclusion that

this hypothesis is also improbable. However, the results indicate that N-N bond cleavage

is thermodynamically facile on rutile (110) through an oxidative pathway, particularly with

the strong oxidative driving force provided by photogenerated holes. Based on this find-

ing, the hypothesis of an oxidized NO* intermediate in nitrogen reduction is introduced

as a possible mechanism for photocatalytic nitrogen fixation on rutile (110). This chapter

provides initial molecular-scale insight into the mechanisms that underly photocatalytic ni-

trogen fixation on TiO2 by conclusively eliminating several possible explanations for this

important process and identifying a novel hypothesis of indirect reduction through an oxi-

dized intermediate.
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CHAPTER 5

DOPANTS FOR THE PROMOTION OF N2 FIXATION ON RUTILE (110)

One of the greatest problems for researchers studying this catalyst is the state of the litera-

ture. The literature on nitrogen photofixation on TiO2 is enormously inconsistent in terms

of synthesis methods, and observed products. Various dopants added to TiO2 to improve its

activity, among them are C [304], N [81], Fe [71], and V [305]. The presence of the rutile

crystal phase and iron dopants were found to be critical for enhancing nitrogen reduction

activity by some authors, while most do not attempt to detect them [71, 141, 132, 133].

These iron dopants have been proposed to promote the formation of rutile domains [71],

and/or enhance separation of charge carriers by acting as an electron sink [133]. While the

exact role is not known, the prevailing hypothesis is that Fe is not part of the active site

based on the observation that excess Fe content reduces catalytic activity [133].

In this Chapter, we examine the role of metal doping in the promotion of N2 fixation

on TiO2. Rutile TiO2 (110) is chosen as a model surface based on the experimentally

observed correlation between rutile content and reaction rates for photocatalytic nitrogen

fixation [71]. Additionally, there is a rich literature on the surface science of rutile (110)

[77, 291, 100, 92], and recent surface-science experiments and DFT calculations indicate

that carbon substitution defects on the rutile (110) surface are active for photocatalytic

nitrogen reduction. From this model surface, slabs containing metal dopants at the surface

formally in the 2+ and 4+ oxidation states are generated for each dopant metal. It should be

noted that these oxidation states may not represent the true oxidation state of each site, but

rather represent the oxidation state the site would take on if all Ti metal atoms retained the

4+ oxidation state. In total, all d-block transition-metals, except Mn (23 total), are screened

for their surface metal substitution energy and activity for nitrogen reduction. The binding

energies of N2H and NH2 have been identified as descriptors for activity in the literature as
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Figure 5.1: An example of the screened 2+ (left) and 4+ (right) slabs. For 2+ sites the sub-
stituent metal has replaced a 6 fold Ti atom (seen in blue) and a bridging oxygen vacancy
has been formed to allow the metal to enter the 2+ oxidation state. For 4+ sites the sub-
stituent metal has replaced a 5 fold Ti atom (seen in blue) resulting in a 4+ formal oxidation
state.

they are typically involved in the rate-limiting steps [107, 281]. Thus, these energies have

been calculated to assess the activity of generated surfaces. Full details of the calculation

methodology are in the Methods section (Sec. 3).

5.1 Trends In Active Site Formation Energies

The stability of substituted metal surface sites is examined with respect to the position of

their d-band center. In Figure 5.2a, the metal substitution energy of the studied active sites

has been plotted against the location of the d-band center of the corresponding transition-

metal. The pure metallic form is the reference for the metal substitution energy of each

metal substituted site. The d-band centers are calculated from the metallic bulk state rather

than the single atom [306]. The plot indicates there is a strong correlation between the d-

band center and metal substitution energy of the metal substitution (R2 = 0.91 and 0.79 for

4+ and 2+ respectively.) It should be noted that the use of the d-band center as a descriptor

is not meant to imply the anything about the band structure of the studied materials. We the

speculate that the observed correlation is related to the d-band model of chemical bonding
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Figure 5.2: (a) The metal substitution energy of 4+ surface sites (blue) and 2+ surface
sites (orange) with respect to their bulk metallic state vs. the metallic d-band center (b)
The metal substitution energy of 4+ surface sites (blue) and bulk substitutions (green) with
respect to their bulk metallic state vs. the metallic d-band center. d-band centers were
obtained from Ref. 306. Only metals whose d-band center was previously reported in Ref.
306 are included.

[307, 308] summarized in Equation 5.1 below:

∆Ed =

∫ EF

E(ρ′(E)− ρ(E))dE (5.1)

where ∆Ed is the binding energy associated with interaction with the d-band, EF is the

Fermi level energy, ρ(E) is the d-band density of states before adsorption, and ρ′(E) is

the density of states after adsorption. The interaction between adsorbates and the metal

s-states are assumed to be approximately constant for all metals, such that variations in

binding energies are controlled primarily through bonding interactions with the d-band.

Interaction with the d-band causes the orbitals of the adsorbate to separate into bonding and

anti-bonding orbitals. As the d-band center approaches the Fermi-level, the anti-bonding

orbitals increasingly fill, leading to a weaker bond.

Our system involves a metal atom interacting with an oxide surface rather than an adsor-

bate binding to the metal surface. We hypothesize that the d-orbitals of the integrated metal

atom interact with the p-orbitals of oxygen atoms in the surface similar to the way a metal

surface interacts with adsorbing oxygen atoms. This explanation is consistent with the ob-
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servation that the interaction weakens from left to right on the periodic table, as predicted in

the literature [309]. This trend implies that the metals most able to integrate into a surface

are those with the most favorable interaction with oxygen. A similar relationship has been

reported previously for doped rutile oxides [310] and oxide-supported single-atom cata-

lysts [311]. Other reports suggest that the electronegativity of the substituted metal is the

relevant descriptor predicting stability [312]. The electronegativity is also correlated with

the metal substitution energy (R2=0.81 and 0.62 for 2+ and 4+ respectively, see Fig. 5.3),

but not as strong as the correlation with the d-band center of the metal (R2=0.79 and 0.91,

see Figure 5.2). The fact that both of these quantities correlate with the metal substitution

energy is not surprising, as a lower energy d-center indicates a more favorable addition of

electrons, which is similar to the concept of electronegativity. The main exceptions to this

trend are Ti, Zr, Hf, and Ag. The first three can be rationalized easily since all three lie in

the same column of the periodic table, which is the same as the host metal, Ti. The im-

proved stability of substituent metals within the group lines up with the chemical intuition

since these elements have the same number of valence d electrons. This chemical similarity

affords approximately 1.5 eV of improved stability relative to the trend. The final outlier,

Ag, is more difficult to explain. However, the d-band center of Ag is itself an outlier for

its position on the periodic table. This deviation may indicate that more complex bonding

interactions are involved that are not easily described by the d-band model.

These results have implications for the relative stability of single-atom sites over surface

metal clusters or bulk substitutions in TiO2, and will relate to the feasibility of synthesizing

metal-doped surfaces experimentally. We note that many of the metal substitution energies

are exceedingly high (up to 10 eV) indicating that many of these surface sites are unlikely

to be synthesized experimentally. Some elements (Y, Sc, Zr, Hf) favor integration into

the surface structure rather than the formation of surface metal clusters (see Table 7.2 and

7.2). Conversely, noble metals such as Rh and Pt do not integrate into the surface favorably

and will tend to form surface nano-clusters. This result agrees with TEM measurements
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Figure 5.3: Electronegativity vs metal substitution energy of 2+ dopant site

in the experimental literature, indicating that clusters of metals such as platinum, silver,

gold, nickel, rhodium form on a TiO2 surface [313, 314, 315, 316] and rutile’s reputation

as a support [317]. A metal’s ability to form surface sites is also dependent on the relative

stability of bulk substitution, since a dopant that is more stable in the bulk than the surface

will tend to segregate into the bulk rather than forming surface sites. Figure 5.2b shows

that the 4+ surface sites are more stable than the bulk substitutions for all metals studied.

The relative stability of surface sites relative to bulk integration suggests that bulk synthesis

techniques such as co-precipitation should lead to a concentration of surface sites that ex-

ceeds the concentration of bulk sites for all metals considered. The correlation between the

bulk formation energies of dopant metals and their corresponding 4+ surface sites (Figure

5.2b) is also striking, indicating that bulk and surface integration are controlled by similar

electronic structure interactions.

Figure 5.2a also indicates that the oxidation state of the surface site that forms is depen-

dent on the energy of the substituent metal’s d-band center. Elements with more negative

d-band centers tend to favor forming 2+ surface sites, whereas more positive d-band centers

favor 4+ sites, with the cross-over point being approximately 0.8eV below the Fermi-level.

This trend makes intuitive sense, as a more negative d-band center implies that the addition
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Figure 5.4: The binding energies of (a) N2, (b) N2H and (c) NH2 plotted against the periodic
column for 2+ metal substituent sites

of electrons is more favorable, making the more negative oxidation state more stable. For

most metals studied, the 2+ site is either more stable or nearly as stable, suggesting that the

2+ substitutions are generally more favorable. An alternative interpretation is that the in-

clusion of metal dopants favors the formation of surface oxygen vacancies, since the 2+ site

involves an oxygen vacancy. The reactivity of oxygen vacancies is typically greater than

the pristine surface, so promoting oxygen vacancy formation may be yet another indirect

mechanism through which metal dopants affect catalytic activity.

5.2 Trends In Nitrogen Adsorption and Cohesive Energies

The adsorption of the inert N2 molecule is required for nitrogen fixation, and the first hy-

drogenation to N2H is known to be the potential-limiting step on pure TiO2. In addition,

the NH2→ NH3 reaction has been identified as potential limiting on some materials [107].

This suggests that the trends in N2, N2H, and NH2 binding will provide an indication of

a metal’s ability to promote nitrogen reduction. The N2 and N2H energies are calculated

for both 2+ and 4+ slabs to screen the surface’s ability to reduce N2. The N2H binding

energy is >1.5eV for all 4+ sites (see Table 7.2), therefore the subsequent analysis focuses

exclusively on 2+ sites.

The results for N2, N2H, and NH2 adsorption on 2+ sites as a function of periodic table

group are shown in Figure 5.4. The results differ from the typical linear correlation that
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Figure 5.5: The d-band contribution to cohesive energies vs. the binding energies of (a) N2,
(b) N2H, (c) NH2 for 2+ metal substituent sites. The d-band cohesive energy contributions
obtained from Turchanin and Agraval [318]

we expect from the d-band model [308], and instead, show relatively quadratic behavior

with a maximum near the middle of the d-block at Os and Re for N2 and N2H respectively.

Similar results are found for NH2 adsorption (Figure 5.4c), though the magnitude of the

adsorption energy varies, and there is small upward trend near the middle of the d-block.

While the N2, N2H, and NH2 binding observed deviates from the near-linear correlation

expected from the d-band model, we find a linear correlation between the binding energies

and the d-band contributions of the cohesive energies of the corresponding bulk systems

(Figure 5.5) although the correlation is relatively weak in the case of N2. Cohesive energy

is defined as the change in energy associated with isolated, neutrally charged atoms being

brought together to form a bulk material [319]. A metal’s cohesive energy is made up of

a d contribution and a s contribution (Eq. 5.2). Cohesive energies have generally been a

measure of the “bulk-nobleness” of a metal [307], with higher cohesive energies correlating

to a more noble character. The metals with the highest “bulk-nobleness” are in the center

of the d-block and resist corrosion due to the difficulty of breaking their strong metal-metal

bonds. In our case, the inverse is true: the stronger the metal-metal bonds of the bulk

material, the stronger the interaction between the metal and a given nitrogen species.

Ecoh = εd + εs (5.2)
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where Ecoh is the total cohesive energy, εd is the d contribution and εs is the s contribution.

The correlation between d-band contribution to cohesive energy and binding is the

strongest for N2H and NH2 (Figure 5.5b-c). These two species show a relatively strong

quadratic dependence (Figure 5.4b-c) suggesting that the bonding of nitrogen species to

these substituent metals is similar to that of forming metal-metal bonds of the original bulk

material. Thus, we hypothesize that the physics of nitrogen bonding to these substituent

sites is similar to the bonding between single metal atoms and a bulk metal. A similar

quadratic trend is seen for N2 adsorption in Figure 5.5a, though there are several outliers

near the middle of the d-block (Tc, Ru, Re, Os, Ir) that bind N2 substantially stronger than

predicted by the cohesive energy descriptor. The origin of this anomalously-high reactiv-

ity toward N2 is not clear, though we note that the bonding mechanism changes between

physisorption for early/late metals and chemisorption for more reactive metals, indicating

that the quadratic trend may still hold for chemisorption.

The trends observed for site metal substitution energy (Figure 5.2) and nitrogen com-

pound adsorption energy (Figure 5.5) differ qualitatively from trends observed in bulk met-

als. For single transition-metal dopant atoms, the d-band center controls metal substitution

energy, while the cohesive energy controls adsorption energy. In bulk metals the inverse is

true: the d-band center controls a material’s ability to bind gas-phase species, whereas the

cohesive energy controls how stable the material is [307]. This suggests that the origins

of scaling relations for single-atom catalysts or dopant sites may differ from the case of

bulk metals. However, the trend does not seem to hold in the case of 4+ sites (see Table

7.2), and prior work suggests that adsorption energy oxygen is correlated to the d-band

center [309], so the trend is not general. The implication of different factors controlling

the scaling relations of different adsorbates is that these adsorbates will also not scale with

each other. This suggests that single metal atoms or dopants may be able to “break” the

scaling relations between adsorbates and reach more active regions of the catalytic phase

space [320, 321].
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5.3 The Role of Iron Dopants

Many experimental studies have noted that iron dopants significantly increase the nitrogen

photofixation rates [71, 141, 132, 133]. Iron dopants may affect catalyst activity through

effects in the bulk or on the surface chemistry. In the bulk, iron has been shown to improve

charge separation, reducing recombination of electron-hole pairs. This charge separation

enhancement has been suggested to be the dominant effect of iron dopants for photocat-

alytic nitrogen fixation on titania [133]. Alternatively, an iron substitution at the surface

may stabilize the states along the reductive pathway, directly improving the energetics of

the process. The latter hypothesis was tested by computing the energetics of the associa-

tive mechanism on a slab with an iron substitution defect. Two defects were considered,

an Fe4+ defect arising from direct substitution of the 5-fold Ti atom, and an Fe2+ defect

formed by substitution of a Ti atom beneath a bridging O and removal of the bridging O,

effectively forming a O-br defect and Fe substitution (see Fig. 5.1). The Fe2+ defect was

found to be more stable, and Figure 5.6 shows the energetics of the associative pathway

with an iron-substituted rutile (110) surface . This mechanism is very similar to the mech-

anism on the pristine and O-br vacancies, with the slight difference that N-NH2 is more

stable than HNNH on the Fe defect. The limiting potential of 2.2 eV is comparable to that

of the defected surface in Figure 4.4 (1.7 eV), but is slightly higher due to the stronger

adsorption of N2. The energetics of the associative pathway on Fe-substitution defects are

compared directly to O-br defects and pristine rutile (110) in Figure 4.5a, illustrating that

the Fe-substitution defect has a similar effect to the O-br vacancy. The energy required

to form this defect was calculated to be 1.1 eV relative to bulk rutile and BCC iron. This

moderate metal substitution energy is lower than that of the O-br defect, and N2 adsorbs

with a relatively strong binding energy of -0.5 eV. This suggests that Fe surface defects pro-

mote the formation of O-br vacancies and adsorption of N2. Nonetheless, the high limiting

potential of 2.2 V indicates that the Fe-substitution defect is not active for photocatalytic
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η = 0 V(a) (b) η = 0.15 V

Figure 5.6: Free energy diagram for associative nitrogen reduction at an iron substitution
site at an overpotential (η) of zero (a) and at the overpotential due to the conduction band
edge (η = 0.15 V) (b). The equilibrium potential (η = 0) is computed to be 0.008 V (0.05
V experimentally). The blue error bars represent one standard deviation of the BEEF-vdW
energy ensemble. Adsorbed states are labeled.

nitrogen reduction.

It has been noted in the literature that iron contaminates tend to promote nitrogen fix-

ation [141]. Thus, we have closely examined the role of iron on the rutile 110 surface.

Iron catalysts are known to activate the N-N bond in the Haber-Bosch process [282, 285],

suggesting that the Fe site may play a role, and Hirakawa et al. [59] have hypothesized that

direct N-N bond scission at O-br vacancies is the mechanism for photocatalytic nitrogen

fixation. The energetics of the dissociative pathway for both Fe-substitution and O-br va-

cancy defects are compared with the energetics of the pristine surface in Figure 4.5b. The

results show that the Fe-substitution has a relatively small effect on the thermodynamics

of N-N bond scission, although a more pronounced effect is seen for NH* intermediates

that are stabilized by >1 eV. The O-br vacancies have a much larger effect on N-N bond

scission, stabilizing adsorbed N* by >2 eV per adsorbate. However, the thermodynamic

barrier of≈ 4 eV is still prohibitive at ambient conditions, and significantly higher than the

1.21 V thermodynamic limiting potential needed for the associative mechanism at the O-br

vacancy.
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5.4 Trends in Catalytic Activity for Nitrogen Reduction

The photocatalytic activity of doped TiO2 surfaces can be assessed by computing the max-

imum thermodynamic barrier with electrons at the conduction band edge potential, while

the electrocatalytic activity of doped TiO2 surfaces can be assessed by computing the ther-

modynamic limiting potential [272, 312]. The computational hydrogen electrode (CHE)

provides a route to computing the thermochemical potential of electrons at the TiO2 sur-

face (Sec. 3.4), and the resulting analysis provides only a thermodynamic picture of the

reaction pathway. This analysis establishes a lower bound on the kinetics and correlates

well with experimental trends in the literature [61].

Computing the maximum barrier or limiting potential requires the free energies of each

state along a given reaction pathway. The full thermodynamics of the N2 reduction reaction

pathways on all 2+ sites were calculated, allowing the generation of free energy diagrams

for all possible reaction pathways . Höskuldsson et al. [107] also previously found strong

scaling relations between the binding of nitrogen compounds and the N2H binding energy

for rutile metal oxides. The binding energies of all species are fit to linear scaling relations

with N2H and NH2 as descriptors to assess the scaling relations for this system (Figure 5.7).

The scaling relations have a root mean squared error on the order of 0.2 eV, consistent with

general scaling relations for other reactions [322]. The N2H and NH2 were also used to

fit scaling relationships for all electrochemical steps, yielding similar accuracy to scaling

relations for individual species (Figure 5.8). These scaling relations directly predicting

reaction energies are used for subsequent analyses.

A primary consideration when assessing the electrocatalytic activity of a surface is the

largest thermochemical barrier. Thermochemical steps do not involve electron transfers, so

they are not considered when computing the limiting potential. However, they may still

present a substantial barrier that will affect the overall rate. The largest thermochemical

barriers for each surface can be seen in Table A5. The three steps with significant thermo-
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Figure 5.7: The calculated scaling relations between the binding energies of various species
and the binding energies of N2H and NH2 on 2+ dopant sites
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Figure 5.8: The calculated scaling relations between the reaction energies energies of all
electrochemical reations and the binding energies of N2H and NH2 on 2+ dopant sites
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chemical barriers are N2 adsorption, NH2-NH2 scission, and NH3 desorption. For the case

of the most promising dopant, Mo, the adsorption of N2 is exergonic by -0.27 eV, which is

large enough to yield reasonable to N2* coverages. However, competitive adsorption with

H2O and O2 have not been considered. Moreover, there is a substantial thermochemical

barrier of 0.83 eV for NH3 desorption. Desorption of NH3 is the thermochemical limiting

step for most dopants, suggesting that NH3 may exist at high coverages or even poison

the surface. However, solvation effects have been neglected, and the free energy is com-

puted at a chemical potential of NH3 equivalent to 1 bar, suggesting that NH3 desorption

may not be limiting in aqueous solutions with low NH3 concentrations. Some of the noble

dopants (Pd, Ag, Au, and Cu) also show substantial thermochemical barriers of 0.5-1.5 eV

for NH2-NH2 scission, indicating that rates for these metals will be low even at the limiting

potential. A more detailed kinetic analysis of both electrochemical and thermochemical

activation energies is required to predict the electrocatalytic rate for any dopant, but this

thermochemical analysis provides lower bound for the kinetic barrier.

We assess the ability of dopant metals to improve photocatalytic nitrogen reduction.

This is calculated based on the largest thermodynamic barrier at a reductive potential equal

to the conduction band edge of TiO2 (approximately -0.15 V vs. RHE [274]). This ap-

proach assumes that the conduction band edge of TiO2 is not significantly affected by the

presence of the dopant, and neglects improvements in other photochemical properties such

as introduction of defect levels, charge separation or carrier lifetime. Nonetheless, it pro-

vides a good starting point for assessing the impact of dopant metals on the surface catalytic

properties. The highest thermodynamic barrier for the best reaction pathway is plotted vs.

the NH2* binding energy in Figure 5.9. The results are qualitatively similar to the elec-

trochemical limiting potentials in Figure 5.10, but there are some deviations that occur for

two reasons. The first is that the photochemical analysis includes both thermochemical

and electrochemical steps. The desorption of NH3* is a thermochemical step that becomes

rate-limiting for reactive surfaces. For less reactive surfaces the electrochemical step of N2
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Figure 5.9: The highest barrier observed vs the NH2 binding energy with the potential set
to band edge of rutile. The data for this plot can be seen in Table S5. Any surface for which
a full path was not available has been excluded.

hydrogenation is rate-limiting, which becomes slightly more favorable under the applied

bias, effectively shifting the right side of the volcano downward. The second reason for de-

viation is that multi-electron transfers are less sensitive to small potentials, so dopants such

as Re which have relatively unstable N2Hx>2 states are not as favorable under photocat-

alytic conditions. Overall, the results predict minimum thermodynamic barriers of 1.06 eV,

0.97 eV, 0.96 eV, 0.90 eV, 0.82 eV, for Mo, V, Hf, Ir, and Rh, respectively. This represents

a substantial improvement over the 1.26 eV limiting potential for pure Ti, indicating that

these metals may act as surface promoters for photocatalytic nitrogen reduction if kinetic

barriers are low.

The electrochemical limiting potential is calculated for all surfaces to assess their abil-

ity to reduce N2 under applied bias. The results are plotted against the NH2 binding energy

in Figure 5.10a. This plot reveals a clear volcano relationship between the NH2 binding

energy and the limiting potential. In contrast to prior work by Höskuldsson et al. [107]

and Montoya et al. [281], we find that the NH2 binding energy is a slightly more reliable

descriptor than N2H binding; however these quantities are linked by scaling relations, in-

dicating that either descriptor will provide consistent trends. In this case, the limiting step

shifts from NH2 desorption on the left to N2 hydrogenation on the right, with most dopants

being limited by NH2 desorption. This means that NH2 adsorption energy directly controls
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the reactive side of the volcano, and explains why it is an accurate descriptor in this case.

To better understand the relationship between the descriptors, limiting potential, and

limiting steps, the fits of the scaling relations (see Figure 5.8) were used to generate a two

dimensional volcano plot (Figure 5.10b). It should be noted that the points on this plot

are filled in with their calculated limiting potential from DFT, but placed based on their

predicted limiting potential from the scaling relations. As with the scaling relations, the

root mean squared error of the predicted limiting potential in Figure 5.10b is roughly 0.2V.

The results confirm the findings from Figure 5.10a, but provide additional insight into the

limiting steps. The results also show that the optimal limiting potential is still relatively

large (∼-0.8 V), and that Mo is near-optimal. There are also a few dopants that deviate

from the trend. Notably, Os, Ir, and Hf are on the reactive side of the volcano, but the

potential limiting step is N2H formation [107]. Nonetheless, these elements fortuitously

fall close to the trend predicted by the volcano plot.

Overall, the results suggest that several dopants are capable of improving the perfor-

mance over pure TiO2. The elements that show significant improvement are Mo, Rh, and

Re. Mo is relatively inexpensive and abundant, whereas Re and Rh are relatively scarce
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[323]. Moreover, synthesis may be a challenge since the metal substitution energy of the

surface sites is generally positive relative to the bulk metals (Figure 5.2). Nonetheless, the

results indicate that Mo is the most promising dopant for reducing the thermodynamic lim-

iting potential of ammonia synthesis on TiO2. This is also interesting since Mo is known to

play a role in biological nitrogen fixation [324], and Mo-based transition-metal complexes

are known to reduce nitrogen in homogeneous catalysis [325].

Experimental observations can provide further insight into the computational predic-

tions. Several prior reports have investigated transition-metal dopants for enhancing photo-

catalytic ammonia production on TiO2 [71, 326, 59]. Interestingly, Schrauzer et al. report

increases in ammonia yield in the presence of Mo dopants [71], though this report comes

from the early literature and rigorous controls [145] or isotopic labeling studies [131] were

not included. Moreover, the same report revealed enhanced rates for Fe and Ni, so the con-

firmation of the prediction regarding the former two should be treated with caution. The

rate enhancement for noble metals such as Ru, Rh, and Pd is conflicting even in the early

literature, with Schrauzer and Guth reporting no enhancement [71]. However, Ranjit et al.

reported enhancement for all noble metals with the most significant improvement for Ru

[326]. In all of these systems, the metal dopants were incorporated via co-precipitation,

and catalysts were polycrystalline TiO2, indicating that the metals may also enhance yields

via charge separation, mediation of crystallization, or other mechanisms [28]. Hirakawa

et al. added Ru, Pt, and Pd to pre-synthesized TiO2 particles and reported no significant

improvement in the reaction rates [59]. These experiments are more consistent with the

computational model system used in this study since only surface properties are affected,

and the results are consistent with the prediction that these noble metals will not improve

the rate. However, further systematic and well-controlled experiments that characterize the

state of the metal incorporation in the TiO2 surface are required to validate the predicted

trends.
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5.5 Conclusions

The stability of metal dopant surface sites and their effects on the reaction thermodynamics

of N2 reduction on rutile (110) are studied using DFT. We find that the metal substitution

energy of these doped surface states is strongly related to the location of the d-band center

of the substituted metal, with a trend consistent with the d-band model. We also find a cor-

relation between the cohesive energy of metals and their N2H and NH2 binding energy on

the surface, suggesting that the bonding of nitrogen species is similar to that of bulk metals.

Finally, we investigate the effects of dopant sites on the full reaction pathways for 2+ sites

on all studied metals. We find a clear volcano relationship between NH2 binding and both

the electrochemical limiting potential and the highest thermodynamic barrier for photocat-

alytic reactions. The formation of Rh 2+ sites is proposed to yield a slight improvement

of reaction rates in both electrocatalysis and photocatalysis. Other metals commonly used

in catalysis, such as Pt and Pd are predicted to have a limited or detrimental effect on the

surface catalytic properties of TiO2 for nitrogen reduction. This suggests that the role of

metal dopants in photocatalytic ammonia synthesis by TiO2 is likely related to modifica-

tions of bulk properties in most cases. However, the existence of clear trends in the metal

substitution energy and reactivity of single metal atom dopants toward nitrogen interme-

diates suggests that computational design of metal-doped oxide materials is a promising

strategy for other oxide systems and/or other nitrogen conversion reactions.
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CHAPTER 6

THE POSSIBLE ROLE OF ADVENTITIOUS CARBON

The prevailing hypothesis is that oxygen defects are the active sites for nitrogen fixation

[59, 135, 327], based primarily on an observed correlation between oxygen defect density

and ammonia yields [59, 135]. However, the alignment of the conduction band edge rel-

ative to the N2/NH3 redox couple provides a relatively small driving force equivalent to

an overpotential of only 0.15 V. DFT calculations have shown that the bridging oxygen

(O-br) vacancy of rutile (110) exhibits weak N2 adsorption energy (0.2 eV uphill) and re-

quires substantially larger overpotentials (>1.2 V) [107]. One alternative hypothesis is that

oxidative processes drive nitrogen fixation due to the substantially larger electrochemical

driving force from photo-generated holes [67]. However, adsorption of N2 is still required,

and nitrate products have rarely been reported [67]. This indicates that other mechanisms

are likely involved. In this chapter we examine the role of adventitious surface carbon

in photocatalytic nitrogen reduction. We use both near-ambient-pressure XPS (AP-XPS)

and DFT calculations to demonstrate a plausible of role surface carbon in catalyzing this

chemical reaction1.

6.1 Near-Ambient-Pressure XPS

Direct insight into the nature of the active state of titania is obtained using AP-XPS ex-

periments. A rutile (110) model surface is chosen based on the observation that ammonia

yields correlate with the amount of rutile [134]. The experiments are conducted in the ab-

sence of light and with in situ illumination (Figure 6.2-6.1) with ultraviolet/visible light at

a temperature of 200oC. The sample is exposed to 300 mTorr of N2 both with and without

1The experiments in this chapter were performed by Yu-Hsuan Liu, Marm B. Dixit, Kelsey B. Hatzell,
Yifan Ye, Ethan J. Crumlin, and Marta C. Hatzell

89



illumination. All X-ray photoelectron spectroscopy (XPS) experiments were performed at

beamline 9.3.2 at the Advanced Light Source (ALS) at Lawrence Berkeley National Lab.

The AP-XPS experiments were led by Dr. Marta Hatzell and her team. The sample TiO2

rutile (110) (Princeton Scientific Corp. - Easton, Pa) was mounted using tantalum clips

onto a ceramic button heater. Type K thermocouple wires were placed next to the sam-

ple to monitor the surface temperature. The spectra were collected (survey, C1, N1s, O1s,

Ti2P and the valance band) at a photon energy of 630 eV. Surfaces were cleaned through

slowly introducing oxygen (100 mTorr) into the chamber and annealing at 500oC for ap-

proximately 1-2 hours (time includes a ramping phase). Cleanliness was monitored through

the C1s spectra. Samples were then cooled to a desired temperature (200 or 30oC). Clean-

ing was conducted for shorter periods of time when adventitious carbon was intentionally

probed. The desired partial pressure of gas phase species (e.g. N2 (300 mT), H2O (100

mT), oxygen (100 mT) and/or CO2 (100mT)) were introduced into the main chamber us-

ing leak valves, and equilibrated over a 15 minute period. For in situ illumination an Asahi

Spectra (Torrance, CA) 300 W broadband light source was fixed to the viewing window.

Initial experiments were conducted only in the presence of 300 mT N2 (Figure 6.2). In

these tests, light and dark conditions at various temperatures were probed. The C1s and

N1s peaks with and without illumination for as-prepared samples are shown in Figure 6.4.

The arbitrary units for the XPS are all incrementing by 20000 counts, and thus changes in

peak height reflect the change in intensity of each peak. The N1s peak was between 3-5

at% of the survey scans.

The results for the as-prepared rutile (110) crystal (Figure 6.1a-b) indicate the emer-

gence of a peak at 398 eV in the N1s spectrum upon illumination (Figure 6.1b). This value

has previously been attributed to reduced nitrogen Nred (NH3=398.8 eV) [328, 329, 330].

No changes in the binding energy of Ti2P3/2 or Ti2P1/2 are observed with the addition of

Nred (Table A6-A9), indicating that the reduced nitrogen on the surface does not change

the titania crystal structure through surface nitride formation [329]. Furthermore, repeated
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experiments at lower temperatures of 35oC and 100oC (Figure 6.3) reveal that reduced ni-

trogen species remain on the surface in the dark at low temperatures, indicating that they

are adsorbed.

The AP-XPS results also indicate that adventitious carbon is present on the sample

(Figure 6.1a), a result typical for titania [331, 332]. However, oxygen vacancies are not

detected, as evidenced by the sharp the Ti 2p3/2 peak (Figure 6.2) that indicates all Ti4+

sites are well-coordinated [333]. The adventitious carbon is removed from the sample by

annealing at 500 ◦C in 100 mTorr O2 for 90 minutes, resulting in a substantial reduction

in the C1s peak intensity and likely oxidation of surface hydrocarbons. After this cleaning

procedure the N1s peak is no longer detected upon illumination. To confirm that the disap-

pearance of the photo-induced N1s peak is not due to annealing of oxygen defects. These

results provide strong direct evidence of a photo-induced interaction between the titania

surface and nitrogen.
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Figure 6.1: Results of in situ AP-XPS on rutile (110) single crystal with C1s (a,c) and N1s
(b,d) peaks for the as-received (a-b) and cleaned (c-d) surfaces in the dark (red) and under
visible illumination (green) when exposed to 300 mTorr nitrogen.
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In a second set of experiments the effect of adventitious carbon and oxygen vacancies

were probed. Initially an as-received single crystal was probed in 300 mT N2 under illumi-

nation for an hour (Figure 6.3a). The sample was then pulled into a prep chamber, where

oxygen vacancies were introduced through Ar+ sputtering in a preparation chamber, prior

to being transferred into the main chamber (Figure 6.3b). Sputtering is also commonly

used as an approach to clean the crystal surface. The sputtering did result in a decrease in

amount of surface carbon (C1s); however, the presence of reduced nitrogen remained. This

is likely due the strong binding of ammonia to the surfaces at low temperatures (near am-

bient). Typically, elevated temperatures and dilute acids are required to remove adsorbed

ammonia. Oxygen vacancies can be noted through the presence of Ti3+ in the Ti2p region.

Ti3+ are undercoordinated, due to the presence of the oxygen vacancy. In the presence of

oxygen vacancies and less carbon, the resulting Nred peak was smaller than without oxygen

vacancies. To add carbon back to the sample, the sample was exposed to 100 mT CO2

for an hour, with the C1s peak monitored. Finally the addition of 100 mT H2O healed the

oxygen vacancies. Peak areas were quantified using Shirley background correction, which

were fitted using a combined Gaussian/Lorentzian line shape.

In this second set of experiments sputtering the sample simultaneously removed a por-

92



tion of the adventitious carbon. The presence of oxygen vacancies is confirmed by the

appearance a shoulder in the Ti2p spectra; however, the introduction of oxygen vacancies

does not result in a greater reduced nitrogen peak (Figure 6.3). The addition of CO2 re-

sulted in increased C1s and Nred peaks (Figure 6.3), providing additional evidence of the

interaction between surface carbon and nitrogen. This finding also indicates that oxygen

vacancies may play an indirect role by favoring formation of surface carbon.
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Figure 6.3: Results of in situ AP-XPS (O1s, Ti2P, N1s, C1s) on rutile (110) single crys-
tal with adventitious carbon after 1 hr exposure to gas mixtures and light. Titania when
exposed to 300 mT N2 only (no oxygen vacancies) (a), Ar+ sputtered titania with Ti3+

sites indicating the presence of oxygen vacancies and a reduction in adventitious carbon
(b). Sputtered titania exposed to 100 mT CO2 (increasing carbon) and 300 mT N2 (c).
Sputtered titania exposed to 100 mT CO2, 100 mT H2O and 300 mT N2 (d).

6.2 Atomistic Modeling of Potential Carbon Active Sites

The atomic-scale structure of adventitious surface carbon is not well-defined [334], and an

ensemble of active-site structures are likely to contribute. To address this challenge the N2

binding energy and surface energy of a large swath of active sites are calculated using DFT

with the BEEF-vdW functional. These sites include a range of oxygen/titanium defects

and carbon additions/substitutions on the rutile TiO2 (110) surface. The results, shown
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in Figure 6.5, illustrate a tradeoff of reactivity and stability, where the most relevant sites

exhibit maximum stability for a given N2 adsorption energy [294].

There are several carbon-based active sites that exhibit remarkable N2 adsorption free

energies of∼2 eV, providing further theoretical support for the hypothesis that adventitious

carbon enables interaction between TiO2 and N2. In addition to strong binding, it is neces-

sary that N2 adsorption be selective against other reactants, that active sites are sufficiently

stable to exist under reaction conditions, and that a catalytic mechanism for N-N bond scis-

sion exists. We select a single representative active site, a carbon substitution at a bridging

oxygen (C*), as a model to investigate these issues.
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6.3 Competitve Binding of O2 and N2 on the C* Site

The C* site has a remarkably strong N2 binding free energy of -1.89 eV, equivalent to the

gas-phase analog of the reaction (C+N2 → CN2). This equivalence indicates that the C*

site acts as a surface-bound carbon radical, which is corroborated by 2 unpaired electrons in

surface slab and a magnetic dipole of 1.56 µB on the C atom from bader spin analysis [335].

This reactive carbon radical can also interact with other species under reaction conditions.

The presence of H2O is required for proton formation via oxygen evolution, and O2 is also

present in many studies. The adsorption selectivity toward N2 is assessed by computing the

free energy of adsorption for H2O and O2 as a function of O2 chemical potential at ambient

temperature and pressure (300 K, 1 bar) and 100% humidity (Figure 6.6); the BEEF-vdW

ensemble is used to propagate DFT error and compute surface coverage probabilities (see

Equation 3.1). The results illustrate that N2 adsorption is competitive within the error of

DFT, and that N2 adsorption will be favored by decreasing O2 pressure. This is consistent

with the observation that anaerobic conditions increase reaction rates [59]. These results

support the hypothesis that C* and other carbon-based sites enable selective adsorption of

N2 at ambient conditions.

95



1.00 0.75 0.50 0.25 0.00 0.25
O2(eV)

0.14

0.16

0.18

0.20

0.22

S
u
rf

a
ce

 F
re

e
 E

n
e
rg

y 
(e

V
/Å

2
)

10 16 10 12 10 8 10 4 100 104

Pressure (atm)O2

1.00 0.75 0.50 0.25 0.00 0.25

1.00

0.75

0.50

0.25

0.00

Pr
o
b
a
b
ili

ty

Gas Phase

H2O on Carbon
N2 on Carbon
O2 on Carbon
Carbon Defect 

(a)

(b)

Figure 6.6: (a) The probability of each reactant species being dominant on the C* site based
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6.4 Thermodynamics of N2 Fixation on C* Sites

The carbon-based active sites show a clear trend toward strong N2 adsorption, but are also

relatively unstable (Figure 6.5), raising the question of whether they exist in a real system.

The surface energies shown in Figure 6.5 are computed relative to graphite, one of the most

stable forms of carbon. Adventitious surface carbon will be less stable, and likely consists

of a variety of short-chain hydrocarbons and carbon oxides [334]. The photocatalyic ac-

tivity of TiO2 for hydrocarbon oxidation and CO2 reduction is well-established [336, 337],

suggesting that the carbon site may be formed by a photo-oxidation/reduction. Adventi-

tious carbon has also been reported to play a role in photocatalytic CO2 reduction [332],

and hydrocarbon-based sacrificial reagents have been shown to increase ammonia yields

[152, 338, 339]. We model the hydrocarbon influence by selecting CH4 as a model hydro-

carbon. Any alcohol or short-chain hydrocarbon on the surface will be thermodynamically

easier to oxidize. The photochemical oxidation is modeled using the CHE [143], and an O-
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br vacancy is used as the active site such that the adsorbed C* is equivalent to the bridging

carbon substitution. The results show that photo-oxidation of CH4 to the C* site is highly

exothermic (Figure 6.7a) owing to the strong oxidative potential of photo-generated holes.

This is clear from the band alignment of TiO2 where there is a thermodynamic driving force

of >1 eV even for the formation of gas-phase C atoms from CH4. This is also consistent

with experimental observation of CHx surface species on including radicals on titania [340,

341, 342]. These findings provide strong evidence that the formation of metastable carbon

active sites on titania is feasible under photocatalytic conditions.
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Figure 6.7: (a) The free energy diagram of the oxidative active site regeneration. The poten-
tial is set to that of oxidizing holes at the band edge of rutile TiO2 (b) The thermodynamic
cycle of N2 reduction on a carbon substitution at a bridging oxygen (C*) on TiO2. The
path consists of a reductive portion (red) and an oxidative active site regeneration portion
(blue). (c) The free energy diagram of the reductive ammonia production portion of the
thermodynamic cycle. The potential is set to that of reducing electrons at the band edge of
rutile TiO2

Even after accounting for the relatively unstable nature of the carbon substitution site

the N2 adsorption free energy of -1.89 eV is remarkable, indicated by the fact that nu-

merous other unstable carbon-based sites have considerably lower N2 adsorption energies

(Figure 6.5). The 1.56 µB magnetic dipole is quenched upon adsorption of N2, similar to

the mechanism reported for an FeN3 active site on Fe-doped graphene [343]. This is also

consistent with prior reports of carbon radicals at graphene edges interacting strongly with

nitrogen under ball-milling conditions [344], and numerous reports of carbon-based cata-

lysts for photocatalytic nitrogen fixation [28]. This indicates that the TiO2 surface plays
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an indirect role by forming and stabilizing radical carbon species. This mechanism may

also be relevant for the wide range of other wide-band-gap semiconductors that have been

reported as nitrogen fixation photocatalysts [28].

Finally, adsorption of N2 is only the first step in the formation of ammonia; the chal-

lenge of dissociating the N-N bond still remains. The feasibility of the ammonia synthesis

half-reaction on the C* site was mapped out following a range of possible reaction mech-

anisms (see SI). The CHE approximation is used, and only thermodynamics of intermedi-

ate states are considered. The most favorable route follows the distal mechanism of N-N

bond scission [289], and exhibits a low thermodynamic barrier of 0.55 ± 0.12 eV with the

potential-limiting step being the hydrogenation of CN* (Figure 6.7c). The formation of

the second NH3 requires hydrogenation of both the C and N in order to weaken the C-N

bond (Figure A2-A3) resulting in a surface CH3*, which must be regenerated via photo-

oxidation in order to close the catalytic cycle (Figure 6.7b). While kinetic limitations have

been neglected, the results show that carbon-based active sites provide a thermodynami-

cally feasible route to photocatalytic nitrogen fixation on titania catalysts.

The proposed mechanism explains how photocatalytic reduction of nitrogen to ammo-

nia can occur despite the relatively small reductive driving force from the TiO2 conduction

band edge. The oxidative potential of photo-generated holes is captured by the forma-

tion of meta-stable reactive carbon species that promote strong N2 bonding and subsequent

reduction via surface-bound CN2Hx species. This is similar to the well-known role of

photo-generated O.−
2 and OH. radicals in TiO2 photo-oxidation [345].

The proposed hypothesis also explains numerous prior experimental observations and

inconsistencies: rates correlate with oxygen vacancies because they promote the formation

of reactive carbon sites, the rate of ammonia formation decreases with oxygen concentra-

tion due to poisoning of N2 adsorption sites, and the wide range of experimentally-observed

rates is due to the lack of effort to control or characterize carbon-based impurities on the

catalyst surface or reaction environment.
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6.5 Conclusions

In conclusion, a combination of AP-XPS experiments and DFT studies provide strong

experimental and theoretical support for the hypothesis that adventitious surface carbon

promotes photo-induced adsorption of N2 at TiO2 through the formation of meta-stable

active sites by photo-oxidation of hydrocarbon species. The DFT results indicate that

carbon-based sites interact strongly with N2, and that subsequent reductive hydrogena-

tion of CN2 is a thermodynamically-feasible route to produce ammonia and regenerate the

surface hydrocarbon. This hypothesis is consistent with prior reports of carbon radical for-

mation [340, 341, 342], the role of surface carbon contaminants in photocatalysis [332],

spin-mediated N2 adsorption [343], and strong interactions between nitrogen and graphene

edges [344]. The hypothesis is also consistent with a number of key observations in the

nitrogen photofixation literature including the correlation of rate with oxygen vacancies

[59, 135] and sacrificial reagents [152, 338, 339], the detrimental effect of gas-phase oxy-

gen [59], and the large variations and inconsistencies in measured rates for catalysts that

are nominally identical [140, 28, 59]. The findings indicate that careful characterization

and control of surface carbon is critical to ensure reproducibility in photocatalytic nitrogen

fixation on titania and other semiconductors, and suggest that engineering carbon-based

active sites is a promising strategy for enhancing photocatalytic nitrogen fixation.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Overview

Photocatalytic nitrogen fixation is a technology that can provide fertilizer to many com-

munities where it is currently expensive or unavailable. In this thesis, we reviewed the

literature on the surface chemistry of TiO2, photocatalytic nitrogen fixation, and more re-

cent literature on measurement and contamination effects in photoelectrochemical ammo-

nia synthesis. We find that process has a long history but suffers from poor experimental

design and issues with ammonia contamination and measurement. We have shown that the

process of photocatalytic nitrogen fixation can be feasible technologically. We have demon-

strated that such a technology could generate nitrogen-based fertilizer in a distributed way.

While this technology is unlikely to replace Haber-Bosch entirely, it can have applications

in areas with poor infrastructure and high levels of solar radiation. Additionally, we have

proposed several possible forms of the technology, showing that remarkably low solar-to-

chemical efficiencies are practical if separations are not required. Notably, the application

of aerobic photocatalytic nitrogen fixation to produce fertigation water could provide a low

capital cost solution to delivering fertilizer, removing costly separations.

In addition to laying out the technological prospects for photocatalytic nitrogen fixa-

tion, we have performed a theoretical analysis of the surface reaction on rutile TiO2 (110).

Utilizing the computation hydrogen electrode (CHE) approximation to simulate the contri-

bution of photo-excited electrons and holes, we have shown that the pristine and oxygen

vacant surfaces are not capable of catalyzing nitrogen reduction. On these surfaces, the re-

action cannot proceed through the dissociative mechanism (see Figure 1.3), having barriers

above 3 eV for all studied systems. Additionally, these surfaces cannot catalyze the reaction
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through an associative mechanism, with the first hydrogenation reaction being rate-limiting

and having a barrier over 1eV. We have also demonstrated that while nitrogen oxidation is

thermodynamically feasible, the kinetic barriers may make the reaction untenable on pris-

tine rutile (110). Thus, the rutile (110) surface appears to be inactive for nitrogen fixation

under ambient conditions.

We have also performed a screening analysis of dopant metals on rutile (110). We

find that the metal substitution energy of dopant sites on the surface is correlated to the

transition metals’ d-band center. We hypothesize this is due to the favorable interaction

between the metal and oxygen, which exists in transition metals. We have also shown

that the binding of nitrogen species shows a parabolic structure across the periodic table

row, correlating strongly with the metals’ cohesive energies. This parabolic trend has the

metals in the center of the row binding nitrogen species the strongest, and the metals on

the edges of the row binding them more weakly. We hypothesize that the cohesive energy

measures a metal’s relative instability and, therefore, the propensity to form bonds with

gas-phase species. Finally, we analyze the binding energies and reaction energies to search

for scaling relations. We find Reasonably accurate linear scaling relations in the system,

with the scaling relations generated having an overall RMSE of 0.2eV. We conclude that

a few metals (Rh and Mo) are predicted to slightly improve the rate of N2 reduction, but

none improve the rate significantly.

We also analyzed the possibility that adventitious surface carbon on rutile (110) surface

helps catalyze the nitrogen reduction reaction. We utilize ambient pressure XPS to observe

the rutile (110) surface under reaction conditions, finding that reduced nitrogen species

are present only when adventitious surface carbon is present. We then analyze several

possible carbon-based active sites on the rutile (110) surface, finding that sites containing

carbon tend to bind nitrogen strongly, but are relatively unstable. We then analyze one

particular active site: a carbon substituted onto a bridging oxygen site. We investigate this

active site’s ability to selectively adsorb N2 over O2 and H2O, finding that N2 adsorption is
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competitive under ambient conditions. We demonstrate that the nitrogen reduction reaction

can proceed through this active site, but requires an oxidative regeneration step to close the

catalytic cycle. Finally, we show that this carbon active site is meta-stable under reaction

conditions, requiring illumination to be generated from adventitious surface carbon.

7.2 Analysis and Future Work

While the technology of photocatalytic nitrogen fixation is viable, there are substantial

challenges to overcome to enable low-cost solar fertilizers generated from photocatalysis

Chapters 4-6 have focused on the TiO2 surface, laying out the thermodynamics of N2 re-

duction and oxidation on the surface. However, this work suggests that the rutile TiO2 (110)

surface is fundamentally limited as a material for photocatalytic nitrogen fixation. Rates

initially reported were low [71] and remain low in more recent work [59] (∼2 µmol/h)

despite attempts to improve its activity. The large bandgap of TiO2 (roughly 3 eV, see

Figure 1.5) limits its ability to utilize sunlight for photocatalytic reactions. TiO2 also has

relatively unfavorable band alignment, meaning that the reducing potential of photoexcited

electrons is relatively small. Additionally, Chapter 4 shows that the reaction cannot pro-

ceed on the pristine rutile (110) surface, requiring complicated reactions involving radical

carbon species as shown in Chapter 6. This leads to the challenging task of engineering

surface carbon to improve reaction rates. The need to ensure that surface carbon is present

in the proper form and amount is a significant barrier to practical reactor design.

The difficulties with engineering TiO2 for photocatalytic nitrogen fixation and lack of

progress over several decades suggest that researchers should search for novel materials.

Computational analysis can provide an advantage, since if good descriptors can be found

many materials can be screened rapidly to narrow the field of possible catalysts. The de-

scriptors that have been identified in the literature [107] and in our work (Chapter 5) are

the binding energies of O2, N2, N2H, and NH2. In particular, our work suggests that the

relative binding of O2 and N2 is important. If a surface binds O2 much stronger than N2, the
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Figure 7.1: The binding of N2 vs. the binding of O2 for screened surfaces. Surfaces include
metal oxides, borides, and phosphides. Bulk materials were obtained from the materials
project database [346]. The diagonal line represents equivalent binding of O2 and N2.

surface will be poisoned by O2 even if N2 binds strongly, necessitating capital-intensive air

separation. N2 binding is relevant as N2 coverage is a prerequisite to obtaining reasonable

rates under ambient conditions. Finally, the binding energies of N2H and NH2 are relevant,

as they are involved in the two steps that are normally rate-limiting under electrochemical

conditions (N2*→ N2H*, and NH2*→ NH3 + *).

In most practical applications of photo- and electrocatalytic nitrogen reduction, the

feed gas will be air. Thus, O2 will be present alongside N2 and compete for surface ad-

sorption sites. This competition necessitates the use of materials that will adsorb N2 more

favorably than O2. It is generally accepted that O2 is more reactive than N2 in most cir-

cumstances, as it is a relatively unstable molecule in a triplet spin state [347]. Because of

the instability of O2, future work should focus on finding materials able to adsorb N2 more

favorably than O2. This will be a challenging endeavor, due to the relative reactivity of

these molecules. However, a preliminary analysis of N2 and O2 adsorption over 2000 can-

didate oxide, (oxy)boride, and (oxy)phosphide surfaces has yielded at least 25 promising

candidate surfaces (see Figure 7.1). .

To perform this screening, a variety of surface oxide, phosphites, and boride surfaces
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were tested to study the competitive binding of oxygen and nitrogen. Bulk materials were

selected from the Materials Project database [346]. The chosen materials were specified

to be all materials that contain one of the metals Sc, Ru, V, Sn, Nb, Zr, Mo, Ti and one of

the non-metals O, B, P. These metals were selected as all of them can form rutile oxides so

a baseline of comparison will exist in the dataset[107]. Additionally, borides have shown

promise for nitrogen fixation reactions[348]. From these bulk structures, surfaces were

generated with all possible combinations of Miller indices where the maximum index was

one (i.e. 110, 111, 100). Voronoi polygon analysis was used to determine all surface

active sites on all generated surfaces[349, 350]. These active sites include bridge, ontop,

and hollow sites. With this information, for each active site N2 and O2 were adsorbed to

generate a full set of adsorption structures.

DFT calculations were performed on each surface to obtain ground state energies. The

surfaces were fully frozen to simplify the study initial candidate materials. Each adsorption

structure was then relaxed to obtain the lowest energy structures. Systems in which one or

more calculations did not converge, O2 Å dissociated, or N2 and O2 were not bound to the

same site were discarded. In total, calculations were performed on 2078 systems, of which

300 were found to be physically relevant.

Figure 7.1 shows the 300 systems obtained from the preliminary screening analysis. An

interesting trend emerges from the calculated bindings. There is a weak linear correlation

between the binding of N2 and O2 across the studied surfaces. This trend has the binding

of O2 increasing much faster than N2. This trend matches the expectation that O2 is more

reactive than N2 and highlights the challenge posed by this problem. Additionally, there

existed 25 systems that bound N2 favorably and bound stronger than O2 and also bound

N2 stronger than -0.5eV. These surfaces represent a pool of candidate materials for future

study. While subsequent work is required to ensure that these are not false positives, this

encouraging result indicates the promise of computational screening in the discovery of

air-stable photocatalysts for nitrogen fixation.
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Figure A2: Reaction free energy of of breaking the C–N bond vs the number of hydrogens.
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Figure A3: The reaction free energy of breaking the N–N bond vs the number of hydrogens.
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Table A1: The calculated relative energies of all 2+ surface species on all metal substituents
at standard state. All energies are referenced with respect to N2 gas and H2 gas at 300K
and 1 bar of pressure. Blank spaces represent calculations that could not be converged

Element H2NNH2 HNNH N N2 N2H N2H2 N2H3 NH NH2 NH3 Formation Energy
V 1.5 1.52 0.0 0.35 1.11 0.79 0.95 0.5 -0.94 -0.71 1.9
Ni 1.6 2.17 3.5 0.14 1.78 1.91 1.25 2.57 0.06 -0.51 4.94
Au 1.79 2.49 4.34 0.27 2.65 2.85 2.28 3.07 0.8 -0.03 6.89
Re 1.04 0.8 -1.44 -0.78 -0.32 -0.03 0.4 -0.13 -1.17 -0.92 5.77
Hf 1.32 1.46 1.85 0.0 1.1 0.72 0.32 0.07 -1.38 -0.9 -0.79
Nb 1.3 0.55 -1.02 -0.18 0.47 -0.25 0.06 -0.79 -1.66 -0.83 2.08
Pd 1.65 2.24 3.62 0.25 2.13 2.38 1.83 2.58 0.35 -0.16 5.69
Mo 1.36 1.07 -1.14 -0.27 0.13 0.02 0.49 -0.18 -1.15 -0.7 4.1
Tc 1.13 1.08 -0.8 -0.61 0.09 0.38 0.77 0.0 -1.39 -0.87 5.21
Cr 1.37 1.61 0.7 0.03 1.58 0.98 0.74 1.12 -0.91 -0.76 2.62
Ti 1.52 1.79 1.97 0.13 1.4 0.97 0.73 0.43 -0.93 -0.56 -0.0
W 1.34 0.97 -1.74 -0.3 -0.12 -0.62 0.11 -1.01 -1.56 -0.75 4.25
Fe 1.82 2.25 11.57 0.63 1.78 1.77 1.62 2.09 -0.01 -0.47 3.3
Sc 1.16 1.91 4.47 0.05 1.81 1.71 1.1 2.57 -0.57 -0.71 -1.24
Ru 0.92 0.89 0.55 -0.78 0.75 0.29 0.57 0.91 -1.0 -1.08 5.83
Os 0.72 0.53 -0.63 -1.11 -0.04 -0.24 0.18 0.12 -1.38 -1.23 6.85
Ag 1.55 2.45 5.38 0.25 2.71 2.76 2.16 3.89 1.15 -0.14 6.39
Y 1.11 1.82 2.9 0.04 2.12 1.42 2.98 -0.12 -0.73 -0.93
Zr 1.33 1.53 1.76 0.01 1.19 0.86 0.47 0.2 -1.21 -0.83 -0.42
Pt 1.75 2.28 3.01 0.27 1.89 2.2 1.56 1.75 -0.04 -0.06 6.01
Co 1.61 2.01 2.76 0.16 1.51 1.5 1.27 2.05 -0.32 -0.3 4.38
Cu 1.44 2.2 5.14 0.19 2.43 2.51 1.79 3.72 0.84 -0.4 5.31
Ir 1.06 0.99 1.23 -0.53 0.5 0.44 0.22 0.72 -1.35 -1.02 6.55

Rh 1.39 1.54 2.27 -0.03 0.93 1.07 0.67 1.36 -0.9 -0.7 5.63
Ta 1.26 0.44 -0.96 -0.1 0.54 -0.19 -0.11 -0.88 -1.81 -0.81 1.52

107



Table A2: The calculated relative energies of all 4+ surface species on all metal substituents
at standard state. All energies are referenced with respect to N2 gas and H2 gas at 300K
and 1 bar of pressure. Blank spaces represent calculations that could not be converged

Element N2 N2H Formation Energy
V 0.07 3.17 2.37
Ni 0.1 2.15 8.14
Au 0.16 9.39
Re -0.01 2.24 6.15
Hf -0.05 2.84 -1.08
Nb -0.01 3.01 1.62
Pd -0.06 2.06 8.89
Mo 0.02 3.01 4.3
Tc -0.01 2.53 6.04
Cr 0.09 2.21 4.5
Ti 0.04 3.21 -0.0
W 0.02 4.14
Fe 0.07 1.82 6.29
Ru -0.13 2.28 7.35
Sc -0.03 2.71 0.71
Os -0.33 2.4 7.77
Ag 0.13 9.62
Y -0.09 1.14

Mn 0.09
Zr -0.04 3.16 -0.66
Pt -0.4 2.06 8.72
Co 0.08 7.13
Cu 0.11 8.75
Ir -0.52 8.24

Rh -0.24 2.56 7.86
Ta -0.01 2.91 1.06
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Table A3: The limiting potentials and limiting steps for each dopant metal on 2+ surfaces
Element Limiting Potential Limiting Step

Sc -1.81 N2→ N2H*
Ti -1.4 N2→ N2H*
V -1.11 N2→ N2H*
Cr -1.58 N2→ N2H*
Fe -1.78 N2→ N2H*
Co -1.51 N2→ N2H*
Ni -1.78 N2→ N2H*
Cu -2.43 N2→ N2H*
Zr -1.19 N2→ N2H*
Nb -1.35 NH2*+NH3→ 2NH3

Mo -0.83 NH2*+NH3→ 2NH3

Tc -1.08 NH2*+NH3→ 2NH3

Ru -1.53 N2*→ N2H*
Rh -0.95 N2*→ N2H*
Pd -2.13 N2→ N2H*
Ag -2.71 N2→ N2H*
Hf -1.1 N2→ N2H*
Ta -1.5 NH2*+NH3→ 2NH3

W -1.25 NH2*+NH3→ 2NH3

Re -0.86 NH2*+NH3→ 2NH3

Os -1.07 N2*→ N2H*
Ir -1.04 N2*→ N2H*
Pt -1.89 N2→ N2H*
Au -2.65 N2→ N2H*
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Table A4: The largest barrier for thermochemical steps and corresponding steps for each
dopant metal on 2+ surfaces

Element Largest Thermodynamic Step Limiting Step
Sc 0.4 NH3*+NH3→ 2NH3

Ti 0.62 NH3*+NH3→ 2NH3

V 0.63 NH3*+NH3→ 2NH3

Cr 0.59 NH3*+NH3→ 2NH3

Fe 0.63 N2→ N2*
Co 0.16 N2→ N2*
Ni 0.62 H2NNH2*→ 2NH2*
Cu 1.21 H2NNH2*→ 2NH2*
Zr 0.9 NH3*+NH3→ 2NH3

Nb 1.35 NH3*+NH3→ 2NH3

Mo 0.83 NH3*+NH3→ 2NH3

Tc 1.08 NH3*+NH3→ 2NH3

Ru 0.77 NH3*+NH3→ 2NH3

Rh 0.58 NH3*+NH3→ 2NH3

Pd 0.51 H2NNH2*→ 2NH2*
Ag 1.41 H2NNH2*→ 2NH2*
Hf 1.06 NH3*+NH3→ 2NH3

Ta 1.5 NH3*+NH3→ 2NH3

W 1.25 NH3*+NH3→ 2NH3

Re 0.86 NH3*+NH3→ 2NH3

Os 1.07 NH3*+NH3→ 2NH3

Ir 1.03 NH3*+NH3→ 2NH3

Pt 0.27 N2→ N2*
Au 0.82 H2NNH2*→ 2NH2*
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Table A5: The largest thermodynamic barrier and corresponding steps for each dopant
metal on 2+ surfaces when set at the band edge of rutile, -0.142V

Element Rate Limiting Step Limiting Step
Sc 1.66 N2→ N2H*
Ti 1.26 N2→ N2H*
V 0.97 N2→ N2H*
Cr 1.43 N2→ N2H*
Fe 1.63 N2→ N2H*
Co 1.37 N2→ N2H*
Ni 1.64 N2→ N2H*
Cu 2.29 N2→ N2H*
Zr 1.05 N2→ N2H*
Nb 1.27 N2H2*→ H2NNH2*
Mo 1.06 N2H2*→ H2NNH2*
Tc 1.17 N2*→ H2NNH2*
Ru 1.39 N2*→ N2H*
Rh 0.82 N2*→ N2H2*
Pd 2.1 N2→ N2H2*
Ag 2.57 N2→ N2H*
Hf 0.96 N2→ N2H*
Ta 1.36 NH2*+NH3→ 2NH3

W 1.67 N2H2*→ H2NNH2*
Re 1.25 N2*→ H2NNH2*
Os 0.93 N2*→ N2H*
Ir 0.89 N2*→ N2H*
Pt 1.91 N2→ N2H2*
Au 2.57 N2→ N2H2*

Table A6: N1s peak area, FWHM and Peak Position for TiO2 110 (Rutile)
Dark Light
Nred FWHM Position Nred FWHM Position

No Carbon - - - - - -
Carbon - - - 15558 2.4 398.2

Table A7: O1s peak area, FWHM and Peak Position for TiO2 110 (Rutile)
Dark Light
Lattice O FWHM Position Lattice O FWHM Position

No Carbon 389063 1.12 529.9 388158 1.13 529.9
Carbon 659853 1.3 529.9 709855 1.31 529.9

OH FWHM Position OH FWHM Position
No Carbon 467438 2.4 531.9 427399 2.77 531.8
Carbon 367047 2.36 531.6 331613 2.18 531.7
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Table A8: Ti2p peak area, FWHM and Peak Position for TiO2 110 (Rutile)
Dark Light
Ti2P3/2 FWHM Position Ti2P3/2 FWHM Position

No Carbon 421563 1.02 458.5 3999645 1 458.5
Carbon 494951 1.11 458.2 514699 1.09 458.58

Ti2P1/2 FWHM Position Ti2P1/2 FWHM Position
No Carbon 180339 1.99 464.2 220096 2.05 463.9
Carbon 220563.1 2.04 463.9 200931.3 2.04 464.3

Table A9: C1s peak area, FWHM and Peak Position for TiO2 110 (Rutile)
Dark Light
C1s FWHM Position C1s FWHM Position

No Carbon 1455 1.17 284.5 2450 1.87 284.5
Carbon 74294 1.96 283.5 92449 2.04 284.2
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tational screening of rutile oxides for electrochemical ammonia formation,” ACS
Sustainable Chemistry & Engineering, vol. 5, no. 11, pp. 10 327–10 333, 2017.

[108] X.-Y. Xie, Q. Wang, W.-H. Fang, and G. Cui, “DFT study on reaction mechanism
of nitric oxide to ammonia and water on a hydroxylated rutile TiO2(110) surface,”
The Journal of Physical Chemistry C, vol. 121, no. 30, pp. 16 373–16 380, 2017.

[109] I. Onal, S. Soyer, and S. Senkan, “Adsorption of water and ammonia on TiO2-
anatase cluster models,” Surface Science, vol. 600, no. 12, pp. 2457–2469, 2006.

[110] R. Erdogan, O. Ozbek, and I. Onal, “A periodic DFT study of water and ammo-
nia adsorption on anatase TiO2 (001) slab,” Surface Science, vol. 604, no. 11-12,
pp. 1029–1033, 2010.

[111] R. Erdogan and I. Onal, “An ONIOM and DFT study of water and ammonia adsorp-
tion on anatase TiO2 (001) cluster,” International Journal of Quantum Chemistry,
vol. 111, no. 9, pp. 2149–2159, 2011.

[112] A. Markovits, J. Ahdjoudj, and C. Minot, “A theoretical analysis of NH3 adsorption
on TiO2,” Surface Science, vol. 365, no. 3, pp. 649–661, 1996.

[113] Y. Ji and Y. Luo, “First-Principles Study on the Mechanism of Photoselective Cat-
alytic Reduction of NO by NH3 on Anatase TiO2(101) Surface,” Journal of Physi-
cal Chemistry C, vol. 118, no. 12, 6359–6364, 2014.

[114] X. jing Guo, W. Liu, W. Fang, L. Cai, Y. Zhu, L. Lu, and X. Lu, “DFT study of
coverage-depended adsorption of NH3 on TiO2-b (100) surface,” Physical Chem-
istry Chemical Physics, vol. 14, no. 48, p. 16 618, 2012.
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