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ABSTRACT

This paper presents the work and related research done in
preparation for the American Helicopter Society (AHS) Mi-
cro Aerial Vehicle (MAV) Student Challenge. The described
MAV operates without human interaction in search of a
ground target in an open indoor environment. The Georgia
Tech Quadrotor-Mini (GTQ-Mini) weighs under 500 grams
and was specifically sized to carry a high processing com-
puter. The system platform also consists of a monocular cam-
era, sonar, and an inertial measurement unit (IMU). All pro-
cessing is done onboard the vehicle using a lightweight pow-
erful computer. A vision navigation system generates vehi-
cle state data and image feature estimates in a vision SLAM
formation using a Bierman Thornton extended Kalman Filter
(BTEKF). Simulation and flight tests have been performed to
show and validate the systems performance.

INTRODUCTION

As UAV research progresses, much emphasis is being placed
on smaller, lighter, agile, and more capable autonomous vehi-
cles. These vehicles must be capable of operating in various
environments, including cluttered and indoor, GPS-denied ar-
eas. This paper details the work done by the Unmanned Aerial
Vehicle Research Facility (UAVRF) inspired partially by the
2014 AHS MAV Student Challenge in Montreal. The MAV
Student Challenge tasked teams to locate a target in an open
indoor environment. Vehicles were limited to 500 grams in
weight and 450 mm in length in any dimension. The vehi-
cle described here passes the competition’s requirements; it is
small, light, able to fly without external aide at speeds tested
up to 8ft/s, and is computationally capable. It is a modular
platform designed using a custom multirotor sizing tool, built,
and flown within a span of a few weeks, demonstrating the
ease of use and integration of its framework. This paper also
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proposes an additional benchmark for use with UAVs which
allows comparison of computational capability scaled by ve-
hicle mass. This benchmark may be useful in certain situa-
tions in conjunction with others to assess the performance of
UAV systems.

RELATED WORK

In the last decade much research has been done in place to
further the autonomous capability of MAVs in indoor and out-
door settings. Outdoor exploration can sometimes rely on us-
ing GPS but in urban environments this does not always yield
a usable result. Indoor exploration and navigation systems
cannot use GPS but often have used external systems such as
Vicon. Quadrotor vehicles have been even designed to be able
to complete both indoor and outdoor missions (Ref. 1).

Smaller vehicles are often not able to carry LIDAR sys-
tems so systems may need to rely more heavily on lighter sen-
sors such as vision-based ones. Vision-based navigation has
been key for quadrotors to be able to fly in unknown indoor
environments. Work was done that allowed vehicle to per-
form SLAM in an unknown environment without any exter-
nal aides but needed off-board computing help for the SLAM
problem (Ref. 2).

Quadrotor vehicles under 500 grams have also been able to
complete vision-based navigation but did not have the weight
and power budget to be able to complete all tasks onboard
(Ref. 2), (Ref. 3).

When designing a MAV consideration has to take into ac-
count Size, Weight, and Power (SWAP). Typically if the vehi-
cle is very lightweight it cannot carry enough computational
power to do some missions that may more easily be possible
with the greater payload allowances of larger vehicles. Re-
search has been done in this subject (Ref. 4) for the design
of small agile quadrotors. The main constraints when consid-
ering designing a vehicle are that battery and motors take up
more than half of the mass distribution on average. Generally,
these types of vehicles’ low empty weight ratio limits the use-
ful payload to something very small. This work also points
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out that to achieve high figure of merit on such a vehicle, the
proper pairing of motors and propellers becomes critical.

The Unmanned Aerial Vehicle Research Facility (UAVRF)
has done much work in the past with vision-based naviga-
tion on vehicles ranging from Yamaha RMAX(200-lb he-
licopter), quadrotors (1.5kg and up) and power- and data-
tethered ducted fan vehicles[ (Ref. 5) , (Ref. 6) , (Ref. 7)].
Research done on the RMAX platform has shown that having
a capable CPU allows for a more stable navigation solution
from vision systems. The RMAX platform is capable of fly-
ing two large Intel i7 machines which besides the benefits in
computation speed there is benefits in setup times as this al-
lows for standard software installation that can plague ARM-
based systems sometimes.

VEHICLE OVERVIEW

Fig. 1. Weight distribution for the GTQ-Mini quadrotor

Fig. 2. Power distribution for the GTQ-Mini
The GTQ-mini is a sub-500 gram vehicle capable of indoor

or outdoor GPS-denied navigation. The vehicle was designed
for the AHS MAV Student challenge which requires vehicles
be capable of vision navigation while restricted to 500 grams
or less.

The UAVRF’s Electronic Multirotor Sizing Tool (EMST)
optimizer is used to select the drive system for the vehicle.
Information on the tool is not yet publicly available, although
the tool’s validator is available1. The tool was in an early

1http://controls.ae.gatech.edu/
dbershad/EMSTAirTimeCalculator.html

phase at the time of the design of the vehicle but it allowed
us to size the motors, ESCs, battery, and propellers to achieve
our desired operation time. One unexpected result is that the
outputs pushed us to use a 4 cell battery on the motors, even
though they are rated only for a 3 cell maximum. The vehi-
cle performs better in all relevant performance categories on
4 cell, as does the main computer, as 16.8 V is closer to its
normal 19 V rating. See Figure 1 for weight breakdown of the
vehicle. As can be seen from the Figure, the weight savings
from the frame and drive system allowed for a larger percent-
age of weight to be utilized for the electronics.

To keep frame weight down the vehicle utilizes lightweight
carbon fiber rods for the frame which keep rigidity while sav-
ing on weight. Custom motor mounts were made using a 3D
printer that were also optimized to reduce weight. For vision
a downward facing Firefly-MV USB monocular camera2 was
used. In the past for quadrotor vehicles custom stability aug-
mentation system (SAS) boards were developed with higher
fidelity INS sensors. The open-source Ardupilot board3 was
used. The open-source nature of the project allowed us to cre-
ate custom firmware which allowed our Georgia Tech UAV
Simulator Tool (GUST) to take in the sensor data and send
motor commands back. This allowed for rapid development
and integration of our system. Others groups have utilized the
Ardupilot for ease in integration such as (Ref. 8). For altitude
data we used a MB1040 LV MaxSonar EZ44 which provides
distances up to 6.45 m away with a resolution of 25.4mm. Al-
though the Ardupilot can take in the sonar data over analog,
we found that taking the data in over the digital pin of the
sonar provided much cleaner data. So a custom USB cable
was made to allow the sonar to connect to the Gigabyte Brix.
Table 1 provides data on our vehicle.

For the main avionics computer running our GUST soft-
ware it was desired to have a very lightweight computer that
was capable of running (Ref. 9) that performed similar to its
performance on desktop machines or RMAX. From our test-
ing the main bottleneck is in the vision processing. On our
older ARM-based vehicles, the navigation module could only
process feature points up to 7-8 Hz (Ref. 7). The Gigabyte
Brix i7-4700 5 was very close to what we needed. The Brix
houses an 3.2/3.9 GHz quad-core processor and after mod-
ifications weighed 140 grams. Downsides to using a com-
puter like this is losing input/output protocol like GPIO/I2c
and UART that most ARM-based computers have. However,
due to the amount of sensors used, we are able to use USB-
TTL dongles to interface with serial devices. Another as ex-
pected affect of such a powerful computer is the increase in
power consumption of the vehicle as seen in Figure 2.

The GTQ-Mini avionics are designed to not need any ex-
ternal aide from the vehicle’s ground station computer. All
processing is performed onboard the vehicles computer which
reduces the need for a strong wireless communications link.

2http://www.ptgrey.com/
3http://3drobotics.com/
4http://www.maxbotix.com/
5http://www.gigabyte.us/
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Table 1. GTQ-Mini Specifications
Specs Value
Size(motor-motor) (cm) 25
Mass(g) 487
Power Requirement (W) 120
Specific Power (W/kg) 247
Flight Time (min.) 8-10
Max Payload(g) 200
Power loading (kg/W) 0.004
Nominal Hover RPM 11460
Motors Turnigy Multistar 1900 KV
Propeller: Dia x Pitch (in) 5x3
Processor i7 3.90GHz(max)
Tip Mach Number (Propeller) 0.22
Sensors IMU, Camera, & Sonar
Battery 1300 mAh/4S LiPo

Table 2. Clock loading benchmark
Vehicle Clock Mass Clock loading

(GHz) (kg) (GHz/kg)
GTQ Mini 3.9 0.487 8.00
Parrot 2.0 1 0.38 2.63
Firefly 3.1 1.6 1.94
Parrot Bebop 1.0 0.41 2.44
Pelican 3.1 1.65 1.88
Hummingbird 1.6 0.71 2.25
Parrot 1.0 0.486 0.38 1.28
GTQ3 1.86 1.498 1.24
Erle Hexacopter 1 0.878 1.14
GTQ2 0.72 1.5 0.48
GTLama 0.016 0.46 0.03

The onboard Gigabyte computer runs on Ubuntu 14.04 Oper-
ating System which allows for easy integration of the UAVRF
GUST software. GUST is a software framework that the
UAVRF has used since its inception that allows for developing
and testing of different vehicles. GUST provides hardware-in-
the-loop(HITL), software-in-the-loop(SITL) and ground sta-
tion software.

The Gigabyte Brix flight computer communicates via USB
interface with an Ardupilot autopilot. The Ardupilot is de-
signed around an Atmega 2560 processor, which sends and
receives data from the Gigabyte computer. The Ardupilot pro-
vides inertial measurement unit (IMU) sensor readings to the
Brix for processing. The Ardupilot is capable of sending raw
sensor readings at up to 100 Hz. Motor commands are sent
from the GUST software to the Ardupilot. This allows for
more computationally intense controls to run on Intel i7 which
could not be performed on conventional autopilots. If manual
control is needed the safety pilot simply can switch to manual
which removes control from Gigabyte and uses the stabilized
mode that the Ardupilot comes standard with. Figure 3 shows
architecture of the GTQ-mini and what is running on i7.

Some studies (Ref. 10), (Ref. 11) have proposed different
benchmarks for vehicles, but none appear to address process-
ing power on vehicles in this class. We propose a benchmark

known as the clock loading, measured in maximum clock
speed of the vehicle normalized by the GTOW, in units of
GHz/kg. Table 2 shows the clock loading for several relevant
vehicles in the class under 2 kg.

Fig. 3. GTQ-Mini Architechture

Fig. 4. GTQ-Mini Vehicle

VEHICLE AND SENSOR MODELS

The basis of the navigation system is a Bierman-Thornton ex-
tended Kalman filter (BTEKF), composed of 15 vehicle states
and 16 3-dimensional feature states. The navigation system
requires models of the vehicle dynamics and sensors. The fol-
lowing section describes the models used.

The minimal vehicle state vector is

x̂v =
[
p̂i v̂i R̂ ŝb ω̂b

]T (1)

where p, v, q, is the vehicle position, velocity and attitude
quaternion, respectively, sb and ωb are the acceleration/gyro
biases. The Superscript i denotes the inertial frame and esti-
mated quantities are hatted.
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The full state vector of the system is composed of the vehicle
state and the feature states:

x̂ =
[

p̂i v̂i R̂ ŝb ω̂b p̂ f1 . . . p̂ fNf

]T
(2)

where N f is the number of feature states. The feature states
are assumed to be static, and so the process model may be ig-
nored, though a feature state process noise term Q f may be
applied. The covariance of the state vector diagis not explic-
itly tracked in the Bierman-Thornton EKF. The process noise
of the filter is given by Q = diag(0,Qa,Qω ,0,0,Q f , . . . ,Q f ).

The vehicle model is based on the specific force and angu-
lar velocity input from an IMU. The non-linear dynamics of
the vehicle are driven by raw IMU input, which is assumed to
have a static or slowly evolving bias and corrupted by white
Gaussian noise.

Sensor measurements from the IMU are corrupted by noise
and bias as follows:

sraw = a+ sb +Lbig+ηa, (3)
ωraw = ωt +ωb +ηω . (4)

where a and ωt are the true acceleration and angular velocity,
g is the acceleration due to gravity. The noise is assumed to be
white Gaussian and zero mean. The rotation matrix from body
to inertial is denoted Lib = LT

bi. The vehicle state is propagated
by integrating data from the IMU.

Before propagating the model the estimated bias is subtracted
from the IMU data

s = sraw − ŝb, (5)
ω = ωraw − ω̂b. (6)

The vehicle dynamics are given by the following:

˙̂pi = vi (7)
˙̂vi = Libs−g = Lib(sraw − ŝb)−g (8)

˙̂qi =
1
2

Q(ω)q̂i =
1
2

Q(ωraw − ω̂b)q̂i (9)

˙̂sb = 0 (10)
˙̂ωb = 0 (11)

where s and ω are the bias-corrected specific force and an-
gular velocity. The function Q maps angular velocity to the
quaternion derivative matrix coefficient.

Using the quaternion representation in the estimation al-
gorithm causes the covariance matrix to become singular and
requires careful accounting of the quaternion constraints. To
avoid these difficulties, a minimal representation of the vehi-
cle’s attitude is used, which defines the vehicle’s current atti-
tude with respect to an arbitrary reference frame, in this case
the attitude in the previous time step.

To keep the covariance matrix from becoming singular, a
minimal representation of the vehicle’s attitude is used. It is

defined by the current attitude with respect to the reference
frame from the previous time step which is defined from the
vehicle’s attitude. It is assumed since the attitude changes over
small time steps are small it can be defined to be an infintesi-
mal error quaternion.

δq =
[
1 R̂

]T (12)

such that

δq = q̂−1
re f ⊗ q̂. (13)

Additional details on this formulation can be found in
(Ref. 12).

CONTROL
The complexity of the control system depends on dynam-
ics of vehicle and the quantities being controlled. Air ve-
hicles are susceptible to drastic oscillations and system di-
vergent in flight if the control system is not properly tuned.
Consideration of couple lateral and longitudinal motion along
with aerodynamic interaction must be considered. GTQ-Mini
uses a Model Reference Adaptive Control (MRAC) architec-
ture (Ref. 13). A position control loop generates velocity com-
mands, which is used in the velocity control loop to generate
attitude commands. Attitude commands go into the most in-
ner loop to generate servo commands which allow stabilized
flight. This type of architecture has been shown in the past to
control unmanned systems (Ref. 13).

NAVIGATION SYSTEM
For navigatation a Bierman-Thornton Extended Kalman Fil-
ter(BTEKF) is used (Ref. 14) instead of the conventional EKF.
When using an EKF one can run into diverging solutions with
bad initial estimations of states and poorly modeled process
model. The EKF also often under estimates the covariance.
The benefits of the BTEKF are drastic improvements to nu-
merical stability and similar computational costs to standard
EKF. The BTEKF uses modified Cholesky factors U and D
on the covariance matrix P.

P =UDUT (14)

where U is upper triangular with a unit diagonal, and D is di-
agonal. This requires that the update and propigation steps
in the filter change to reflect U and D. The propagation of
the state vector is carried out according to the nonlinear equa-
tions of motion given in section . The update gain K is found
from the covariance update equations and is applied in the
same way as the standard EKF formulation. For more infor-
mation on update and propigation equations of the BTEKF
see (Ref. 14).

Processing feature and vehicle states Visual SLAM can use
the new update and propagate steps. The full covariance is en-
coded into the U and D factors from the Cholesky factoriza-
tion. When flying feature points can come into and out of the
field of view of the camera. This causes us to implement an
a initialization and removal step for feature points in the state
vector. This step can be read about in (Ref. 9).
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FLIGHT TEST RESULTS AND
COMPARISIONS

Flight tests were completed on several occasions to tune the
vehicle and understand its capabilities. For all tests simulation
work was done in GUST to have an idea on how the vehicle
would perform. The hope was that the simulator performed
on equal footing to confirm the simulation model.

For testing we had two locations at our disposal; the Indoor
Flight Facility(IFF) at Georgia Tech and Peachtree room. The
IFF has a series of vicon cameras that allow having reference
data to compare the navigation results to. It also provides a
better location for tuning the vehicle. The downside of the lo-
cation is that the room is small and we cannot complete large
tests. The Peachtree room is a banquet room with wood floors
approximately 150’ long by 50’ wide. This gives a great loca-
tion to test long trajectories and our mission manager for the
competition. The downsize being there is no vicon data.
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Fig. 5. Simulation of Quadrotor traversing two waypoints
10ft apart using Vision Slam. Vicon is only for reference
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Fig. 6. Error in quadrotor traversing two waypoints 10ft
apart using vision only for navigation. Drift can be seen in
the error.

Fig. 7. GUST Quadrotor running Vision navigation simu-
lation of track similar to vicon room. Two quadrotor ve-
hicles can be seen. One is actual the other is where the
navigation system thinks it is.
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Fig. 8. Flight path of simulated track using Vision only
with Vicon being a reference for comparison.
Figures 5 and 6 are for a simulated test in GUST of the Vi-
sion navigation. Two waypoints were placed ten feet apart
and vehicle was to go there and back to see how much drift
would accumulate. There is a slight east offset that can be
seen in Figure 6 but the navigation tracks very well with
respect to the vicon. A similar test was performed in the
Peachtree room where the vehicle was commanded to go a
waypoint 32.8 feet north (65.6 feet round trip). We marked
with tape where we wanted the vehicle to end up and had
the vehicle complete two roundtrips and measured the eu-
clidean error from where it should have ended up. The av-
erage vehicle euclidean error was 1.96 feet of error per 65.6
feet round trip. A video of the flight test can be found at
http://youtu.be/GGqexQy-FgE. The flights in the
ballroom were done with additional battery load(1500 mAh
from designed 1300 mAh) and foam for hard-landings which
brought the vehicle up to 580 grams.
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The next test was to see how the vehicle performed in a track.
This test was done as it is an easy to perform in the vicon
room with our limited space and it allows for fine tuning of
the navigation system. Figure 7 shows the GUST ground sta-
tion where the purple is the commanded waypoints and flight
path, yellow being where the vehicle actually traversed. Two
quadrotor vehicles can be seen as one is the actual and the
other being where it thinks it is. Figure 9 show how the navi-
gation system error with respect to the vicon(not used by nav-
igation). Some drift can be seen in both the north and east
directions.
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Fig. 9. Error of track flight path with respect to Vicon data
in the Vision only flight sim case.
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Fig. 10. Vicon used in navigation for certain sections of
time.

We then completed a flight test in the Vicon room using a
similar loop. The test consisted of completing several loops
with vicon and vision being used within the navigation and
turning off the vicon data for sections of time to see how the
vehicle compared position and response-wise to using only
vision. Figure 10 shows vehicle completing multiple loops
and apparent drift can be seen between the navigation solution
and vicon. Figure 11 shows how well the navigation system
compares to the commanded trajectory and vicon. Figure 12
shows how the error builds up with vicon off and how it jumps
back down with vicon on.
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Fig. 11. North and East track plots where vicon is turned
on in the navigation for sections showing how Vision only
compares with vicon external aide.
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Fig. 12. North and East error with respect to vicon where
vision is used only in certain time sections and vicon
turned back on in sections. When vicon is turned on the
error and covariance jump down.

CONCLUSIONS

This paper highlights the work done by the UAVRF in devel-
oping a powerful lightweight quadrotor vehicle capable of in-
door navigation using vision only with no external aides. The
navigation system uses a Bierman-Thornton extended Kalman
filter which improves numerical stability. Through extensive
simulation and flight test work, the vehicle has proven to be
a viable platform for future indoor vision-based navigation
work and hopefully a winning platform for the AHS MAV
2015 competition.
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