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Summary 
Wind power has an important role to play in satisfying the power requirements of the United 

States.  Since wind power is a clean renewable source of energy, it also serves an important role 
in reducing our dependence on fossil fuels, in particular foreign oil supplies, for power 
generation as well as reducing greenhouse gas and carbon emissions.  Unfortunately, significant 
long term maintenance costs, recently highlighted by a series of blade failures [1-3], are related 
to fatigue induced by unsteady loading and wake interactions related to installation layout (i.e. 
large scale land-based and offshore wind farms) and off-design wind conditions.  While much 
research has been performed to understand the aerodynamic loading on isolated wind turbines, 
little has been done to understand and mitigate the fluid-structure-interactions (FSI) that 
contribute to structural fatigue and the characteristic noise associated with wind turbine blades 
passing the support structure.  FSI and noise are further complicated when innovative wind 
turbine concepts feature more blades and vertical axis configurations, both of which promote 
more frequent and potentially noisy interactions.  In fact, fatigue induced by FSI was one of the 
major factors that led to the cancellation of all large-scale vertical axis projects in the U.S. and 
Canada.  In this vein, the proposed research program will develop an advanced methodology for 
accurately capturing blade loading, long period wakes and unsteady effects influencing wind 
turbine fatigue and noise-inducing FSI, in particular multiple wind turbine interactions (see, for 
example, Figure 1), so that modifications can be made to address these issues early in the design 
process of wind turbines and wind farms.  In addition, as advanced inflow models of the 
atmospheric boundary layer (ABL), under development through other funding mechanisms, 
become available, they can be interfaced directly with this methodology.  Thus a successful 
effort will pave the way for the development of quieter, more efficient wind turbines with 
enhanced longevity and reduced maintenance costs. 

The Phase I effort built upon the mutually supporting experience of the team of Continuum 
Dynamics, Inc (CDI) and Georgia Institute of Technology (GIT) by leveraging prior and ongoing 
research into wind turbine/rotorcraft aeromechanics and wake prediction (specifically numerical 
diffusion, grid generation, turbulence modeling and rotorcraft and horizontal axis wind turbine 
(HAWT) noise prediction and reduction) to directly address the issue of wind turbine FSI.  To 
address the inherent numerical diffusion of vorticity in RANS methods [4], this effort applied 
CDI’s VorTran-M modular CFD solver to long age wakes, and captured near-body wakes via 
hybrid RANS coupling.  To demonstrate the concept, and to develop the most efficient coupling 
methodology, this effort has integrated and demonstrated the concept using the NASA FUN3D 
massively parallel unstructured grid RANS analysis [5].  This methodology is capable of 
resolving both the incompressible and compressible RANS equations to handle the gamut of 
wind turbine conceptual designs, and it has been extended in prior and ongoing work by the 
project team members to include overset methods for rotating frames [6, 7], support for hybrid 
RANS-LES turbulence modeling [8] and FSI using both beam and full-surface computational 
structural dynamics (CSD) modeling via DYMORE and RCAS [9, 10].  This approach provides 
critical flexibility to the end user by providing a coupled FUN3D/VorTran-M tool (interfaced 
with a structural dynamics code if desired) that can be obtained for design and analysis, or a 
toolkit with which to rapidly couple VorTran-M with the researcher’s own RANS, or even LES, 
methodology in which they have investigated significant internal resources developing. 
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Figure 1: Aerial photograph of offshore wind farm wake interaction (Horns Rev, Denmark) 

Prior Work  
Wind turbine technology has progressed at an impressive rate over the past decades, due in 

part to financial support from government incentives and in part to engineering initiatives by the 
U.S. DOE and others.  Despite the significant large-scale operational experience accumulated 
over this time period, wind power systems are still undergoing considerable maturation, and 
improvements are still required in their design if they are to compete with non-renewable energy 
sources.  In particular, relatively little is known about fatigue and noise inducing FSIs related to 
off-design wind conditions and installation effects (i.e. wind farm interactions), as illustrated in 
Figure 2. 

 
Figure 2: The wind farm flow environment is extremely complicated and current approaches 

neglect key physics. {Modifications to photo courtesy of CDI.] 
FUN3D is a parallel, unstructured grid computational fluid dynamics (CFD) solver that has 

been and continues to be developed at NASA Langley Research Center (LaRC).  This solver 
includes many state of the art capabilities, such as adjoint-based error estimation, mesh 
adaptation for static configurations, and design optimization [5].  The FUN3D methodology was 
originally developed for fixed-wing applications; however, recently it has been extended to 
evaluate rotary-wing applications by Smith and co-workers at GIT [6, 12], as well as other 
members of the FUN3D development team [13].  Moreover, this CFD tool has been integrated 
with the DYMORE and RCAS rotorcraft computational structural dynamics (CSD) solvers to 
accurately account for blade motion and structural deformation [12] at GIT, as well as 
integration with CAMRAD II at NASA [13] using beam model assumptions for the blades.  
Given these recent advances, in addition to the desire to develop a computational tool suitable for 
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routine design and analysis without requiring extensive mesh generation and repair tasks that 
require significant human interaction, it is currently envisioned that FUN3D can function as the 
host solver for plethora of multidisciplinary analyses.   

The flow field for a wing at 90o angle of attack is highly unsteady and dominated by vorticity 
shed and trailed from the edges of the wing.  To provide a benchmark, FUN3D computations for 
a semi-infinite wing are shown in Figure 3a and b, where the predicted vorticity shed from the 
wing with a traditional turbulence model on a typical “industry-size” grid shows separation at the 
upper and lower surfaces, with some wake shedding that is rapidly dissipated.  The use of a more 
refined grid and an advanced hybrid RANS-LES turbulence model improves the simulation, 
where much more distinct vortices can be observed being shed from the surface, but these are 
dissipated very rapidly in the wake as well.  

The flow field predicted on the FUN3D grid (with Spalart-Allmaras turbulence model) is 
similar to the OVERFLOW Spalart-Allmaras results.  Likewise, the FUN3D/VorTran-M 
prediction shows significant similarities to the OVERFLOW RANS-LES method on a much 
larger and more refined CFD grid.  The predicted location and orientation of the vortex sheet 
from the wing are in approximately the same for OVERFLOW RANS-LES and 
FUN3D/VorTran-M; however, the VorTran-M prediction is far less dissipative.  The integrated 
drag force on the wing predicted by the coupled FUN3D/VorTran-M simulation are very similar 
to the predictions of the OVERFLOW hybrid RANS-LES simulation, and, with refinement, 
exhibit the expected asymptote to the theoretical flat plate value of 2.0. 

  
                                                         (a) (b) 

Figure 3: Predictions of a NACA0012 wing at 90 degrees angle of attack run in, (a) FUN3D 
Spalart-Allmaras RANS (b) FUN3D/VorTran-M 

 
Under a grant from the National Science Foundation, Georgia Tech has extended the 

application of FUN3D to HAWT configurations.  This work is exploring the ability of advanced 
turbulence modeling, CFD/CSD coupling for blade FSI, and locally adapting grids from 
rotorcraft to model the full HAWT configuration (blade, nacelle and tower).  Further, these 
methods are being extended to handle the incompressible high Reynolds number flows of large 
HAWT systems.  This effort, entering its final year of a three-year effort, has resulted in several 
publications discussing various aspects of the noise and interactional aerodynamics of large 
HAWTs [27, 28].  The advanced hybrid RANS-LES (HRLES) turbulence models have been 
extended to unstructured methods and have been successfully verified on a canonical LES test 
case, a cylinder at M=0.2, Re=3900, which is similar to HAWT towers.  Figure 4 shows that 
HRLES captures the physics associated with the vortex shedding more accurately than a k-ω-
SST RANS approach on an identical grid; the RANS solution smoothes out the vortex shedding 
process, whereas the vortex wake of the HRLES is much more realistic.  The instantaneous 
pressure coefficient on the cylinder indicates that the magnitude of the HRLES simulation is 
within 3% of the experimental data, while the RANS model is approximately 18% different.  The 
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separation point is also captured within the experimental error using the hybrid RANS-LES 
model, while the RANS solution is more than 10% too far aft. 

 

  
Figure 4: Comparison of the predicted vorticity magnitude for FUN3D hybrid RANS-LES (left) 

and RANS (right) wakes for a circular cylinder   
A collaborative effort with Sandia Labs compared results with different turbulence 

simulation methods with experimental data for the DU97W300 flatback wind turbine airfoil [95], 
and indicated the need for a turbulence simulation methodology that is fully three-dimensional to 
capture the full wake of the airfoil (Figure 5 left).  The results in this paper have been extended, 
and recent results show a dramatic improvement of the ability of the hybrid method to capture 
the Strouhal number (200% improvement). 

Recent efforts have focused on full tower simulations, as illustrated in Figure 5, which 
illustrate the capability of the FUN3D solver to capture the near-field wake complexity of the 
Phase VI HAWT rotor/nacelle/tower combination.  This simulation uses three overset grids: 
tower/nacelle in the inertial frame and two blade grids that rotate about the nacelle, however, 
beyond the 2-3 revolution mark, the wake simulation begins to diffuse significantly. 

   
Figure 5:  Hybrid RANS-LES prediction of flow over a DU97W300 flatback airfoil section (left); 

predictions of the flow around a full HAWT configuration (center and right) 
The wake structure is critically important to the calculation of accurate aeroelastic 

phenomena, including quasi-steady performance characteristics.  CFD methods suffer from the 
inability to accurately model the wake over long wake ages without a significant increase in grid 
resolution, and by extension computational resources [15], and so alternatives are sought.  A 
different formulation of the Navier-Stokes equations, namely the Vorticity Transport Method 
(VTM), has been successfully applied to wind turbine wakes [14].  However, VTM relies on a 
different method, such as a lifting line model in Ref. [14], to provide blade aerodynamic (and by 
extension, aeroelastic) information necessary to formulate the initial vortex wake. Therefore, 
VTM solvers, such as VorTran-M [17] can be coupled with RANS CFD to provide accurate 
simulations of complex systems, such as wind turbines..   
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Results 
Objectives 

The Phase I proof-of-concept effort has built upon prior research efforts, presented in the 
prior section, to develop a hybrid computational aerodynamics code using a well-established 
massively parallel unstructured CFD method (FUN3D) to model the flow in near-body domains 
enclosing the wind turbine blades, nacelle and support structure encapsulated within a larger 
overset domain in which a vorticity-velocity formulation (VorTran-M) is used to predict the 
unsteady nature of the wake.  

Prior developmental efforts focused on the rudimentary integration of the FUN3D and 
VorTran-M solvers, which supported only simple single grid configurations on single processor 
computers.  In this Phase I effort, Georgia Tech and CDI generalized the coupling to support 
multiple grids and parallel operation.  The primary Phase I objectives were: 

• Generalization of the FUN3D/VorTran-M coupling interface that supports parallel 
operation and improvement of interface boundary conditions 

• Development of interface to support an arbitrary number of grids and moving surfaces.  
This also included interfacing with the actuating blade model at GIT 

• Validation of the FUN3D/VorTran-M coupling for steady and unsteady fixed wing 
problems, bluff bodies and multiple-grid rotor systems  

 
FUN3D/VorTran-M Partial Parallelization 

During Phase I, the prototype FUN3D/VorTran-M hybrid coupling was updated to support 
the latest FUN3D subroutines and the coupled code was set up so that FUN3D runs in parallel 
across multiple processors, and VorTran-M, a serial code, runs on the each processor.  In this 
approach, which mirrors that employed in the OVERFLOW/VorTran-M coupling of [58, 65], 
FUN3D is parallelized as normal, but a copy of VorTran-M is present on every computer node.   

The advantage of this approach over VorTran-M residing solely on the master node, is that 
the evaluation of BC velocities is handled locally (for entire grids, or grid components of split 
grids) on a given node rather than requiring additional synchronization and communication 
overhead to send and receive information from the master node.  Moreover, this implementation 
is directly compatible with future instances using a parallel version of VorTran-M since every 
partition of the code is effectively identical. 
Interface with Actuating Blade Approach 

In previous work, the ability to use an actuator disk in the hybrid FUN3D/VorTran-M 
method was evaluated for rapid scaling analysis.  While this actuator disk provides good 
estimates of the time-averaged pressures within its wake, the character of the wake is not 
captured, nor is the time dependency.  An alternative to that is an actuator blade, where the 
sources that apply the pressure differential due to the rotor blades are placed only on the surface 
of the rotating, and possibly flapping/lagging and deforming, turbine blades rather than on the 
entire rotor disk (see, for example, Figure 6left).  Including blade motion increases the cost 
significantly over the disk model since the source-grid node pairing must be searched, but in a 
parallel effort funded by NSF, this pairing algorithm was optimized using improved nearest 
neighbor searches [22].  The cost of this simulation has dropped by over two orders of magnitude 
depending on the number of processors used to resolve the actuating blades.  This cost reduction, 
makes this source-actuation configuration a candidate for future turbine sizing design work 
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where prior to this an actuator disk would have been used.  Indeed, such an approach can even 
form the basis of an interface to a structural dynamics code, where the loading can be fed 
between the two solvers at the source locations (this is in essence what happens in the original 
VTM rotorcraft analysis where an interpolation surface, rather than a formal actuating blade, is 
used near to insert the wake vorticity trailed and shed from turbine blades).  The ability of the 
actuating blades to mimic the full unsteady wake is illustrated in Figure 6 (right) for a wind 
turbine rotor. 

  
Figure 6: Actuating blades schematic; sources are located at the planform grid intersections and 

rotate with the blades (left).  Incompressible wake simulation of an NREL rotor in 15m/s wind 
using an actuating blade with FUN3D (right) 

Recent efforts have focused on developing the interface code to properly pass information 
between rotating and stationary reference frames, and an additional capability has been added to 
simulate an isolated (i.e. no tower) wind turbine, or rotor in axial flight, using only one blade in 
FUN3D to minimize computation time.  Vorticity generated from the single blade is duplicated 
to the other blade locations during the vorticity insertion step.  The full multi-bladed farfield 
wake influence and blade interactions are captured by VorTran-M.  A proof-of-concept test of 
this approach is shown in Figure 7 for a 4 bladed hovering rotor (NACA0012 section and aspect 
ratio of 8.8).  The hover flow condition was chosen since it is particularly difficult for traditional 
methods to predict and thus highlights the ability the coupled FUN3D/VorTran-M’s ability to 
predict tip vortex evolution and blade vortex interactions.  For example, in Figure 7c the tip 
vortex from the preceding blade interacts with the blade just inboard of the tip and two discrete 
vortices are observed to trail from the blade.   

   
 (a) Early in the calculation (b) Prior to first BVI (c) After BVI 

Figure 7: Simple four-bladed rotor in hover 
Demonstration Cases 

A critical component of the Phase I effort was to validate the FUN3D/VorTran-M 
methodology, through comparison with experimental data (where available, or known numerical 
results) for problems of relevance to the wind turbine community.  Cases that were evaluated 
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include steady and unsteady wings, a circular cylinder in a cross-flow and a two-bladed hovering 
rotor.   

Steady Fixed Wing  
A finite fixed-wing configuration (rectangular wing, with aspect ratio of 8.8 using the NACA 

0012 airfoil section) that has been previously applied to evaluate hybrid formulations of 
VorTran-M was also applied here [16,17].  Using a Mach number of 0.2 and the incompressible 
path within FUN3D, the wing was simulated at 5o angle of attack.  A 240K node tetrahedral 
mesh that extended one chord length beyond the wing in all directions was used for these 
simulations.   

To provide data for correlation, two-dimensional lift curve slopes (a2D) from Abbott and von 
Doenhoff (6.3025/rad) were corrected for aspect ratio. These data were modified to account for 
three-dimensional effects using the well-known incompressible correction [67]: 

  (1)(1)  
The span effectiveness factor, e1, accounts for planform shape and wing taper as a function of 
aspect ratio.  It varies from 0.95 to 1.0 for the 5o simulation, which corresponds to lift 
coefficients in the range of 0.44 to 0.45.  For the FUN3D/VorTranM simulation, a lift coefficient 
asymptote of 0.47 is predicted.  This is approximately a 5% over prediction of the theoretical 
data, but is in line with prior CFD/VorTran-M predictions with comparable size grids.  These 
prior simulations have shown that increasing the near-body CFD grid extents using a 1.1 grid 
stretching factor, particularly in the wake (from 3c – 10c), improve the predictions to well within 
1-2% of theory [16, 17].  This grid dependency will be further explored during the Phase II.  The 
predicted drag is approximately 0.024, while estimates using Abbott and von Doenhoff [24] with 
induced drag estimates are about 0.02. 

The same wing was run with varying grid resolutions at 8o angle of attack and, like prior 
fixed wing calculations showed the convection and preservation of the transient starting vortex 
for the entire duration of the simulation.  Comparison of lift values with experimental data [24] 
and using Prandtl lifting-line aspect ratio corrections showed good agreement (Table 1). Most 
interestingly, a notable improvement in the predicted lift was observed over the baseline 
FUN3D, using an order of magnitude less cells! 

Table 1: FUN3D predicted lift for NACA0012 wing at 8o angle of attack, compared with 
experimental data from [24] 

 
Unsteady Fixed Wing 
To evaluate the behavior of the FUN3D/VorTran-M interface and boundary conditions with 

moving grids, an oscillating wing case, based upon the steady case presented above was 
investigated.  In this configuration, there is asymmetric vortex shedding, and the flow field 
becomes more complex as the vortical structures interact with one another and convect 
downstream.  The Mach number was 0.2 and the Reynolds number 4.5M for 5o pitch oscillations 
about a mean of 8o angle of attack with a reduced frequency k=0.5.   
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A sample wake for the oscillating wing is shown in Figure 8, and comparisons of the 
oscillating wing wake with the near-body FUN3D grid alone, a FUN3D overset simulation and a 
FUN3D/VorTran-M simulation are shown in Figure 9.  The FUN3D near-body-alone simulation 
(top plot) shows that the shed vorticity is rapidly dissipated, while the full overset FUN3D 
simulation (bottom plot) shows less dissipation of the vorticity, illustrating the role of the longer 
wake and background grid in maintaining the integrity of the unsteady simulation.  The 
magnitude of the local shed vorticity is maintained, but beyond one chord downstream dissipates 
quickly.  The middle two figures illustrate the role of the VorTran-M cell size in maintaining to 
compactness of vortical structures.  The upper middle figure has a cell size based on the FUN3D 
near-body grid average cell size.  While fewer cells are needed using this algorithm to set the 
VorTran-M cell size, the strength of the shed vorticity is maintained, and further reduction of the 
VorTran-M cell size to 5% of the airfoil chord results in further improvement.   

 
Figure 8: Iso-surfaces of vorticity magnitude for pitching NACA0012 wing predicted with 

FUN3D/VorTran-M 
FUN3D/VorTran-M predictions of the unsteady lift and moment coefficients are compared to 

those from the high-resolution overset FUN3D case in Figure 10.  The moment shows excellent 
correlation during the up and down strokes, matching both magnitude and phase, while the lift 
shows a slight reduction in magnitude due to the increased wake influence.  The maximum and 
minimum values show some differences, less than 10% and 20% for the lift and moment 
respectively. The corresponding flow field evolution is shown in Figure 11 via vorticity 
magnitude.  The figures demonstrate the preservation of the vortical structures downstream of 
the FUN3D near-body grid by VorTran-M. 

Circular Cylinder in a Cross-Flow 
The classical problem of a circular cylinder in a cross-flow is evaluated both in terms of 

predicted drag (and Strouhal number), but also in terms of the wake structure. A free-stream 
Mach number of 0.2 with a Reynolds number of 3900, similar to wind turbine towers was 
investigated. Predictions of the loading and the wake are shown in Figure 12 for a semi-infinite 
(periodic) FUN3D calculation, coupled with a (non-periodic) VorTran-M grid.  Initially, both 
methods are comparable, but after a certain number of time steps, the wake in the VorTran-M 
method can no longer expand as needed, and differences arise.  However, until that point, the 
simulation indicates that periodic computations are possible, given future modification of the 
VorTran-M boundary conditions to permit periodicity. 

A finite cylinder (aspect ratio of 8.8) computation for the same flight conditions was next 
examined.  The fully tetrahedral grid (Figure 13) consisted of 3M points, which is larger than the 
prior grids, and which acts also to demonstrate the capability of the parallel hybrid computations.  
It should be noted that Lynch [22] found that the tetrahedral grid was not the best for this 
problem; a mixed-element mesh with specified boundary layer aspect ratio cell sizes and growth 
were required to capture the most accurate surface characteristics.  The FUN3D-alone grid 
spanned 19.5 diameters downstream, while the near-body FUN3D/VorTran-M grid spanned 3.5 
diameters in the wake.  Significant, aperiodic flows are observed, as was expected from the 
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configuration (Figure 14). The predicted primary Strouhal number for the FUN3D/VorTran-M 
simulation was computed as 0.2004, matching the FUN3D simulation [22]. 

 
Figure 9: Comparisons of vorticity magnitude for an oscillating wing simulated with FUN3D 

and FUN3D/VorTran-M 

 
 (a)Lift Coefficient (b) Moment Coefficient 

Figure 10: Comparisons of lift (left) and (right) moment coefficients for an oscillating wing 
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a) Starting vortex   b) After one shed vortex 

 

 
c) After two shed vortices  d) After three shed vortices 

Figure 11:  Time evolution of shed vorticity from FUND (top) and FUN3D/VorTran-M(bottom) 
for the oscillating airfoil. 

  
Figure 12: FUN3D and FUN3D/VorTran-M predictions of the drag on a circular cylinder (left) 

and the FUN3D/VorTran-M predicted wake structure (right) 
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  a) Planform View   b) Cross-Sectional View 

Figure 13:  Views of Near-Body CFD tetrahedral grids for the finite cylinder. 

 
 a) Planform View of Vorticity  c) Cross-Plane View of Vorticity 

Figure 14:  Vorticity shed from FUN3D/VorTran-M simulation of finite cylinder in a cross-flow. 
(M=0.2, Re=3900) 
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Figure 15:  Strouhal number prediction for FUN3D/VorTran-M for the finite cylinder. 

 
Two-Bladed Rotor at Zero Yaw 
The two-bladed hovering rotor of Caradonna and Tung [20, 26] provides  an excellent 

correlation case with which to evaluate the FUN3D/VorTran-M methodology.  The rotor was 
simulated via an overset grid arrangement where only a single blade was modeled in FUN3D 
directly.  Given the symmetry in the loading of the hover scenarios, the predicted flow field that 
initializes the VorTran-M vorticity distribution, can be duplicated, rotated by 180 degrees and 
inserted as a second blade as illustrated in Figure 16.  The advantage of this approach is that the 
cost of the calculation can be reduced through the reduction of mesh nodes (as only one blade is 
modeled), while still retaining the full unsteady influence of two blades on the rotor wake.  

A series of snapshots of the rotor wake illustrates in Figure 17 the capture of the blade-vortex 
interaction that is present, and demonstrates the build-up of the wake structure as VorTran-M 
captures the long-age wake in hover.  The characteristic of the resulting flow field can be 
observed via vorticity in Figure 18.   

For Phase II, the NREL wind turbine, whose grid is shown in Figure 19, will extend the 
demonstration of the methodology, including CSD and acoustics predictions. 
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Figure 16: Schematic of FUN3D/VorTran-M grid arrangement for the two bladed rotor in hover 

 
Figure 17: Snapshots of the hovering rotor wake predicted by FUN3D/VorTran-M 

 

 
a) 150 degrees 

 
b) 300 degrees 

 
c) 360 degrees 
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d) 450 degrees 

Figure 18:  Illustration of the temporally developing wake of a hovering rotor (wind turbine at 
zero yaw) captured by FUN3D/VorTran-M.  The vorticity magnitude illustrates the crispness of 

the vortex sheet and tip vortex as it moves away from the rotor blade. 
  

  
Figure 19:  Unstructured grid for the NREL Phase VI HAWT configuration.  2.6 million nodes 

per blade, 7.2 million nodes total.   
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