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SUMMARY 

 

This research is intended to create usable carbon nanotube polymer based 

composites for structural applications by effectively aligning and dispersing the carbon 

nanotubes in a polymer matrix.  The motivation for this research is to create very 

lightweight, high strength materials that will surpass their predecessors: carbon fibers.  

The final product then can be used in applications across the industries. 

The ability to create a carbon nanotube polymer based composite requires the 

ability to overcome the barriers that are created when impregnating carbon nanotubes in 

to a polymer matrix and still obtain a usable product.  The first barrier is the van der 

Waals forces that attract the carbon nanotubes together and cause aggregation to occur.  

The second barrier is to create good cohesion between the carbon nanotubes and the 

polymer matrix so that the transfer of stress can occur upon loading.  The third barrier is 

to manipulate the carbon nanotubes to align themselves to create an anisotropic modulus.   

This research will determine the effect of three different surface-active agents and 

two different aligning methods on the structural features and mechanical properties of the 

polymer-based composite.  The three types of surface-active agents used in this research 

are a surfactant and two different block copolymers.  From this research, it will be 

determined how different surface-active agents adequately disperse the carbon nanotube, 

and the effects the dispersing agent have on a final dispersed product.  In addition, the 

dispersing agent effects on the alignment of the carbon nanotubes and the final product 

can be compared.  

The two alignment techniques used in this research were alignment via shear flow 

and tethering iron oxide particles to the carbon nanotubes to induce alignment in a 



 xx

magnetic field.  The method of shear aligning carbon nanotubes is very simplistic in 

theory, but actual application becomes much more challenging.  This research illustrates 

the effects on shear alignment in a viscous polymer flow and then applies those theories 

to polymers.   

The second method of alignment builds upon previous research where the carbon 

nanotubes were added to an epoxy that reorients and aligns the polymer chains in the 

presence of a high magnetic field. The reorientation and alignment of the polymer chains 

then would induce alignment in the carbon nanotubes and create a well-oriented 

composite.  This research builds upon the ideas of manipulating carbon nanotubes in a 

low magnetic field by using the addition of iron oxide nanoparticles to decorate the 

carbon nanotubes.   

This work then compares the different alignment techniques to determine the 

overall increase of properties and the effective carbon nanotube alignment.  This research 

provides a framework for the creation of dispersed and aligned composites that can be 

expanded upon and improved to further develop the carbon nanotubes as possible 

replacement fillers for composite materials.   

 

 

 



 

1 

CHAPTER 1 

 

INTRODUCTION 

 

Since the discovery of single walled and multi-walled carbon nanotubes (SWNT 

and MWNT), in the early 1990s, there has been research utilizing carbon nanotubes 

(CNT) as a reinforcing fiber in composites due to their exceptional and unique 

mechanical properties.  However, early studies regarding nanotube reinforced polymer 

composites have failed to yield the full mechanical potential of carbon nanotubes.1, 2  The 

problem with carbon nanotube polymer composites lies in the inability to optimize the 

mechanical properties of the composite.  The failure is due to the lack of dispersion of the 

carbon nanotubes due to van der Waals forces and the inability to effectively align the 

carbon nanotubes.  In addition to the van der Waals forces that cause the carbon 

nanotubes to aggregate, carbon nanotubes are relatively insoluble in common solvents.  

This insolubility lends to poor interfacial bonding between the polymer matrix and the 

carbon nanotubes.3  However, it has been found that the insolubility can be minimized by 

the use of surface active agents.  Surface active agents act as a link between the carbon 

nanotubes and the matrix material, thus increasing the interfacial bonding.  Therefore, the 

insolubility of carbon nanotubes in polymer-based composites remains a crucial issue that 

needs to be addressed in order to create these composites.   

The goal of this research is to develop new approaches for the improvement of the 

properties of polymer carbon nanotube composites by effectively aligning and dispersing 

the CNT’s in the polymer matrix.  Specifically, this researched explored at how to 
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mediate the problem of carbon nanotube insolubility in a matrix material.  This was 

accomplished by assessing the effects of three different dispersing agents and two 

different alignment methods on the final composite properties.  In previous research, the 

dispersing agents were found to either adequately disperse the carbon nanotubes or 

improve the mechanical properties of the composite material.4-6  Thus, comparing the 

three dispersing agents in different matrix materials and different processing methods can 

lead to a new understanding of interfacial interactions within the different composite 

materials.  This understanding can then lead to the creation of more effective carbon 

nanotube composites that both adequately disperse the carbon nanotubes and improve the 

mechanical properties.  

Therefore, the ability to improve the composite properties comes from 

understanding the nature of the interfacial interactions for each dispersing agent and 

utilizing these interactions to improve the composite.  The understanding of these 

interfacial properties can be achieved by using mechanical characterization techniques 

such as microscopy and mechanical properties tests.  The information obtained from 

these techniques gives insight to the microstructure of the composite.  Therefore, we can 

understanding how the different components of the composite could potentially affect the 

composite needs to be understood when characterizing the effectiveness of the carbon 

nanotubes influence on the final product.   

This research also addresses the necessity of alignment to produce higher quality 

carbon nanotube polymer based composites.  Carbon nanotubes are known for their large 

uniaxial modulus, making the alignment of the carbon nanotubes crucial in creating a 

composite with uniaxial strength for structural applications.  However, alignment of the 
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carbon nanotubes is contingent on the ability to disperse the carbon nanotubes.  

Therefore, the dispersion and alignment of carbon nanotubes becomes a requirement in 

order to produce a higher quality carbon nanotube polymer based composite. 
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CHAPTER 2 

 

BACKGROUND 

 

2.1 Overview 

Composite materials are typically made up of two materials, where one phase is 

the reinforcing phase, such as fibers, sheets, or particles and the other phase is the matrix 

material.7  The matrix materials can be a metal, ceramic, or polymer, where the 

reinforcing material typically is a low density, high strength or toughness material.  The 

matrix material has properties that are desirable, such as corrosion, temperature or UV 

resistance, but doesn’t have high strength and/or high toughness.7  Therefore, the addition 

of the reinforcing material allows the improvement of the material’s properties by 

meshing high strength and toughness, of the reinforcing agent, with the properties of the 

matrix material. 

There are two main types of composites, synthetic and natural.  Synthetic 

composites have been around for several thousand years, where people added straw to 

bricks for building homes and laminated bowls made from wood.7  Wood, itself, consists 

of several different types of fibers.  Another very common natural composite material is 

bone, which is made up of collagen and minerals.  In the 1930s, the engineering of 

modern composite materials led to several different types of composite materials.  The 

next section discusses the different types of synthetic composite materials   

 

 



 5

2.2 Metal, Ceramic, and Carbon Composite Materials 

 Polymers and metals are the most commonly used matrix materials because of 

their highly ductile nature.  Ceramic composites materials are utilized for high 

temperature and high corrosion resistance applications.  Other matrix materials such as 

carbon and glass are used with less frequency but can be useful for tailored applications 

such as, structural components in the building and aeronautical fields.  This section will 

briefly discuss the different types of matrix materials and their corresponding 

reinforcement materials.  

 In the past thirty years, metal matrix composites (MMCs) have been studied to 

create light-weight, high-strength, chemical- and thermal-resistant materials. MMCs are 

made up of a number of different metal matrices but typically contain fillers such as 

carbon, silicon carbide, boron, alumna, and refractory metals.8, 9  The enhanced properties 

of MMCs are directly related to their structure.  Their structure is modified by the 

presence of the filler material and the physical properties of the filler material.  MMCs 

are useful in military and aerospace applications.8, 9 

MMCs can be divided into four types: fiber reinforced, particulate reinforced, 

dispersion-strengthened, and in situ.8, 9  Fiber reinforced MMCs are made up of 

continuous or discontinuous fiber reinforcements (whiskers) with high length to diameter 

aspect ratios.  Particulate reinforced MMCs are made up of particles or platelets and 

typically have a higher filler volume fraction than fiber reinforced MMCs.8, 9  Dispersion-

strengthened MMCs contain particles that are typically less than 0.1 micron in diameter.8, 

9  In situ MMCs are typically solidified eutectic alloys, which yeild different 

compositions of the same materials, resulting in the formation of a composite material.   
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Ceramic materials are known for their high temperature resistance and strength, 

however, they are generally very brittle materials with low fracture toughness.8, 9  

Ceramic matrix composites (CMCs) have increased fracture toughness due to the 

addition of fillers or by transformation toughening.  The addition of filler materials 

(particulates fibers, or whiskers) hinders or impedes crack propagation.  Transformation 

toughening occurs when stabilizing particles are added to the ceramic to retain high 

temperature crystal structures while at room temperature, resulting in residual stresses 

that hinder crack propagation.8, 9  CMCs are typically useful in high temperature/high 

toughness applications such as machining, automotive, and aeronautical applications.   

Carbon based composite materials are typically known as carbon-carbon 

composites because both the matrix material and the filler are carbon.  The matrix 

material can range from an amorphous carbon to graphitic carbon matrix with continuous 

woven carbon fibers as the filler material.8-10  This composite is the most advanced form 

of carbon, creating a stronger, tougher, thermal shock resistant, and light-weight 

material.8-10  The composite also has a low thermal expansion coefficient, but has poor 

oxidation resistance at high temperatures.  These composites are, however, useful in 

theaeronautical, aerospace, and automotive industries.8, 9 

 

2.3 Polymer Matrix Composites (PMCs) 

 PMCs are one of the most diverse composite materials due of their ability to 

incorporate a number of different filler materials.  The addition of these filler materials 

can reduce the cost, alter mechanical properties, reduce mold shrinkage, control viscosity, 
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and alter surface properties. 8, 9  These properties illustrated by PMCs allow them to be 

used for a wide variety of manufacturing applications.8, 9  

The most commonly used filler materials for polymer composites are carbon 

fibers, carbon nanotubes, carbon vapor grown nanofibers, glass fibers, and metal or 

ceramic particulates.  Glass fibers are added to polymeric materials to increase the 

specific strength and since both are relatively inert materials, allows for application in 

corrosive environments.8, 9  The addition of glass to polymers can produce ion conducting 

composites,11 impact resistant materials,12 optical films,13 and other enhanced property 

materials.14, 15 

The addition of ceramic materials to a polymeric matrix creates composites for 

several different potential applications.  Ceramics are known to be very tough, brittle 

materials.  The addition of a ceramic filler to a polymer matrix then becomes mutually 

beneficial, by increasing the strength of the polymer and increasing the ductility of the 

ceramic.  The ceramic polymer composite can used to produce piezoelectric materials,16, 

17 bone replacement material,18 high dielectric materials,19 and materials for dental 

applications.20   

Metal materials can be added to polymeric materials for applications in a wide 

number of areas.  Metals are high strength, ductile, and temperature resistance.  The 

addition of a ductile metal to a ductile polymer creates a unique blend of properties for a 

variety of potential applications and properties.  The addition of metals increases the 

strength of the polymer matrix, but it can also affect the electronic and optical properties.  

Metal-polymer composites have applications in robotics, medical devices, medical 

implants, actuators, and many other industrial applications.21-24  
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2.3.1 Carbon Reinforcing Materials for Polymer Based Composites  

Polymer-matrix composites are relatively easy to manufacture in comparison to 

their metal, ceramic, or carbon matrix counterparts.10  The ease at which the composites 

are manufactured stems from the low melting temperature that is typically found in 

polymer materials.  However, this low melting temperature, which is very useful for 

manufacturing, limits the applications of polymer composites. 

Polymer-matrix composites can be either a thermosetting or thermoplastic 

polymer.25  Thermoplastics (e.g., polyethylene) are easier to manufacture than 

thermosets, because of their ability to have higher ductility or withstand high 

temperatures.25  Thermoset polymers (e.g., epoxy) are widely used as a polymer matrix, 

because of their good mechanical properties, corrosion resistance, adhesion properties, 

and relatively inexpensive material cost.25  Epoxies are unique polymers, because of their 

low molecular weight prior to curing leads to high molecular mobility.  This high 

molecular mobility quickly and easily wets a filler material.25  Epoxy composites are 

widely used in conjunction with carbon fillers.  

 Carbon is the most commonly used filler for polymer matrix composites.  Carbon 

can take several different polymorphs: carbon fiber, graphite, diamond, carbon nanofiber, 

fullerene, and carbon nanotubes.  Any one of the polymorphs can be used as a filler to 

enhance the properties of polymer matrix composites.  Typically, the addition of carbon 

increases the strength, thermal, and electronic properties of the polymer matrix 

composite.   
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Carbon fibers were first made in 1887 from cotton fibers by Thomas A. Edison.26, 

27  In the 1950s, researchers at Wright-Patterson Air Force Base developed high strength 

carbon fibers for military use only.10  However, it wasn’t until 1965 when Union Carbide 

commercialized rayon-based carbon fibers with enhanced mechanical properties were 

publicly available for use as filler materials.10 

 The addition of carbon fiber or any fibrous material for reinforcement to a 

polymer composite requires good bond (adhesion) between the fibers and the matrix.25  

The bonding dhesion of the matrix to the filler is especially important when the filler is a 

short fiber material.  For uniaxial composites (fibers aligned in one direction), the 

longitudinal tensile strength is increased independent of the fiber-matrix bonding.  

However, the transverse tensile strength and flexural strength increases are dependent on 

the fiber-matrix bonding.25   

The strength properties of a composite material are not linearly related to the 

bonding between the matrix and the filler.  Excessive bonding between the fiber and the 

matrix can cause the composite to take on undesirable properties of the filler material 

(e.g., brittleness).25  Therefore, degree and type of bonding between the matrix and the 

filler is a key factor in creating a structural polymer based composite.  The next section 

describes an ideal filler for polymer composites. 

 
2.4 Early Carbon Nanomaterials 

The earliest reports of vapor-grown carbon fibers are from a patent dating back to 

1889, which stated that “hair-like carbon filaments” had been grown from methane 

decomposition in an iron crucible.28  These “hair-like carbon filaments” could only be 

analyzed after the invention of the electron microscope 50 years later.  In 1960, the first 
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submicron particles were created using arc, plasma, and chemical-flame furnaces.  

Another work was published in 1960 where there was research done on the carbon arc.29  

In a 1960 publication, Bacon, et al. melted graphite under high temperatures and 

pressures, and noted the observation of nanowhiskers in his samples with scanning 

electron microscopy (SEM).29   

There was a lull in research until 1976, because the “hair-like carbon filaments” 

which considered an undesirable by-product.  Research activity picked up again after 

Oberlin, et al.’s 1976 study of filamentous growth of carbon fibers through 

decomposition of benzene gas.  This paper states “filaments have been found to be 

hollow tubes with the carbon layers parallel to the fibre axis and more or less bent 

cylindrically so that their c axis should be perpendicular to the filament axis.”30  In the 

1980s there were several knew discovers.  The Buckminsterfullerene, C60, was 

discovered in 1980.31  In 1987, a US Patent appears to have produced carbon nanotubes 

by catalytic procedure, however, without mention of carbon nanotubes, but again Kroto, 

et al. describe carbon fibrils.32   

It wasn’t until 1991 that Sumio Iijima discovered and launched the carbon 

nanotube research area.  Iijima found that carbon fibers in a carbon arc were hollow and 

on the nanoscale in size33.  This led to the expansion and continuation of research on 

nanotubes, which has allowed for numerous developments in many fields of study, such 

as catalyst synthesis, medicine, and electronics.34-37  The next section briefly introduces 

these unique carbon nanomaterials. 
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2.4.1 Fullerenes and Carbon Nanotubes 

Carbon atoms have the ability to form different configurations and electron states 

to create various polymorphs.38  The four valence bonds have a weaker attraction force 

than the two inner electrons, thus causing the electrons to mix and reduce their energy by 

creating a hybrid orbital called hybridization.38  The two main types of hybridization seen 

are the sp2 and sp3 hybrid bonds.  For sp3 bonds typically found in diamond, the valence 

electrons from the 2s
2
, and 2pxyz

2 atomic orbitals combine, creating 4 new bonds called 

sigma bonds, which create a tetrahedral bonding structure.  For a sp2 bond typically found 

in graphite, the valence electrons from the 2s
2
 and 2pxy

2 combine to form 3 new bonds 

called sigma bonds.  The remaining 2pz orbital forms a pi bond, giving the carbon a 

trigonal planar bonding structure. The different bonding of the polymorphs leads to 

different properties and the formation of different chemical structures.  

Carbon nanotubes and fullerenes are composed of sp2 hybrid bonds like those of 

graphite; these differ from the sp3 hybrid bonds that form diamond.28  The sp2 hybrid 

bonds are stronger in-plane bonds than the sp3 hybrid bonds in diamond and give the 

nanotubes their unique strength.28  This strength, surpassing that of diamond, makes 

carbon nanotubes a ideal reinforcing material for composite materials.   

Carbon fullerenes are large, close caged carbon molecules that come together to 

form a sphere.  The C60 molecule was discovered in 1985 by Richard Smalley,31 and 

became known as the “bucky ball.”  The spherical molecule took on its name due to its 

unique structuring of carbon molecules that resembles that of a soccer ball.39  It has 60 

carbon atoms that are bonded together, creating 20 faces.  These faces are made up of 
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pentagons and hexagons creating this icosahedral-shaped object,39 illustrated in Figure 

2.1.   

 

 

Figure 2.1 C60 Fullerene Molecule39 

 

The fullerene molecules were discovered purely by accident.  In attempting to 

confirm the formation of polynes by time-of-flight mass spectrometry, two additional 

unidentified peaks were discovered.  These peaks were located at mass 720, and a smaller 

peak located at mass 840.  These peaks correspond to 60 and 70 carbon atoms, 

respectively.  After more analysis and experiments it was determined that Kroto, et al. 

had a spherical structure made up of 60 carbon atoms with 12 pentagons and 20 hexagons 

forming what is know now as the “bucky ball.”31, 40 

The name, nanotube, is fitting, because a nanotube is only about a few nanometers 

wide and has a range of lengths.  Typically, the length is significantly greater than the 

width, creating a large aspect ratio.  A nanotube has a similar structure to a fullerene, but 

instead of forming a sphere like the fullerene atom, the atom form a cylindrical tube that 

may (or may not) be capped off at each end by half a fullerene molecule.36, 40  Due to this 

unique and variable structure carbon, nanotubes are ideal filler material for polymer 

composites.   
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There are three different types of carbon nanotubes: single-walled carbon 

nanotubes (SWNTs), double walled carbon nanotubes (DWNTs), and multi-walled 

carbon nanotubes (MWNTs).  A single-walled carbon nanotube contains one graphene 

sheet that rolls up to form a cylinder; a double walled carbon nanotubes contains two 

graphene sheets (one within another rolled up to form a cylinder); and a multi-walled 

carbon nanotube consists of several concentric cylinders.  These three different types of 

carbon nanotubes are illustrated in Figure 2.2. 

 

Figure 2.2: Illustrates the three different types of carbon nanotubes a) single walled b) 
double walled and c) multi-walled 

 

The sidewalls of CNTs consist of only hexagonal carbon rings, whereas the end caps 

are made of pentagons and hexagons in order for curvature to exist. Due to the carbon-carbon 

bond symmetry of the cylindrical tube, CNTs have a discreet number of orientations 

(Chriality) that can form a closed cylinder, which is illustrated in Figure 2.5. 

Figure 2.3 illustrated that there are only a select number of atoms that can be 

chosen (in this case O and A, or B and B’) in the two dimensional grapheme sheet to 

form a completely carbon nanotube.  Thus, when the sheet is rolled up these atoms are 

next to each other, and determine the chirality (manner in which the sheet rolls up) of the 

carbon nanotube. 
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Figure 2.3: Graphene Sheet illustrating Chirality 

 

2.5 Carbon Nanotube Properties 

It was mentioned earlier that three of four valence electrons of carbon, one s-

electron and two p-electrons, form the sp2-hybrid, which has trigonal planar σ bonds. In 

the bulk, these σ orbitals form strong covalent bonds with the σ orbitals from neighboring 

carbon atoms. The fourth (i.e., the third 2p) electron is in a 2pz-orbital perpendicular to 

the plane and forms a weaker π bond with the 2pz-orbitals of neighboring C atoms. The 

resulting π-bonds define the Fermi surface.  Hence, they are responsible for the transport 

properties,41 but the π-bonds are also the reason that the carbon nanotubes aggregate.  In 

contrast, the mechanical properties are a result of the strong covalent bond between the 

tightly bound σ-orbital.  

In this section, the mechanical properties of SWNTs and MWNTs and their 

chemical reactivity will be addressed.  

 

 



 15

2.5.1 Mechanical Properties of Carbon Nanotubes 

The Young’s modulus of a composite material is related to the cohesion of the 

constituent building blocks,42 i.e., the adhesive forces between the polymer matrix and 

the filler determine the properties of the composite. Therefore, good adhesion will result 

in high load transfer and a composite with superior properties.43, 44 It has been assumed 

that composites reinforced with carbon nanotubes (either SWNTs or MWNTs) could be 

stronger and lighter than matrices otherwise reinforced with carbon black, metallic 

powders, or glass fibers with metal coatings.6-8  

However, testing and calculating the mechanical properties of CNTs have proven 

to be very challenging, because of the difficulty in reproducing test results.  The 

difficulties lies in the ability to isolate on single CNT and the mechanical properties of 

CNTs are dependent upon the perfection of the carbon nanotube structure.45, 46  

Therefore, the differences in lattice perfection (or imperfection) would yield different 

results.  Another major reason for the discrepancy of reported values is due how the 

stresses on the carbon nanotubes are determined (area of a carbon nanotube).47   

 The Young’s modulus of graphene sheets has been calculated using several 

different methods: transmission electron microscopy, atomic force microscopy, and 

mathematical modeling.  It was determined that SWNTs have an average elastic modulus 

and tensile strength of 1.06 TPa3, 48-51 and 20 GPa, respectively.52  There have been 

different studies on the empirical lattice dynamics model of CNTs that have determined 

an elastic modulus of approximately 1060 GPa.50, 53, 54  A more detailed list of the varying 

SWNT mechanical properties is shown in Table 2.1.   
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Table 2.1: Young’s Modulus Data for SWNT and MWNTs 

 

Researcher Technique Young’s Modulus Type of CNT 

Ruoff55 Graphite in-plane 

modulus 
1.06 Tpa SWNT 

Yu 3 AFM 0.320-1.470 TPa SWNT 

Yu 3 AFM 0.270 - 0.950 TPa MWNT 

Krishnan49 TEM 1.3 ± 0.06 TPa SWNT 

Salve51tat AFM .80 ± 0.41 TPa SWNT 

Wong56 AFM 1.28 ± 0.59 TPa MWNT 

Lu 50 Dynamic Modeling 0.1 TPa SWNT 

Tracey2 TEM 1.8 ± 0.9 TPa MWNT 

Goze48 Modeling 1.24 TPa SWNT 

 

The Young’s modulus data shown in Table 2.1 illustrate the large variance in data 

across different techniques and samples.  The large variance in data illustrates two things.  

First, the methods for testing need to be refined in order to get reproducible 

measurements of the Young’s modulus for CNTs.  Second, there is a potentially large 

deviation in the moduli of the different carbon nanotubes, and that the purification and 

perfection of the tubes play roll in the carbon nanotube strength.57, 58  
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2.5.2 Carbon Nanotube Reactivity 

It is thought that carbon nanotubes will be more reactive than their counterpart, a 

planar graphene sheet.59  They are thought to be more reactive, due to the curvature of the 

tube, since such curving results in a pi bonding orbital mismatch, which is illustrated in 

Figure 2.4. 

 

Figure 2.4: Mismatch Between π Bonding Orbitals in a Nanotube59  

 
For this very reason, the caps of the carbon nanotubes, resembling a fullerene, 

have a higher reactivity than the sidewall.59  Tubes that have no end caps are also very 

reactive.  Taking a closer look at the bonding of a carbon atom in the sidewall and that of 

a carbon atom in an end cap, they all have three bonds to the nearest neighbor.  However, 

carbon atoms at the end of an open-ended tube only have two bonds.59 Therefore, it is 

easy to introduce molecules for functionalization to the structure at the end caps.  
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This high reactivity of carbon nanotubes is the reason they tend to naturally align 

and aggregate themselves into “ropes.”  These ropes are generally 30 nm in diameter, and 

are made up of several hundred tubes which can be highly entangled.60  This is also due 

to the van der Waals forces between the carbon nanotubes.  Van der Waals forces are the 

weakest type of intermolecular forces and are created by the attraction between induced 

dipoles in a nonpolar molecular.  However, due to the small size of the nanotubes, the 

van der Waals forces become more of a problem and cause the tubes to cluster. 

The van der Waals forces on a carbon nanotube are dependent upon the length, 

but scales at 36 KT/nm.61  Van der Waals attractive forces have a wide range of influence 

ranging from a distance of two angstroms to as far apart as one thousand angstroms.33  

The effect of van der Waals forces must continually be calculated with the addition of 

new particles; the more particles there are in a solution, the larger the difference in van 

der Waals forces from just two initial particles.33  Since the van der Waals forces are 

relatively weak, there is a certain “ideal” distance that is needed to either cause attraction 

or repulsion between the carbon nanotubes, Figure 2.7 
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Figure 2.5: Potential of interaction between two parallel SWNTs as a function of the 
distance between them, as calculated by Girifalco et al.61 Note the very deep attractive 

well when the SWNTs are in contact. 
 

The addition of commonly used solvents has been found to be successful in 

separating the tubes.  The success is partly due to the intrinsic instability of the colloidal 

suspensions as a result of the van der Waals forces between the nanotubes8.  The 

attractive force on the tubes has become very strong and can’t be overcome by the 

repulsive forces of the solutions.  Thus the solvent-nanotube suspensions are 

thermodynamically unstable (Figure 2.7).8   

The use of surface active agents such as surfactants, polymers and other colloidal 

particles has been successful in preventing the aggregation of the tubes for long periods 

of time. 8 The surface-active agents have the ability to lower the interfacial energy of the 

tubes by increasing repulsive forces (electrostatic and/or steric) and have the ability to 

alter the rheological surface properties, which contribute to increasing the stability of the 

colloidal suspension to a metastable form.8 



 20

Van der Waals forces are the reason MWNTs are able to remain encased within 

each other and keep from separating.  The remaining un-hybridized p orbital creates van 

der Waals forces between the carbon nanotube layers.  These forces are strong but, with 

enough force placed on the MWNTs, they can become unbundled.  These forces also 

cause MWNTs to bundle, but they have been found to exist both individually and 

entangled, dependent upon their length.60 

2.6 Carbon Nanotube Polymer –Based Composite Properties 
 

The idea of adding reinforcing material, or fillers, to polymers has been around 

for many decades.  The reason for the creation of polymer composite materials came 

about due of the need for materials with specific properties for specific applications.  For 

example, composite materials are unique in their ability to allow brittle and ductile 

materials to become softer and stronger.  A soft plastic can become harder and stronger 

by the addition of a light weight high stiffness material.   

The ideal reinforcement material for a polymer, which is characterized as a very 

ductile material, is a highly rigid material with a large elastic modulus.  The mechanical 

properties of carbon nanotubes, which were discussed in the previous section, illustrate 

their unique properties that allow them to be ideal reinforcement materials.  This section 

will address the need for dispersion and alignment of the carbon nanotubes within the 

polymer matrix, and the potential problems with current carbon nanotube composite 

materials. 

2.6.1 Carbon Nanotube Polymer- Based Composite Mechanical Properties 
 
The determination of the mechanical properties of composite materials has proven 

challenging and remains a subject of debate.  There are several methods that can be 
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employed to theoretically determine composite properties.  These methods include; the 

rule of mixtures, the inverse rule of mixtures, and the modified rule of mixtures.60  The 

previous rules estimate properties only by the composition of the composite, but 

mechanical testing is necessary, because the mechanical properties are dependent on 

many factors.  The full potential of the material isn’t fully understood until samples can 

be made and mechanical tests can be performed.   

The mechanical properties of carbon nanotube composites are largely dependent 

upon the quantity of CNTs in the system, the dispersion and alignment of the tubes, and 

the interfacial bonding between the carbon nanotubes and the matrix.1  The ability to 

determine the precise amount of carbon nanotubes needed to increase the stiffness is just 

the beginning.  Therefore, there is a need for these carbon nanotubes to be dispersed, 

aligned, and have favorable interactions with the matrix material.   

 

2.6.2 Dispersion of Carbon Nanotubes 

There are several different methods for dispersing carbon nanotubes, and the 

determination of the ideal method proves challenging.  These methods utilize polymers, 

surfactants, acids, or a combination of several different materials to disperse carbon 

nanotubes.62-64 Several of these methods tend to utilize hazardous materials and lengthy 

procedures to produce the desired result, while others require less dangerous materials 

with shorter durations to produce a similar result.5, 6, 62-74  Therefore, these less dangerous 

methods used to dispersed carbon nanotube may not be thought of as “ideal methods.”  

Typically all of the methods utilize some degree of sonification, from a few minutes to 

several hours, to initially mechanically disperse the carbon nanotubes.  This method of 
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mechanical dispersion in conjunction with these surface active agents reduces the van der 

Waals forces, provided that, the dispersing agent can separate the carbon nanotubes to 

prevent re-aggregation.71, 72  However, this method, sonification, can actually damage the 

carbon nanotubes, and the longer the carbon nanotubes are placed in sonification, the 

greater the probability of damage.68  Therefore, in order to determine the most accurate 

method of dispersion, research must be conducted to determine ideal dispersing agents 

and sonification time period. 

The ability to determine an ideal dispersing agent for carbon nanotubes has been 

the subject of many studies.  Most notable approaches consisted of either the use of 

surfactants5, 6, 65, 71, 72, 74, 75 or polymers.64, 66, 69, 70, 73  Matarredonna, et al.5 studied the 

effect of chemical modifications to the surface of carbon nanotubes.  This research found 

that adding an anionic surfactant sodium dodecylbenzene sulfonate (NaDDBS) to the 

suspension results in the exfoliation and dispersion of the carbon nanotubes.  Conversely, 

since the experimental procedure involves the sonification of the SWNT suspensions, it is 

also quite likely that this generates considerable exfoliation of the nanotubes, followed by 

the adsorption of the surfactant molecules, which in turn, stabilizes the nanotubes due to 

steric repulsion.69, 71-73   

Moore69 studied the dispersion of carbon nanotubes in various anionic, cationic, 

and nonionic surfactants, as well as polymers.  It was determined that polymers with 

higher molecular weights were able to facilitate the dispersion of higher amounts of 

carbon nanotubes.  In this study, it was determined that using a Pluronic® (multi-block co 

polymer, specifically polyethylene oxide – polypropylene oxide – polyethylene oxide, 

PEO-PPO-PEO) at varying molecular weights, led to a disperse solution of CNTs.69  
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They further determined that higher molecular weights of the hydrophilic group (PEO) 

led to better dispersions when compared to other polymers with lower molecular weight 

hydrophilic groups or high molecular weight hydrophobic groups.  This is due to the fact 

that hydrophilic groups extend into the water, impeding the carbon nanotube 

aggregation.67  Therefore, it works to increase distance between the carbon nanotubes 

reducing the van der Waals forces (Figure 2.5).  This type of stabilization doesn’t occur 

in ionic surfactant solutions, because the surfactant systems work on charge repulsion.69  

This procedure, like the previous one, involves the mechanical separation of the carbon 

nanotubes through sonification, which allows the polymer to coat the carbon nanotubes. 

Even after years of research, the knowledge that has been gained to adequately 

disperse carbon nanotubes, and create a usable carbon nanotube composite has fallen 

short.57, 76-80  The problem lies in the ability to keep the carbon nanotubes dispersed after 

they are placed in the matrix material.  This remains a problem due to the complexity of 

polymer solutions.  Currently, there are two methods used to incorporate the carbon 

nanotubes into a polymer matrix.  The first method combines the dispersing agent and 

carbon nanotubes into the polymer matrix, and the second removes the dispersing agent 

prior to addition into a polymer matrix.4, 58, 81-84  It has been found that combining the 

dispersing agent and carbon nanotubes into a polymer matrix present the most potential 

in creating a well-dispersed composite.58  This research, in addition to dispersing the 

CNTs was to determine an ideal methodology for creating a carbon nanotube composite.  

Since CNTs have a large uniaxial modulus, in addition to dispersion, it would prove 

useful to align the carbon nanotubes to make CNTs more effective as a reinforcing 

material. 
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2.6.3 Alignment of Carbon Nanotubes 

The alignment of carbon nanotubes is also of great importance when attempting to 

determine the properties of carbon nanotube composites because of the carbon 

nanotubes’ mechanical properties.  Carbon nanotubes are uniaxially strong, and like their 

predecessor, carbon fiber, prove to be useful if the fibers are aligned in a uniaxial 

direction.  There has been a significant amount of research on the alignment of carbon 

nanotubes as synthesized85-92 or aligned74, 93-112 during polymerization.  It has been 

shown, however, that randomly oriented carbon nanotubes embedded in polymer 

matrices, failed to generate composites in which the full potential of the mechanical 

properties of the nanotubes is exhibited.54   

There have been recent advancements in fabricating aligned carbon nanotube 

composites where the alignment occurs in the synthesis process.102, 113  The methods 

essentially add polymer into the synthesis process to create the composite and keep the 

alignment of the carbon nanotubes intact.102, 113  These methods have proven very useful, 

but they have little ability to tailor geometry or create large bulk samples. 

There have been significant amounts of research on the alignment of carbon 

nanotubes as fillers in a polymer matrix.4, 54, 76, 77, 79, 81, 114-117  However, there has been 

only minor advances using small weight fraction of carbon nanotubes, and none of the 

research has produced a composite with properties close to the theoretical mechanical 

properties.76  Some of the advances in creating aligned carbon nanotube composites are 

via melt spinning and drawing.118  However, even these composites have limitations due 
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to the amount of nanotubes that can be processed, and the final product doesn’t compare 

to the theoretical estimates98, 118, 119.   

Other methods of alignment such as electrospinning and solution spinning have 

been found to create well-aligned samples of carbon nanotubes120.  Chae, et al.120 was 

able to create samples that had almost 99% aligned carbon nanotube samples.120  These 

samples were made with very low weight fraction of carbon nanotubes, but even in these 

well-aligned samples, the increase to the storage modulus of the materials was relatively 

low compared to that of the expected increase120.  Research done by Kim, et al.100 has 

found that creating porous aligned carbon nanotube-polymer composites through 

electrospinning has yielded increased stress placed on the fibers versus the matrix 

enhancing the modulus of the materials.121   

There have been numerous attempts to achieve simultaneous alignment and 

dispersion of carbon nanotubes, but none of these methods have proven successful in 

producing the truly perfect carbon nanotube polymer composite that is theorized.  The 

reason for the inability to create a strong material even with well aligned carbon 

nanotubes remains unclear, but it stems from the variation in carbon nanotube mechanical 

properties, perfection of the carbon nanotube structure, and adhesion between the matrix 

and the carbon nanotube.  The next section will address novel techniques for aligning 

carbon nanotubes in a straight forward consistent manner. 
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2.6.4 Novel Approach to Disperse and Align Carbon Nanotube Polymer-Based 

Composites  

The approach that was used in this research was to initially disperse the CNTs in 

surface-active suspension, incorporate them within an epoxy matrix, and then align the 

carbon nanotube-polymer composite.  The approach of initially dispersing the CNTs and 

then placing them into the polymer matrix to be aligned in situ was done to alleviate 

problems that occur when carbon nanotubes are aligned prior to embedding.57, 58, 76-79, 109  

First, the research addressed the need to determine the most adequate dispersing agents 

by testing the ability of the dispersing agents in a suspension and in polymer solution.  

The dispersing agents used in the research were chosen based on previous research 

because of their ability to create a dispersed CNT suspension or lead to an increase in 

carbon nanotube-polymer composite properties.   

The three dispersing agents used were sodium dodecylbenzene sulfonate 

(NaDDBS),5 Pluronic® F108 (polyproplyne oxide block polyethylene oxide block 

polyproplyne oxide),69 and a commercial dispersing agent Disperbyk 2150.4  The three 

suspensions were studied to determine the ability to disperse the CNTs, and they were 

then made into epoxy composite materials in order to determine the effects of the 

dispersing agents on the final composite properties.  This method allowed for the 

determination of a well rounded dispersing agent, and analyzes the effects of the 

dispersing agent in the epoxy matrix while still dispersing the carbon nanotubes.  Since 

very small volume fractions of the dispersing agents are used, it is thought that there 

would be minimal unfavorable interactions between the matrix and the dispersing 

agent.122, 123   
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The next step in the research was to take the knowledge from the dispersing study 

and create aligned carbon nanotube composites.  There were two methods of alignment 

chosen in this research: shear flow and magnetic alignment.  Shear flow has been studied 

by others to create an aligned carbon nanotube composite.111, 112, 124-126  It has been found 

in all previous research that shear flow does align the carbon nanotubes in a variety of 

matrix materials and shear flow set ups.  However, this shear flow research is incomplete 

because of limited sample geometry and matrix material used.  This research creates a 

bulk aligned carbon nanotube polymer-based composite that can be used for a variety of 

structural applications.   

In addition to using shear flow as a method of alignment, this research also 

utilized alignment from an applied magnetic field.  Previous research has found that the 

application of a magnetic field has been able to align polymers and polymer carbon 

nanotube composites.123, 127-133  The reason for the alignment of carbon nanotube 

composites in a magnetic field is not completely understood.  The composites typically 

result in a moderate degree of carbon nanotube alignment.  The reason for the lack of 

CNT alignment is that carbon nanotubes are not magnetic and will not align in a 

magnetic field on their own.97, 134, 135  Even though carbon nanotubes do not align on their 

own in a magnetic field, with the cooperative influence of other aligning fibrous 

networks, such as a polymer matrix,134, 136 or with an outside influence of tethering to 

them a magnetic material,134 the carbon nanotubes will align. Thus, the focus of this work 

is to tether iron oxide nanoparticles to the carbon nanotubes in order to induce alignment 

while embedded in a polymer matrix. 
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CHAPTER 3 

 

MATERIALS AND CHARACTERIZATION OF MATERIALS 

 

3.1 Overview 

 This chapter discusses the materials used and background of several different 

characterization methods.  Section 3.2 briefly discusses the materials that were used in 

this research.  Section 3.3 discusses the background of transmission electron microscopy. 

Section 3.4 briefly describes the history and background of Raman spectroscopy for use 

with carbon nanotubes.  Section 3.5 describes the two different mechanical property 

techniques, dynamic mechanical analysis and compression testing, used to characterize 

the composite materials in this research.  Section 3.6 describes the background of 

differential scanning calorimetry when working with polymeric materials. 

 

3.2 Materials 

3.2.1 Carbon Nanotubes 

This project utilized two types of carbon nanotubes.  The work described in 

Chapter 4 utilized SWNTs as purchased from Carbon Nanotechnology, Inc. in high purity 

form (> 90%).  The carbon nanotubes were synthesized by the laser ablation process with 

1-2 nanometer diameters.  The remaining chapters utilized SWNTs as purchased from 

Sigma Aldrich, in high purity form (>90%).  The carbon nanotubes purchased from 

Sigma Aldrich, were analyzed to have 1-2 nm diameters and have varying lengths 



 29

between 1-2 microns.  The tubes were analyzed using Raman spectroscopy and high 

resolution TEM. 

 

3.2.2 Surfactant Sodium Dodecyl Benzene Sulfonate 

Sodium dodecyl benzene sulfonate (NaDDBS), molecular weight of 348.48 

g/mol) purchased from TCI was used in this research.  The concentration used, 1.2 mMol 

NaDDBS, in this research was based on methods as described in Matarredona, et al.19   

 

3.2.3 Commercial Block Copolymer Dispersing Agent 

 Disperbyk 2150 a commercial dispersing agent from BYK Cheme, Inc. was in 

solution as purchased.  The solution is a 52wt% BCP with 1-methosy-2-propylacetate as 

a solvent.  The product is proprietary in nature, but is known to be a styrene based BCP 

with basic pigment affinic groups with an amine value of 57 mg KOH/g.  The 

concentration used, 5 mg BCP, in this research was based on the methods described in Li, 

et al.4 

 

3.2.4 Pluronic F108  

 The Pluronic F108, PEO-PPO-PEO triblock copolymer, was purchased from 

BASF with a PEO molecular weight of 11,680 g/mol, and a total molecular weight 

14,600 g/mol.  It was used in the same concentrations (2wt%) as described in O’Connell, 

et al.6   
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3.2.5 Carboyxlmethyl Cellulose 

Carboyxlmethyl Cellulose sodium salt (CMC) was purchased from Sigma-

Aldrich, with an average molecular weight of 250,000 g/mol and a density of 1.2 g/cc.  

The CMC was used at 1 wt% concentrations in an aqueous solution with a viscosity 

ranging from 3,000-6,000 cp. 

 

3.2.5 Sol Gel Precursor Materials 

Ferric nitrate nonahydrate, Fe(NO3)3
·9H2O; ferric trichloride hexahydrate 

nonahydrate, FeCl3
·6H2O; and propylene oxide (PO), C3H6O, were purchased from 

Fisher Scientific and used as received.   

 

3.3 Transmission Electron Microscopy 

Transmission electron microscopy was used to determine dispersion, alignment, 

and attachment of metal particles in the nanotube samples.  High-resolution transmission 

electron microscopy (HRTEM) images were obtained from a Hitachi HF 2000 FE TEM 

with an accelerating voltage of 200.0 keV. The most basic idea of a TEM is an electron 

beam, which is transmitted through a specimen that must be less than 200 nm thick, in a 

stable high vacuum system24.  TEM produces a two-dimensional projection image of the 

three-dimensional structure seen in experimentation.  The samples can be magnified 

between 100-100,000 times137.  Using the TEM, it can be determined the length and 

diameter of the nanotubes themselves can be determined.  The TEM can also be used to 

determine relative dispersion of samples.  There were two different methods for 
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collecting samples: using epoxy to adhere the grid onto a wire to collect a sample in 

motion and dropping droplets of sample directly onto the grid. 

The amount of the sample on the TEM grid is dependent upon the concentration 

of the solution.  Therefore, the ability to analyze the solution remains dependent upon the 

ability to prepare an adequate TEM sample grid.  An adequate sample grid will be 

composed of a thin layering of solution. Too dilute a solution will yield an insufficient 

sample, and too concentrated of a suspension will yield too thick a sample.  However, 

typically there area areas within a sample that can determine the clustering or dispersion 

of the nanotubes.  Other complications with the resolution of the TEM can come from 

diffraction aberrations, chromatic aberrations due to unstable beam or lens current, 

astigmatism, or spherical aberrations due to lens imperfections137.  In addition to using the 

equipment to its fullest potential, the sample used can prove to hinder TEM resolution.  

The TEM provides very useful information for crystalline materials.138, 139  In particular 

polymer crystallite size and structure, voids, phase changes, and structure changes can be 

determined using a TEM.  However, it is well known that amorphous materials are more 

difficult to analyze using the TEM.138, 139  The difficulty lies in the interactions of the 

electron beam and the polymer.  These interactions lead the polymer backbone chain to 

break and side groups to break off, resulting in free radicals and new structures.138, 139  

Therefore, analyzing the structure of an amorphous polymer in TEM is not ideal. 

 

3.4 Raman Spectroscopy 

Raman spectroscopy is one of the most powerful tools for characterizing carbon 

nanotubes.  Raman scattering is the weaker of two types of scattering, Raleigh and 
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Raman scattering.  Raleigh scattering is the light that is scattered elastically in all 

directions by molecules, and is the most well known type of scattering.140  Raman 

scattering is the inelastic scattering of light by molecules.  This type of scattering 

provides information about the vibrational and rotational energy levels of the molecules 

causing the scattering.140  There are two types of Raman scattering, Anti-Stokes and 

Stokes scattering. 

 Anti-Stokes lines are the high frequency form of Raman scattering and represent 

the scattering of a molecule that is in the excited state and results in a scattered radiation 

less than the incident radiation.  Stokes lines are the low frequency form of Raman 

scattering and represent the scattering of a molecule that is in the ground state, resulting 

in a higher scattering radiation than incident radiation. (See Figure 3.1.140)  Raman 

scattering is useful because it is a direct measurement of the vibrational energies of a 

molecule, where the increase or decrease in scattered energy is related to the vibrational 

energy spacing of ground state molecules.  Raman scattering has a direct relationship 

between the incident light and the intensity of the spectrum.  The higher the power of the 

laser the more intense the spectrum is, whereas the weaker the laser the weaker the 

spectrum or intensity.140  

 Raman spectroscopy remains very useful for studying carbon nanotubes because 

it allows the determination of the diameter, diameter distribution, defects, load transfer, 

electronic state, alignment, and other information.  Raman is also a very useful tool due 

to its non-destructive nature.140  Another major reason Raman spectroscopy is very useful 

for carbon nanotubes is the information obtained by resonance Raman.39  By tailoring the 

wavelength of the laser to the energy separation distance between the valence and 
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conduction band of the carbon nanotubes (the band gap varies between tubes, see Figure 

3.1) the intensity of the spectra becomes amplified.39 

 
Figure 3.1: The difference between normal and resonance Raman. 140 

 

 There are four main characteristics of the carbon nanotube Raman spectra that are 

used to understand and evaluate the carbon nanotubes.  Figure 3.2 illustrates the four 

peaks found in the Raman spectrum.  The four main Raman features of CNTs are the 

radial breathing mode (RBM), the disordered induced D-band, the tangential G-band, and 

the G’ band (disorder overtone of D band).39, 141  The radial breathing modes are found 

between 150-350 cm-1 for SWNTs, however, this band tends to disappear for MWNTs39, 

141.  This band is related to the diameter of the carbon nanotubes where as the frequency 

of the radial breathing mode is inversely proportional to the diameter.   
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Figure 3.2: The ideal Raman spectrum for carbon nanotubes 
 

The G band is located near 1600 cm-1 and can be used to determine the orientation 

of the carbon nanotubes in a composite by measuring the Raman spectra at angles 0-90º.  

The peak is at its highest intensity when the carbon nanotubes are parallel to the incident 

beam, and the weakest intensity is when the carbon nanotubes are perpendicular to the 

incident beam.141-143  The G band peak also allows for the determination of the carbon 

nanotube type, metallic or semiconducting, of the carbon nanotube being observed.  The 

peak broadens for semiconducting tubes and narrows for metallic tubes, allowing the tube 

type to be distinguished.144, 145   

 The D-band, which is found in the range of 1250 – 1450 cm-1, is due to the 

defects within the carbon nanotubes.  This band illustrates the differences between a 

perfect carbon nanotube (low intensity) and an imperfect carbon nanotube (high 

intensity).  This peak also changes with the functionalization of carbon nanotubes, 

because sidewall functionalization generally occurs on defect sites.  This band works in 

conjugation with the G’ band, the defect overtone, located between 2500-2900 cm-1, and 
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originates from defects.  The load transfer between CNTs and the matrix shifts this band, 

allowing the composite-filler interaction to be determined.    

3.5 Mechanical Property Characterization 

The mechanical behavior of materials is an important property to study because it 

provides quantitative analysis of how a material will perform under loading conditions.  

There are several different types of tests that can be used to characterize the mechanical 

behavior of a material.  In section 3.5.1, the use of dynamic mechanical analysis to 

determine polymer properties will be discussed in detail.  In section 3.5.2, the use of 

compression testing to determine properties will be discussed.   

 

3.5.1 Dynamic Mechanical Analysis (DMA) 

The properties of polymers are both dependent on time and temperature making 

understanding the dynamic mechanical analysis of polymers and polymer blends very 

important.146  The dynamic mechanical properties of polymers allow the temperature 

dependence of the dynamic modulus to be determined and give other structural 

information.146  DMA can determine the dynamic viscoelastic behavior with temperature 

dependence of polymers allowing the overall performance of the polymer to be 

evaluated.146 

 DMA can test over a large range of temperatures and frequencies allowing the 

difference in storage, loss, and tan delta to be evaluated graphically.  DMA can test the 

frequency two different ways, with a free vibration or fixed vibration.  In the case of free 

vibration, the frequency is applied and allowed to decay, whereas in fixed vibration it is 

maintained over the entire test.  
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The sample then has an oscillatory (sinusoidal) strain or stress applied to it, 

resulting in a stress or strain in the material, respectively.  In viscoelastic materials there 

is partial Hookean and partial Newtonian flow giving rise to a delay in the strain rate.  

The strain rate can vary from 0 - 360º from that of the stress, with rates greater than zero 

degrees and less than ninety degrees causing interference in the data.147  An illustration of 

this can be seen below in Figure 3.3. 

 
Figure 3.3: Viscoelastic Stress-Strain Relation27 

 

There is variation in the DMA data within each data set, and these variations allow us to 

understand the cohesion of the composite samples being tested, and we can learn from 

this variation.  If the samples are being made consistently uniform, the properties remain 

consistent between samples.  However, if there are large variations from sample to 

sample, then this indicates that the samples are not being made uniformly.   
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Figure 3.4: Typical DMA Plot 

In addition, the results from collected DMA data can be compared, see Figure 3.4, 

to that of currently used composite materials.  The data can also be analyzed to illustrate 

the change in loss modulus, storage modulus, and tan delta of a material with change in 

temperature to determine ideal composite compositions.  DMA not only allows the 

determination of structural properties, but specific points of interest (e.g., Tg).  The Tg of 

the polymer sample corresponds to a transition point as the sample goes from glassy to 

rubbery states, and its properties change. 

 

3.5.2 Compression Testing 

Compression testing is theoretically the exact opposite of simple tension.  The 

stress–strain relationship of the material is characterized by measuring the response of the 

material as a load is applied.  This test, unlike DMA, works best preformed until sample 

Tg 
Storage 
modulus 

Loss 
modulus 

Tan Delta
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failure, giving rise to a large amount of data: compressive yield stress, compressive 

ultimate stress, compressive modulus of elasticity, toughness, and deformation 

properties148, 149.  

The idealized relationship for stress and strain is relatively simple, but becomes 

more complicated when taking into account real systems.  The stress-strain relationship7 

is: 

A
F

=σ  and  l
lΔ

=ε    (eqn 3.1) 

Where stress, σ, equals uniaxial force, F, divided by the cross-sectional area, A, of the 

sample, and strain, ε, is the relationship of the change in length of the material, Δl, 

divided by the sample length, l.  Thus, the sample geometry plays a very important role in 

testing and in calculating stress and strain.  Typical sample geometries that are used in 

compression testing are cylinders or prisms.  To get optimal data, the sample should have 

a length twice its width or diameter and should be consistent within the sample set (i.e., 

all samples should have the same dimensions).148, 149   

There are two main types of stress, true stress and engineering stress.  True stress 

is calculated from the instantaneous area while the sample is deformed, and engineering 

stress is calculated from the original area of the sample.  This work is concerned with 

engineering stress.  The stress-strain relationship is dependent upon the properties of the 

material, but can be classified by the material used.7  For instance, ceramics are typically 

brittle, metals are ductile, and plastics are tough, see Figure 3.5. 
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Figure 3.5: Stress-Strain relation for various types of materials7 

 

The stress-strain data can be compared across several different samples tested 

under the same conditions, resulting in the determination of how compositional changes 

affect the material.  Even within the same sample composition there can be 

inconsistencies between samples that could be influenced by residual stress, anisotropy, 

stress and strain gradients, and nonhomogeneity.  Therefore, compression tests can 

determine how reliable the sample preparation between the different samples are by the 

changes in stress-strain relation.148, 149   

Testing can also be done at several different temperatures to determine the effect 

of temperature on the stress-strain properties.  From this, a working temperature range 

can be determined for the material.  This temperature range would then guarantee that the 

material will be able to perform properly.148, 149 
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The samples in this research were tested using a MTS Insight 2.  The samples 

were tested in compression using the 643 compression platens.  The samples were tested 

at 25 °C and 100 °C to obtain information below and above the glass transition 

temperature.   The sample geometry (4 mm squares) used was not an ideal geometry,149 

but was used to ensure consistent data for testing in both aligned and unaligned 

directions. 

3.6 X-ray Diffraction  

X – Ray diffraction (XRD) is used to identify materials by determining their 

crystallographic structure, and in this way it is a characterization tool on the scale of 

nanometers, and even angstroms, thus providing a high degree of accuracy.150, 151   

 XRD works by shooting X-Rays and collecting reflected X-Rays at a known 

angle relative to the sample.150, 151  The scattered beam is used to determine the atomic 

structure of the lattice.150, 151  Lawrence Bragg was able to use the information from 

analyzing basic crystal materials, using X-Ray diffraction to determined that diffraction 

occurs from parallel planes in the target material.   

Diffraction occurs on these parallel planes, based upon the distance between the 

planes, commonly called the d-spacing (d).  From this information Bragg was able to 

determine the crystal structure using Bragg’s Law (eqn 3.2), where the d value is 

characteristic of a specific material. 

θλ sin2dn =    (eqn 3.2) 

In equation 3.2, n is an integer, d is the distance between atomic layers in the crystal (d-

spacing), λ is the wavelength, and θ is the angle of incidence.150, 151  However, it is known 

that as the crystal size decreases from micrometers to nanometers, there is a broadening 
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of the XRD peaks.  The broadening results from the decrease number of crystal planes 

that are being diffracted.152  This decrease in crystal planes is a result of less destructive 

interference at off Bragg angles from the bulk material, yielding broader peaks.152   

 

3.6.1 Small Angle X-ray Scattering (SAXS) 

SAXS is a well-established analytical X-ray technique for the structural 

characterization of solid and fluid materials on a nanometer length scale.150, 153, 154  

Applications of SAXS used can be found in structural biology, polymer science, colloid 

chemistry, catalyst development, and metallurgy.150, 155-161 This technique used in 

conjunction with imaging techniques (transmission electron microscopy), provides the 

ability to fully understand the microstructure on multiple levels (e.g. in solution).155-161  

Microscopy data yields a 2-dimensional image (or reduces 3D to 2D), leaving the need 

for assumptions to be made to completely analyze the particle size and morphology data.  

It is known that SAXS is well developed for systems containing identical particles 

and can easily analyze aggregated particles, whereas in microscopy techniques 

aggregated particle analysis can be difficult to analyze.155-161  Exact scattering functions 

have been calculated and widely accepted for simple bodies such as spheres, cylinders, 

ellipsoids, etc161.  Colloidal systems are more complicated to analyze because the 

particles may vary in both shape and size. However, SAXS can provide both structural 

and kinetic information on the nano-sized inhomogeneities in the medium of interest, 

such as inhomogeneity/particle shape, size, number density and polydispersity (standard 

deviation in particle size), in addition to aggregate size, interparticle interactions, mass 

fractal dimension, and degree of branching 159-161.   
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3.7 Differential Scanning Calorimetry (DSC) 

 Differential Scanning Calorimetry is a type of thermal analysis used to study the 

effects of temperature in polymers when heated. Figure 3.6 illustrates the basic set-up for 

a DSC.  The DSC uses thermocouples to monitor the temperature of an empty, reference 

sample pan and a polymer sample pan.  The two samples are mounted on their own 

heating blocks.  These samples are continually measured to ensure that the temperature of 

both samples remains constant.  Thus, when there is a temperature differential between 

the sample pans, the different amounts of energy required to maintain this equilibrium 

provides insight to the thermal events that are occurring.122, 123 

 

 

Figure 3.6: Illustration of DSC set-up 

 

The difference between the sample pans is directly related to the specific heat of the 

sample.  Specific heat is the measure of how much energy (heat) per unit of mass is 

required to raise the temperature of the sample 1ºC.  Thus, specific heat varies between 
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the different polymer characteristics, and a plot can be made of the changes in the 

specific heat of the polymer sample pan in relation to the reference sample pan.122, 123 

 The typical characteristics that can be analyzed using the DSC are the glass 

transition temperature (Tg), melting temperature (Tm), and crystallization temperature 

(Tc).  A typical DSC scan, which illustrates all three characteristics, can be seen in Figure 

3.7.   

 

Figure 3.7: Sample DSC scan123 

 

The glass transition temperature represents the change from glassy (rigid, hard) 

behavior to rubbery (soft, flexible) behavior.  This change in behavior is based on an 

increase in molecular motion within the polymer chains.  These motions can be thought 

of to be like Brownian motion for polymer chains; translation motion of entire molecules, 

cooperative wiggling and jumping of chain segments (40-50 carbon atoms in length), 

motion of side groups or a few main chain atoms, and vibrations of atoms within their 

equilibrium positions.122, 123   

The melting temperature of polymers requires significantly more energy to stay at 

a constant temperature.  This is because as a polymer melts, the chain motion increases so 

Tc 
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that the chains are able to slip past each other.  Thus, this is an endothermic reaction.  The 

crystallization of polymers requires very little energy to stay at the temperature of the 

reference pan, and in many cases heats up more quickly.  This is because crystallization 

is an exothermic reaction.  The chains in the polymer organize themselves creating a less 

randomized structure.  This is the result of long-range ordering of polymer chains as the 

polymer cools.122, 123   

In order to accurately measure the polymer properties, the samples must meet the 

sample weight requirements for the individual DSC.  Typical sample weights range from 

5-20 mgs and heating rates range from 10-40ºC/min.  The heating rate does play a role in 

the values obtained for the Tg, Tm, and Tc of polymer materials.  Generally, there is a 

range of results.  For instance, as a material is heated slowly, the polymer chains have a 

chance to equilibrate, and the property in question will occur at a lower temperature. If 

the heating rate is fast, the polymer chains don’t equilibrate as quickly and the property in 

question will occur at a higher temperature.122, 123 
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CHAPTER 4 

 

EFFECTS OF DIFFERENT DISPERSING AGENTS ON POLYMER 

CARBON NANOTUBE COMPOSITES 

 

4.1 Overview 

 In this chapter, we probed the effects of three different dispersing agents on the 

ability to disperse carbon nanotubes and their effects on the mechanical properties of the 

composite systems.  Section 4.2 gives a brief introduction and background surrounding 

the motivation and previous research which leads to the need of this type of research 

study.  Section 4.3 details the experimental procedure used to disperse the carbon 

nanotubes and make the composite samples.  Section 4.4 describes the results of the 

dispersion and alignment of carbon nanotubes in viscous polymer flow.  Section 4.5 

describes the results of the alignment of carbon nanotubes in an epoxy matrix.  In 

conclusion, Section 4.6 summarizes the dispersion and alignment results of the two 

systems.  The next chapter expands upon this research by attempting to align the carbon 

nanotubes utilizing a different dispersion system. 

 

4.2 Introduction 

This dispersion of the carbon nanotubes through the use of surface-active agents 

that reduce the van der Waals forces of the CNTs, allows for a better expression of their 
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enhancement capabilities of the mechanical properties of the polymer matrix material in 

which they are embedded. Therefore, the optimization of the most efficient dispersing 

agent becomes a pivotal, albeit challenging, step in the design of CNT-polymer 

composite materials.  The dispersing agent not only needs to tether itself to the carbon 

nanotubes, but also to create an interfacial layer between the matrix and the filler (i.e. the 

dispersed CNTs).162  Therefore, the optimal dispersing agent has to exhibit favorable 

interactions both with the matrix and with the CNTs.  These criteria constitute a 

fundamental requirement in the design of polymer-CNT composite materials in which the 

mechanical properties are noticeable enhanced as compared to those of the matrix 

material alone.   

In this present work, three different surface-active agents were used to create 

carbon nanotube/polymer matrix composites and to determine their effects on the 

mechanical properties of the composite.  The dispersing agents were sodium dodecyl 

benzene sulfonate, NaDDBS, an anionic surfactant, a polystyrene-based commercial 

block copolymer (BCP) and a Pluronic, i.e. a PEO-PPO-PEO block copolymer.  The 

dispersed CNTs were then embedded in an epoxy matrix and the resulting composite was 

subjected to a variety of mechanical tests in order to determine its glass transition 

temperature and its various moduli (elastic, viscous, etc.) as compared to the pure epoxy 

matrix. Since all composite samples were identical with the exception of the dispersing 

agent used, the differences in these properties would indicate the degree and effect of the 

CNT dispersion.  
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4.3. Experimental Procedure 

The composites were made with EPON Resin 826, a transparent, highly viscous 

resin.  The manufacturer’s specification (Miller-Stephenson Chemical Co., Inc.) states 

that the resin is a material containing bispheonl-A-(epichlorhydrin) with a number 

average molecular weight ≤ 700.  The hardener used was diethanolamine (Fisher 

Scientific, C4H11NO2, FW 105.14   g/mol), a colorless viscous liquid.  

Three different 10 ml base solutions were prepared.  Solution 1 contained 1.2 mM 

NaDDBS with 5.0 mg carbon nanotubes.  Solution 2 consisted of ethanol (100%) and 5.0 

mg BCP with 5.0 mg carbon nanotubes.  Solution 3 consisted of 2 wt% PEO-PPO and 

6.0 mg carbon nanotubes.  Solution 1 was then placed in a vibracell sonicator (Sonics and 

Materials, Inc., 20 kHz) at 14 % amplification for 30 minutes.  Solution 2 was placed in 

an ultrasonic bath at room temperature for 5 minutes.  Solution 3 was placed in a sonic 

dismembrator (Fisher Scientific, 20 kHz) for 30 minutes.  After sonication, TEM samples 

of all solutions were prepared to determine extent of SWNT dispersion: a droplet of 

solution was placed onto a TEM grid (Ted Pella, Inc. carbon coated copper, PELCO® 

Center-Marked Grids, 400 mesh, 3.0 mm O.D.) and allowed to dry for later analysis in a 

Hitachi HF-2000 field emission gun, 200 kV transmission electron microscope (TEM). 

In order to determine the effects of the dispersing agents on the composite 

samples, 14 different samples were made varying carbon nanotube concentration and 

block copolymer (BCP and Pluronic) concentration.  It is evident in the paper by 

Matarredona et al. 5 that increasing the concentration of NaDDBS would only lead to 

micellization and were untested in this study.  However, in this study the solutions varied 

in CNT content from 5-15 mg 4, 5 (BCP and NaDDBS) or 6-12 mg 6 (Pluronic), the BCP 
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varied from 5-20 mg, and the Pluronic varied from 2-6 wt%.  The BCP solutions were 

made into composite samples following the methods described by Li et al.4  The Pluronic 

solutions were made as described by O’Connell et al.6, however the centrifugation step 

was excluded to keep results consistent between all three dispersing agents.  The Pluronic 

and NaDDBS composites were then made using a modified procedure, where water and 

not ethanol was used, based on the method by Li et al.4 Composite samples were made 

using a pre-formed metal dog bone molds.  The dog bone sample dimensions were 11.5 

cm, 2cm, and 0.6 cm for length, width, and gage length, respectively.   

The samples were tested using dynamic mechanical analysis (DMA, TA 

Instruments Q800) to determine the effects of dispersing agents on the composite 

samples.  The samples were tested at 10-200 °C at 3 °C/min to obtain information across 

the glass transition temperature.   The data collected was then analyzed and graphed to 

determine elastic modulus, glass transition temperature, and trends within the data which 

can be seen in Table 4.1. 
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Table 4.1: Summary of the measured and calculated mechanical properties, such as glass 
transition temperature, elastic modulus, storage modulus, and loss modulus for the 

various samples characterized in this work. 

Glass Transition Dispersing 
Agent 

Concentration 
(vol %) 

CNT 
(vol %) 

DSC (°C) DMA (°C)
tanδ 

Storage 
Modulus 

(MPa) 

Loss 
Modulus 

(MPa) 

none   0.0 65.5 69.5 0.733 2951 152 

BCP 0.495 0.263 63.1 64.1 1.026 2076 272 

BCP 0.495 0.0 52.4 61.7 1.174 865 92 

BCP 0.495 0.526 59.2 69.1 0.909 2239 313 

BCP 0.495 0.789 52.7 62.8 0.946 2311 143 

BCP 1.485 0.263 63.0 71.5 0.645 2250 194 

BCP 1.980 0.263 62.4 77.9 0.717 3404 192 

NaDDBS 0.409 0.263 43.5 80.6 0.742 2457 185 

NaDDBS 0.409 0.526 45.8 74.4 0.656 2869 204 

NaDDBS 0.409 0.789 45.7 79.5 0.690 2660 117 

Pluronic 0.189 0.316 56.7 55.8 0.554 1274 89 

Pluronic 0.189 0.632 64.7 58.5 0.557 1746 253 

Pluronic 0.189 0.947 57.0 58.4 0.599 3089 367 

Pluronic 0.377 0.316 56.4 58.4 0.599 2555 314 

Pluronic 0.566 0.316 56.8 61.1 0.632 2100 168 

NaDDBS 0.409 0.0 40.9 n/a n/a n/a n/a 

Pluronic 0.189 0.0 83.8 n/a n/a n/a n/a 

NaDDBS 0.000 0.0 46.4 n/a n/a n/a n/a 

Pluronic 0.000 0.0 -63.6 n/a n/a n/a n/a 
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Dynamic Scanning Calorimetery (DSC, TA Instruments Q100) tests were run on 

the samples to determine the glass transition temperatures of the samples.  The samples 

were tested using a cyclical heating cycle the data was collected on the second heat which 

was run from 0.0- 200°C at 10°C/min.  The data was collected then analyzed using TA 

Universal Analysis program.     

The samples in this research were tested with a Rigaku MicroMax-002 

Microfocus X-ray Generator equipped with a R-axis IV++ WAXS/SAXS detector (45kV, 

0.66mA).  The samples were tested from 0.0 -7.0 º with a 0.02 step size. The small angle 

X-ray scattering (SAXS) data was collected in order to analyze structurally analyze the 

samples through statistical methods.  SAXS was chosen because of the potential of using 

the results in conjunction with additional analysis, i.e. the calculation of structure using a 

two-point probability function protocol.  The data collected was analyzed to determine if 

material properties could be determined from the SAXS data 155-158. 

 

4.4. Results and Discussion 

4.4.1. Dispersion Mechanisms 

 The high degree of aggregation of SWNT is due to the high cohesive energy of 

the tubes, which has been estimated to be on the order of 36 kT for each nanometer of 

length overlap between adjacent tubes61.  The addition of NaDDBS to the suspension 

results in the exfoliation and dispersion of the carbon nanotubes, as shown in Figure 4.1. 
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Figure 4.1: Transmission electron microscopy micrographs of SWNT dispersed with  

0.409 vol% NaDDBS at varying carbon nanotubes concentrations to illustrate 
variations in bundle size (a)0.263 vol% CNT, bundle size 15-20nm (b) 0.789 

vol% CNT, bundle size 15-60nm. 
 

NaDDBS dissociates in an aqueous environment to generate a sulfonium group, as shown 

below: 

H3C(H2C)10H2C S

O

O

ONa H3C(H2C)10H2C SO3
H2O

 

The hydrocarbon moiety interacts with the surface of the carbon nanotube, while the 

surrounding water molecules solubilize the anionic group.  This increases the solubility 
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of the carbon nanotubes and allows their exfoliation and dispersion in the aqueous 

medium. Conversely, since the experimental procedure involves the sonication of the 

SWNT suspensions, it is also quite likely that this generates considerable exfoliation of 

the nanotubes, followed by the adsorption of the surfactant molecules, which in turn, 

stabilizes the nanotubes due to steric repulsion.69, 72, 73, 84  

Figure 4.1(a,b) illustrates the effect of increasing CNT content on the ability of 

NaDDBS to adequately disperse the CNTs.  Figure 4.1a illustrates a SWNT bundle 

diameter range of 15-25 nm, confirming the fact that NaDDBS is capable to disperse the 

CNTs into small bundles5. However, when the concentration of the CNT in solution 

doubles, the bundle size range increases to 15-60 nm, as shown in Figure 4.1b.  Thus, in 

order to stabilize a narrow distribution of small bundle sizes, larger concentrations of 

NaDDBS would be required, commensurate with the increase of the concentration of 

CNTs. Unfortunately, such an increase may prove difficult, because once the 

concentration of NaDDBS in solution rises above its critical micelle concentration, it will 

no longer be able to provide the appropriate dispersion capability. 

The polystyrene based BCP and the Pluronic dispersants both have lyophobic 

blocks and lyophilic blocks that act as interfacial binding agents between the solution 

(ethanol) and the carbon nanotubes,4 a mechanism that is illustrated schematically in 

Figure 4.2. 
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Figure 4.2: Schematic illustration of how copolymers utilize lypohilic and lyphobic 
blocks as the mechanism for the dispersion of SWNTs in solution.  The respective blocks 

associated with the solution and the carbon nanotubes allowing for the exfoliation and 
dispersion of the carbon nanotubes. 

 

These lyophilic and lyophobic blocks increase the solubility of the carbon 

nanotubes, which in conjunction with the mechanical separation created by the ultrasonic 

bath, results in a dispersed suspension of carbon nanotubes.   

The addition of the block copolymer Disperbyk 2150 to the CNT suspension leads 

to the exfoliation and dispersion the carbon nanotubes as well.  The high molecular 

weight of the BCP reduced the quality of the TEM images obtained for this system, but 

nevertheless, the approximate bundle size of the nanotubes could still be determined, as 

shown in Figure 4.3 (a,b).  The BCP-CNT solution appears to be well dispersed after 

sonication, but further examination shows that there are actually large bundles of CNTs 

with an average diameter of approximately 75 nm, as illustrated in Figure 4.3a. Upon 

increasing BCP concentration, the bundle size increases to 90 nm, as shown in Figure 

4.3b.  This is most likely due to the ability of the long chains of the BCP to adsorb on 
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more than one CNT, thus inducing a higher degree of proximity between small bundles 

and generating an opposite effect to good dispersion.  This leads to the conclusion that 

the BCP is not an effective dispersing agent for the CNT, as it clearly stabilizes only 

significantly larger bundles than those obtained with the NaDDBS system.  

 

Figure 4.3: Transmission electron microscopy micrographs of SWNT dispersed 
with BCP  at increasing BCP concentrations to illustrate the variation in bundle size as 
BCP concentration increases (a) 0.495 vol% BCP, 0.263 vol% CNTs, bundle size 75 

nm(b) 1.980 vol% BCP, 0.263 vol%CNTs, bundle size 90nm 
 

The addition of the Pluronic F108, a PEO-PPO block copolymer works in the 

same manner as the commercial BCP.  It helps suspend, exfoliate, and disperse the 

carbon tubes by increasing the distance between the CNT chains, as shown schematically 
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in Figure 4.2. The lyophilic block interacts with the solvent molecules, in this case water, 

and the lyophobic block interacts with the carbon nanotubes, thus separating the carbon 

nanotubes and reducing the van der Waals forces between them. The Pluronic is added 

during the sonication or mechanical dispersion step of the carbon nanotubes, which 

promotes its immediate intercalation and interactions with the nanotubes. It was shown 

that while Pluronics molecules allow the dispersion of carbon nanotubes, the 

carbonaceous particles and catalyst particles precipitate out.84   

 

Figure 4.4: Transmission electron microscopy micrographs of SWNT dispersed with 
Pluronic F108 at increasing concentration to illustrate the variation in bundle size as the 
Pluronic concentration increases (a) 0.189 vol% Pluronic bundle size 15-25 nm, 0.263 

vol% CNTs (b)0.566 vol% Pluronic, 0.263 vol% CNTs, bundle sieze 15-40 nm. 
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Figure 4.4 (a,b) illustrates the effect of the Pluronic concentration on the CNT bundle 

size.  Similarly to the NaDDBS system, the Pluronic gives rise to a small and narrow 

range of CNT bundles of sizes 10 – 25 nm, as shown in Figure 4.4a.  At a higher 

concentration of Pluronic, the range of the bundle sizes exhibited only a limited increase 

to 10 – 40 nm.  Since the Pluronic chains are relatively short (since the Pluronic has a 

relatively low molecular weight), the "corralling" effect observed with the BCP system is 

rather limited. Therefore, the Pluronic proves to be a useful method for dispersing the 

carbon nanotubes into small bundles, as it is also insensitive to the CNT/Pluronic ratio.  

 

4.4.2 Effect of Glass Transition Temperature 

The glass transition temperature of any polymer depends on four factors: free 

volume and chain stiffness, intramolecular and intermolecular interactions of chains, 

internal mobility of chains, and the degree of polymer cross-linking.123  Ideally, the 

addition of the CNTs and the dispersing agent to an epoxy matrix would cause little to no 

change in the glass transition temperature, as long as the carbon nanotubes concentration 

is below the percolation threshold.  However, given the complexity of the composites in 

this study, the determination of the variations in the glass transition (if any), could shed 

some light on the organization of the CNTs and the various dispersing molecules in the 

system and provide useful design tools for potential applications. 
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Figure 4.5: This graph illustrates the effect of the dispersed carbon nanotubes at 
various concentrations on the epoxy glass transition temperature.  The glass trasnsition 

temperature is affected differently and is correlated to the dispersing agent and its 
properties. 

 

As illustrated in Figure 4.5, the addition of the carbon nanotubes does indeed 

appear to have a limited effect on the glass transition temperature of the epoxy matrix, 

depending upon the dispersing agent used163.  This could be attributed to several different 

factors: the carbon nanotubes could act as heterogeneous crystallization sites for the 

polymer, poor interactions between dispersant and matrix, and poor interaction between 

dispersant and CNTs.    

For both BCP and Pluronic dispersing systems, the increase in the concentration 

of CNTs at constant co-polymer concentration depressed the glass transition temperature. 

As the CNT concentration approached its percolation threshold (< 1 wt%)164, 165, the 

number of bundles increased and the effect of the unfavorable interactions between 

adjacent adsorbed co-polymer chains became more dominant. This caused an increase of 

the volume associated with each bundle and an overall increase in entropic energy, thus 

lowering the glass transition temperature of the composite.166  In the case of the addition 
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of the NaDDBS surfactant, the small increase in the glass transition temperature of the 

composite is due to the effective dispersion of the carbon nanotubes coupled with only a 

small associated volumetric change given the small size of the dispersing molecule, 

resulting in an increase in local carbon nanotube and epoxy network organization, i.e. 

formation of crystalline regions within the epoxy matrix.167-170    

 

Figure 4.6: These graphs illustrate the effect on the epoxy glass transition 
temperature as a function of the (a) Pluronic and (b) BCP at varying concentrations.  This 

illustrates a contradicting effect of the copolymers on the glass transition temperature, 
which corresponds to the different in molecular weight and interactions of the co-

polymers in the epoxy matrix. 
 

Conversely, increasing the concentration of the BCP and Pluronic dispersing 

agents at constant CNT concentration appeared to have a more significant effect on the 

glass transition temperature. The drop in Tg caused by the addition of the Pluronic and 
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shown in Figure 4.6a, could be the result of a plasticizing effect that this low molecular 

block co-polymer exerted on the system. Alternately, it is possible that the PPO-PEO-

PPO blocks did not interact with the epoxy matrix resulting in a limited degree of phase 

separation (at the nanoscopic level), thus reducing the Tg.
171-174  While DSC data 

indicated that phase separation was not occurring on a macroscopic level (because the 

data showed that there was only one glass transition temperature for the Pluronic-epoxy 

system), this does not preclude the presence of a limited phase separation on a local, 

nanoscopic level. 

The limited increase in the Tg of the composite in the presence of BCP-dispersed 

carbon nanotubes, as seen in Figure 4.6b, may be attributed to the contribution of the high 

molecular weight of the dispersant and its more favorable interactions with the epoxy 

matrix through the presence of the styrene block.175-177  As the amount of BCP increases, 

the contribution of bridging adsorption of chains increases as well, generating a higher 

degree of effective CNT-mediated cross-linking and matrix connectivity, thus increasing 

the glass transition temperature of the composite.   

 

4.4.3 Effect on Storage, Loss Modulus and Tan Delta 

The loss modulus of a viscoelastic material is the measurement of the energy 

dampening effect (or energy lost, usually as heat) during the deformation of the sample, 

whereas the storage modulus is a measurement of the energy stored within the sample 

during deformation.134  The addition of carbon nanotubes and dispersing agent to the 

matrix material would ideally lead to create a product that has a significantly higher 

storage modulus, which would correspond to an increase in loss modulus as well.  
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However, to increase the overall strength of the material the storage modulus increase 

should be higher than that of the loss modulus.  The addition of the carbon nanotubes 

should help to distribute and store the energy during deformation.  This would then be 

reflected in a decrease in tan δ.178-183   

 

Figure 4.7: Experimental Dynamic Mechanical analysis data illustrating the average loss 
modulus for the three different dispersing agents at varying carbon nanotube 

concentration at two temperatures (a) 30°C (b) 10°C.  This data illustrates that there is a 
very different effect on the loss modulus between the NaDDBS and BCP versus the 

Pluronic at 30 C.  At 10 C, there appears to be almost no change in the NaDDBS and 
BCP systems, but a profound increase in Loss modulus in the Pluronic system. 

 

In Figure 4.7 (a,b), the average loss modulus for the three different samples at 

varying carbon nanotube concentration is reported for an experiment whose onset was at 
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30 °C (Figure 4.7a). It can be seen that with increasing carbon nanotube concentration 

there is a decrease in the loss modulus for the Pluronic samples, whereas in the NaDDBS 

and the commercial BCP systems the loss modulus exhibits a parabolic behavior with 

respect to the CNT concentration. The magnitude of the loss modulus in these systems is 

increased at CNT concentrations below ~0.4 vol.%, but at higher CNT concentrations it 

was actually lower than that of the epoxy matrix without CNTs.   

When the same dynamic experiment was conducted starting from 10 °C (and not 

from 30°C), the behavior of the NaDDBS and BCP systems at 10 °C remains similar to 

the one at 30 °C (Figure 7b). This non-linear change in loss modulus with increasing 

CNT content could be related to two effects; (1) The ballistic thermal transport found in 

CNTs as stress is placed on the sample, the epoxy chains reconfigured themselves to 

relieve the strain.  With the increase in CNT content, the energy dissipated as heat in the 

chains is transported efficiently through the carbon nanotubes, especially at concentration 

near the percolation threshold, and the large content of nanotubes in the sample reduced 

the amount of reconfiguration the chains would be required to undergo under stress; or 

(2) As the CNT in the sample increases, the number of bundles increases, the efficiency 

of their interactions with the matrix decreases (due to larger volumes associated with 

each bundle) and the efficiency of the thermal transport decreases. This decrease in loss 

modulus is accompanied by a moderate increase in storage modulus, which might 

indicate that the increase in carbon nanotube concentration may be actually hindering the 

strength of the sample. In the case of the NaDDBS systems, the increase in CNT content 

promotes the formation of crystalline domains, which, while they increase the system 

glass transition, they also lower the ability of the system to dissipate heat.167-170, 173 
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The loss modulus in the Pluronic system measured starting at 10 °C, initially 

decreased, but at CNT concentrations above ~0.3 vol.% it steadily increased with carbon 

nanotube content to reach values that were considerably higher than that of the epoxy 

matrix without CNTs.  The difference between the measurements at 10 °C and at 30 °C in 

the Pluronic system is due mainly to the “softening” of the composite at the higher 

temperature, as was also evidenced by the decrease in the Tg of the material. If the loss 

modulus is measured at lower initial temperatures, well below the Tg of the composite, 

changes in the loss modulus reflect only the contribution from the well-dispersed CNTs. 

Under these circumstances, at concentrations above ~0.3 vol.%, the carbon nanotubes 

were organized in a stable network that could provide an efficient energy dissipation 

mechanism. 

The storage moduli for all the dispersing systems examined in this work measured 

at 30 °C were lower than that of the pure epoxy.  The reasons for this lack of mechanical 

strength could be due to the fact that the carbon nanotubes were dispersed only in 

bundles, and in most cases, also exhibited poor interactions between the dispersing agents 

and the epoxy, resulting in poor interfacial properties.174-177   
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Figure 4.8: Pictures of the three bulk composite samples and corresponding light 
microscope images at 10x magnification of the three different dispersing agents at 
the same carbon nanotube concentration  (a) 0.495 vol %BCP; 0.263 vol% CNTs,  

(b) 0.409 vol% NaDDBS ; 0.263 vol% CNTs( c) 0.189 vol% Pluronic; 0.263 
vol% CNTs 

 

Figure 4.8, which illustrates the bulk composite samples, shows that initially the 

samples appear to be uniform.  However, pictures of the bulk samples under light 

microscopy at 10x magnification show that the BCP sample appears to have a significant 

amount of phase separation, which is also seen in the NaDDBS sample.  The NaDDBS 

sample has an increased amount of porosity, which is not observed in the other two 

samples. While some aggregation seems to occur in all the samples, the Pluronic samples 

appear to be more uniform: The sample is significantly more opaque and an image could 

only be obtained on a fracture surface.   
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Figure 4.9: Experimental Dynamic Mechanical analysis data illustrating the average 
Storage modulus for the three different dispersing agents at varying carbon nanotube 

concentration at two temperatures (a) 30°C (b) 10°C. The storage moduli of the NaDDBS 
and BCP appear to decrease slightly at lower temperatures with higher concentrations of 
CNTs. Conversely, the storage modulus of the Pluronic system increases considerably 

with the increase in CNT concentration beyond ~0.3 vol.%. 
 

Figure 4.9 (a,b) highlights the difference in the behavior of the storage moduli for the 

three different dispersion systems when the temperature at the onset of the measurement 

is lowered from 30 °C (Figure 4.9a) to 10 °C (Figure 4.9b).  The storage moduli of the 

NaDDBS and BCP appear to decrease slightly at lower temperatures with higher 

concentrations of CNTs. Conversely, the storage modulus of the Pluronic system 

increases considerably with the increase in CNT concentration beyond ~0.3 vol.%.164, 171 

This is similar to the behavior of the loss modulus at the low onset temperature.  
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Figure 4.10: Experimental Dynamic Mechanical analysis data illustrating the average 
tanδ for the three different dispersing agents at varying carbon nanotube concentration at 

two temperatures (a) 30°C (b) 10°C.  The data had large fluctuations that were 
particularly pronounced in the experiments conducted at 10°C. This is due to the 

opposing behavior in the loss and storage moduli of the Pluronic system at 30 °C and at 
10 °C. 

 

The tanδ of all the samples, irrespective of the dispersing agent, exhibited 

relatively constant values at all concentrations of CNTs that were examined, as shown in 

Figure 10 (a,b). The data had large fluctuations that were particularly pronounced in the 

experiments conducted at 10 °C (Figure 10b). This is due to the opposing behavior in the 

loss and storage moduli of the Pluronic system at 30 °C and at 10 °C.      
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4.4.4 Small Angle X-Ray Scattering (SAXS) of SWNT-Epoxy Composites 

The SAXS results were used to analyze the distribution of CNT in the composite 

using two-point probability distribution functions.184, 185  This type of analysis can lead to 

an understanding of the CNT dispersion in the matrix, which can, in turn, be correlated to 

the potential mechanical properties (stiffness, toughness, etc) of the composites.  

However, the SAXS did not produce any peaks from the CNTs, most likely due to the 

low volume fractions used in this study.  So the data was not useful at this junction to 

allow for the two-point distribution analysis.   

 

Figure 4.11: Experimental SAXS data of an illustrating three different types of 
orientation of a lamellar structure in the composite samples (a) isotropic (b) slight 

anisotropy (d) complete anisotropy.  The lamellar structure can be inferred by the dark 
circular/elliptical region surrounding the center, where the flare is due to the X-Ray 

machine.  The presence of lamellar structures in the pure epoxy matrix is indicative of the 
existence of crystalline regions. The changes in the presences of and orientation of the 

crystalline region in the composite samples are likely from intermolecular interactions of 
the epoxy with the carbon nanotubes, dispersing agents, and also the combined 
intermolecular interactions between the carbon nanotubes and dispersing agent. 

 

However, SAXS measurements revealed the presence of a lamellar structure in 

some of the samples, as shown in Figure 4.11 (a-c).  The circular to elliptical halo (left to 

right) is the result of the lamellar structure, and the flare seen in all three figures is due to 

the beam.  The pure epoxy samples exhibited a completely isotropic lamellar structure, as 
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shown in Figure 4.11a. The commercial BCP showed a completely isotropic lamellar 

structure at high concentrations of CNTs, a slight preferred orientation of the lamellar 

structure at high concentrations of BCP, as shown in Figure 4.11b, and a complete 

anisotropic lamellar structure at low concentrations of both CNTs and BCP, as shown in 

Figure 4.11c.  The NaDDBS system exhibited the presence of an isotropic lamellar 

structure, while in the Pluronic system no such structures were detectable. The presence 

of lamellar structures in the pure epoxy matrix is indicative of the existence of crystalline 

regions. The fact that in some cases these regions are either increased and/or oriented is 

most likely a function of the interplay between the amount of CNTs in the system, the 

amount of dispersing agent available to the CNTs moiety, and the nature of the 

intermolecular interactions between the dispersing agent and the CNTs and the epoxy 

matrix. The possible presence of crystalline regions in both the NaDDBS and the BCP 

systems has been postulated based on the changes in the glass transition of the 

composites and their mechanical properties186, 187. The dependence of the glass transition 

temperature on the ratio between the CNT and dispersant in each system, shown in 

Figure 4.12, demonstrates two behavior regimes for the NaDDBS and the BCP 

composites. At low ratios, i.e., CNT DispersantV V< , the system is dominated by the 

behavior of the dispersing molecules and their interactions with the CNTs and the epoxy 

matrix.   
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Figure 4.12: Experimental calculation of the ratio between the CNT and 
dispersing agent for each systems and the correspond effect on the glass transition 

temperature.  This graph illustrates two behavior regimes for the NaDDBS and the BCP 
composites.  At low volume % the behavior is related to the dispersing molecules, but at 

higher volume % the behavior is dependent upon the CNTs. 
 

Under these circumstances, the NaDDBS provides a good dispesion, but being small 

molecules, does not impose a significant steric barrier to CNTs proximity, and hence, 

allows the formation of crystalline regions. The BCP molecules, in this case, can interact 

with several CNT bundles simultaneously, creating inhomogeneous regions of high CNT 

concentration within the matrix and promote the formation of crystalline regions. This is 

evidenced by the increase in the glass transition. At higher ratios, CNT DispersantV V≥ , the 

system is dominated by the behavior of the CNTs, i.e. their degree of dispersion a 

solubilization in the matrix. In this region, all dispersant behave in a similar manner and 

the glass transition temperature for each system becomes independent of the 

CNT/Dispersant ratio. 
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4.5 Summary of the Dispersant Effects on Composite Properties 

In this work we have shown that the addition of an anionic surfactant and a 

Pluronic to a carbon nanotube aqueous suspension facilitated its dispersion.  It was also 

determined that the BCP used in this study did not produce an adequately disperse 

sample, but rather stabilized large CNT bundles.  

It became very clear that the dispersing agents affect the properties of the systems 

in different ways, and hence, the creation of a product with enhanced mechanical 

properties is system dependent (epoxy and dispersing agent).  A dispersing agent used 

with one epoxy may not adequately disperse the carbon nanotubes in another epoxy due 

to the nature of the interactions between the two moieties that are a function of their 

intimate chemical make-up.   

The composites created in this work exhibited mechanical properties that were 

inferior to those exhibited by the pure epoxy matrix.  The reasons for this decrease in 

properties may be partly due to poor interactions between the epoxy and the dispersing 

agent, and the low volume fractions of CNTs and dispersants used.  It might be beneficial 

to increase the amount of the carbon nanotubes and determine the effect of this increase 

on the various parameters that were examined.   

The complexity of the interactions between the epoxy matrix and the dispersing 

agents is a very challenging issue.  Given the complex behavior of each dispersing agent 

with both the CNTs and the epoxy matrix at different concentration regimes, the efforts 

for the optimization of the properties should be concentrated on a specific system (epoxy 

and dispersing agent) that demonstrates enhancement of properties under a narrow array 

of conditions.   
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CHAPTER 5 

 

ALIGNMENT OF CARBON NANOTUBES UNDER SHEAR VISCOUS 

FLOW FOR POLYMER AND EPOXY COMPOSITES SYSTEMS 

 

5.1 Overview 

 In this chapter, we probed the effects of shear flow on the alignment of dispersed 

single-walled carbon nanotubes in polymer solutions. Section 5.2 gives a brief 

introduction to polymers and carbon nanotubes.  Section 5.3 details the experimental 

procedure used to align the carbon nanotubes.  Section 5.4 describes the results of the 

dispersion and alignment of carbon nanotubes in viscous polymer flow.  Section 5.5 

describes the results of the alignment of carbon nanotubes in an epoxy matrix.  In 

conclusion, Section 5.6 summarizes the dispersion and alignment results of the two 

systems.  The next chapter explores alternative methods to align carbon nanotubes by 

decoration with iron(III) oxide particles.  

 

5.2 Introduction 

In addition to the impact of the degree of carbon nanotube dispersion on 

composite properties, their degree of alignment in the respective matrix plays a crucial 

role as well. There are several different methods available to align carbon nanotubes, 

including slicing,93 chemical vapor depositon,91 melt processing,188 mechanical 

stretching,99 electrophoresis,189 application of magnetic fields,97, 127, 190-193 and 
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electrospinning.194-196 A problem with most alignment processes arises when combining 

the carbon nanotubes with the polymer matrix to form the composite materials. Under the 

experimental conditions, a well-aligned array of carbon nanotubes tends to become 

isotropic and cluster upon mixing into the composite.  Hence, the alignment of the carbon 

nanotubes prior to mixing into a composite is reversed, and once again, they may disperse 

into random orientations.27  

In this present work, shear flow was used to align the carbon nanotubes in a 

surfactant/polymer matrix.  This alignment method has distinct advantages over 

electrospinning because it can generate polymer sheets rather than polymer fibers. Hence, 

it is possible to create a nanocomposite in which the SWNT are organized as 2D layers, 

rather than as highly confined 1D sequence.  Evidently, a smaller shear stress will be 

required to orient the SWNT in a 2D polymer film than into a polymer fiber generated by 

electrospinning.197 

The nanotubes were initially dispersed with sodium dodecyl benzene sulfonate, 

NaDDBS, an anionic surfactant, and placed in a polymer solution that was subjected to a 

circular shear flow, resulting in a well-dispersed, uncoiled, and aligned carbon nanotube 

structure within the matrix.  The addition of a weakly-binding polymer, such as 

carboxymethyl cellulose, CMC, serves, in this case, two purposes; constituting the 

polymer matrix in which the SWNTs will be dispersed and aligned and providing a 

secondary mechanism for the promotion of carbon nanotube dispersion. Samples of the 

polymer-carbon nanotube suspensions were collected while under the shear flow, both 

parallel to the shear flow and perpendicular to it.  Both the efficiency of the dispersion 
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process and the carbon nanotube alignment in the polymer solution were analyzed by 

means of transmission electron microscopy (TEM). 

 

5.3 Experimental Procedure 

5.3.1 Polymer Viscous Flow 

 Two different solutions were prepared, one solution made with 50 mL of 1.2 mM 

NaDDBS containing 0.4 mg carbon nanotubes and the second solution consisting of 

25mL 1.2mM NaDDBS, containing 0.4 mg carbon nanotubes.  Both solutions were then 

placed in a vibracell sonicator (Sonics and Materials, Inc., 20 kHz) at 14 % amplification 

for 30 minutes. After sonication, 25 mL of a 1 wt% carboxyl methylcellulose (CMC, 

wM = 350,000 g/mol) solution was added to the NaDDBS/SWNTs solution, and the new 

combined solution was again placed in the vibracell sonicator at 14% amplification for 30 

minutes.  After sonication, TEM samples of both solutions were taken to determine 

extent of SWNT dispersion: a droplet of solution was placed onto a TEM grid and 

allowed to dry for later analysis in the TEM.  The solutions were then re-sonicated at 14 

% amplification for 30 minutes.  The solutions were then placed in a 27.5 mm diameter 

(I.D.) stainless-steel cylinder.  A Brookfield DV-E viscometer with a stainless-steel 

rotating spindle having 19.0 mm diameter (O.D.) and 65.0 mm in length, was used for 

viscosity measurements.   

The sample solutions were placed in the 8.5 mm gap between the outer cylinder 

and the spindle, as shown in Figure 5.1a. In turn, the spindle was allowed to rotate for 1 

week at several different angular velocities ranging from 12 to 100 rpm, corresponding to 

approximately 1 to 10 rad/s.  A second set of TEM samples were taken in situ from the 
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solutions flowing in circular motion in the gap between the outer cylinder and inner 

cylinder (spindle). The sample grids were affixed to a small diameter wire, and slowly 

dipped into the solution parallel and perpendicular to the flow, as illustrated in Figure 1b, 

to determine the position of maximum stress after analysis in the TEM.  These samples 

were then analyzed using the JEOL 100CX II, 100kV transmission electron microscope 

(TEM). 

 

Figure 5.1: Schematic representation of the experimental set-up: (a) Concentric cylinder 
arrangement in the Brookfield viscometer; (b) TEM sample retrieval and preparation 

 

Samples for Raman spectroscopy were prepared as follows, 20 mL of the 

CMC/NaDDBS/SWNT solution was mixed with 10mL of epoxy. The mixture was placed 

it in a Brookfield viscometer equipped with a UL attachment, creating a very small gap 

( 0 1b cR R .≤ ) that allowed the achievement of higher shears in viscous fluids. Once the 

shear flow was adequately developed, a hardener was added in order to promote cross-

linking in the epoxy, thus rapidly increasing the solution viscosity as to prevent the de-

alignment of the SWNTs in the solution. The samples were tested on a, Holo Probe VPT 
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system, with integrated fiber coupled Raman system (Kaiser Optical Systems, Inc.), using 

a 731 nm incident laser radiation and VV (parallel/parallel) configuration, to determine 

orientation of MWNTs.34-37  The samples were tested at various polarization angles 

raging from 0 to 90 degrees, to determine the development of SWNT orientation after 

being subjected to shear flow.   

 

5.3.2. Epoxy Composite 

The composites were made with Araldite GY 6008, a clear liquid resin.  

According to the manufacturer’s specification (Huntsman Advanced Materials Americas 

Inc.) the resin is a Bisphenol A Diglycidyl ether.  The hardener used was ANCAMINE 

AEP curing agent (Air Products), and is an aminoethyl piperazine, 1-(2-, (AEP), a 

colorless liquid. 

Each sample was made in a 30 mL graduated glass vial with a fairly uniform 27.5 

mm diameter.  The solutions used to initially disperse the carbon nanotubes were made in 

the same procedure as described previously,198 and the final composite is a 10 gram 

sample with 0, ½, or 1 weight percent carbon nanotubes.  The carbon nanotubes were 

first dispersed in the surfactant solutions and then added to the resin.  That mixture was 

stirred at 100 RPMs for 24 hours at 80ºC to evaporate off the excess water and allow for 

the resin and dispersed carbon nanotubes to mix.  Then, the solution was allowed to cool 

to room temperature, after which hardener was added.  Then it was stirred again at 100 

RPMs for 10 minutes.  A Brookfield DV-E viscometer with a stainless-steel rotating 

spindle having 19.0 mm diameter (O.D.) and 65.0 mm in length was used to align the 

carbon nanotubes.     
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The sample solutions were placed in a sample chamber that has a 8.5 mm gap 

between the sample chamber and the spindle, as shown in Figure 5.1a. In turn, the spindle 

was allowed to rotate for approximately 30 minutes (or until turbulent flow occurred) at 

100 rpm (10.46 rad/s). 

The samples were then tested on a Holo Probe VPT system, with integrated fiber 

coupled Raman system (Kaiser Optical Systems, Inc.), using a 731 nm incident laser 

radiation and VV (parallel/parallel) configuration to determine the orientation of the 

SWNTs.34-37  The samples were tested at various polarization angles raging from 0 to 90 

degrees to determine the development of SWNT orientation after being subjected to shear 

flow.   

The samples were tested using dynamic mechanical analysis (DMA, TA 

Instruments Q800) to determine the effects of dispersing agents.  The samples were tested 

at 0-150°C to obtain information across the glass transition temperature.   The data 

collected was then analyzed and graphed to determine the elastic modulus, glass 

transition temperature, and trends within the data. 

 

5.4. Viscous Polymer Flow Results and Discussion 

5.4.1. Dispersion of SWNT 

 The high degree of aggregation of SWNTs is due to the high cohesive energy of the 

tubes that has been estimated to be on the of order of 36 kT for each nanometer of length 

overlap between adjacent tubes, translating into several thousand kT for micron-long 

tubes.38  Since maintaining a stable dispersion is a necessary condition for the utilization of 

SWNTs in various composite applications, the promotion of exfoliation and dispersion of 
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SWNTs has been a very active field of research in recent years.  Coupling the effects of 

both surfactants and polymers, such as treatment with NaDDBS and CMC, may result in a 

superior and more stable dispersion of SWNTs, as shown schematically in Figure 5.2.  

 

Figure 5.2: Schematic representation of the stabilization mechanism of carbon nanotubes: 
interaction between SWNT with NaDDBS, followed by the addition of CMC. 

 

An example of an aqueous suspension of carbon nanotubes without proper 

dispersion is illustrated by the TEM image in Figure 23a. The addition of NaDDBS, an 

anionic surfactant, to the suspension results in the exfoliation and dispersion of the 

carbon nanotubes, as shown in Figure 5.3b. NaDDBS dissociates in an aqueous 

environment to generate a sulfonium group, as shown below: 

H3C(H2C)10H2C S

O

O

ONa H3C(H2C)10H2C SO3
H2O

 

The hydrocarbon moiety interacts with the surface of the carbon nanotube, while the 

anionic group is solubilized by the surrounding water molecules.  This increases the 

solubility of the carbon nanotubes and allows their exfoliation and dispersion in the 

aqueous medium. Conversely, since the experimental procedure involves the sonication 
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of the SWNT suspensions, it is also quite likely that this generates considerable 

exfoliation of the nanotubes, followed by the adsorption of the surfactant molecules, 

which in turn, stabilizes the nanotubes due to steric repulsion.20,21,42,43 

 

Figure 5.3: TEM micrographs of SWNT at different levels of dispersion and stabilization 
efficiency: (a) Undispersed carbon nanotubes;  (b) Carbon nanotubes dispersed with 

NaDDBS; (c) Carbon nanotubes dispersed with NaDDBS and CMC. Note that the black 
spherical aggregates present in the image are the remnant metallic oxide catalyst particles 

used in the synthesis of the SWNT. 
 

The addition of CMC to the SWNT/NaDDBS solution has a moderate effect on 

the resulting dispersion as shown in the TEM image in Figure 23c. CMC adsorbs weakly 

on the surface of the carbon nanotubes, most likely via the interactions of the β1 moiety  

with the SWNTs.20,21 Because at low concentration the CMC molecules are largely 

uncoiled (intrinsic persistence length 
0pL = 160 Å, indicating a semi-flexible polymer47), 
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this interaction is most likely to occur with the polymer end segments, e.g. as shown in 

Figure 5.4. 

 

Figure 5.4: Carboxylmethyl Cellulose polymer chain illustrating β1 moiety  
 

The abundance of carboxylic functional groups along the polymer chain will 

ensure the presence of a large number of associated water molecules, effectively 

increasing the hydrodynamic radius of the individual chains (Rg ≈ 1000 Å,48 as compared 

to ≈ 20 Å, the size of the NaDDBS molecule), thus introducing a large steric hindrance 

into the system, that promotes additional dispersion and separation of the carbon 

nanotubes. 

 

5.4.2 Orientation of SWNT in Shear Flow 

 A Brookfield viscometer was used to generate a shear flow for the alignment of 

the carbon nanotubes.  Predictions for optimal shear forces generated by this set-up (see 

Figure 5.1) were based on non-Newtonian flow characteristics of the CMC-containing 

solutions (the fluid constants for this system were established separately) and on a gap for 

which the ratio of the inner cylinder and outer cynlinder radii, Rb/Rc respectively, is 0.69, 

i.e. between 0.5 and 0.99 for which the model holds.49  The measurement of the torque, T, 

necessary to maintain a constant angular velocity ω  of the inner cylinder, is related to the 
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shear stress wτ  according to the relationship 22w
b

T
R L

τ
π

= , where L is the length of the 

inner cylinder in contact with the fluid. The shear rates and shear stresses obtained for the 

various systems that were examined are summarized in Table 5.1 and Figure 5.5a.   

 

Table 5.1: Summary of the mechanical properties of the various SWNT-containing 
solutions. 

 

Conditions NaDDBS NaDDBS/SWNT CMC/NaDDBS CMC/NaDDBS/SWNT

Angular 
velocity 
(rad/s) 

Shear 
Rate  
(s-1) 

Shear 
Stress 
(MPa) 

Shear 
Rate  
(s-1) 

Shear 
Stress 
(MPa) 

Shear 
Rate  
(s-1) 

Shear 
Stress 
(MPa) 

Shear 
Rate  
(s-1) 

Shear 
Stress 
(MPa) 

1.26 4.27 0 4.70 0 4.70 0.35 4.70 0.36 

3.14 10.67 0.20 11.75 0.12 11.75 1.14 11.75 1.15 

5.24 17.78 0.33 19.58 0.33 19.58 1.86 19.58 1.87 

6.28 21.34 0.45 23.49 0.48 23.49 2.21 23.49 2.22 

10.48 35.57 0.74 39.15 1.10 39.15 3.65 39.15 3.68 

 

In the absence of polymer, the shear stresses that are due to the presence of the 

carbon nanotubes are negligible at low angular velocities, but become considerable at 

high angular velocities, as shown in Figure 5.5a. For example, at 6.28 rad/s (60 RPM), 

the shear stress at the wall, wτ  exerted by the carbon nanotubes is ~30 kPa, while at 10.48 

rad/s (100 RPM), it is ~350 kPa. Conversely, the presence of CMC in the solution has the 

effect of increasing the shear stresses of the system at all angular velocities, due to the 

higher viscosities exhibited by the polymer medium. Moreover, the shear stresses that are 
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due only to the presence of the carbon nanotubes in the solution are small, but increase 

linearly with the angular velocity, as shown in Figure 5.5b.  

 

 

Figure 5.5: Summary of the calculated shear stresses of the various SWNT-containing 
solutions used in the various experiments: (a) Plots of shear stresses as a function of 

angular velocity; (b) Plots of the shear stresses originating from the contribution of pure 
SWNT in the various systems as a function of angular velocity. 

 

It is important to note that CMC may be considered as a uniformly charged semi-flexible 

cylinder with a radius of 0.95 nm and an average coiled length of ~250nm, and hence 
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each chain may be viewed as having comparable dimensions to those of SWNTs.  Under 

these circumstances, the presence of the CMC chains in solution "catalyzes" the dynamic 

behavior of the carbon nanotubes and in effect attenuates the development of the stresses 

associated with their movement in the solution.50  This is due to the fact that the CMC 

molecules are tethered to the carbon nanotubes (albeit via weak interactions), and hence, 

create a network of entanglements that in effect, lowers the change in shear stress of the 

system. 
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Figure 5.6: TEM micrographs of the orientation attempts of several systems containing 
SWNT: (a) Undispersed carbon nanotubes in a 1 wt% CMC suspension subjected to 
shear flow at 100 rpm; (b) Carbon nanotubes dispersed with NaDDBS and CMC and 
subjected to shear flow at 30 rpm; (c) Carbon nanotubes dispersed with NaDDBS and 
CMC and subjected to shear flow at 60 rpm; (d) Oriented carbon nanotubes dispersed 
with NaDDBS and CMC and subjected to shear flow at 100 rpm.  The inset image is a 
four-fold magnification of the larger image (same scale bar = 5 nm) showing in more 

detail the local orientation of the surface-modified SWNTs.  Note that the black spherical 
aggregates present in these images are the remnant metallic oxide catalyst particles used 

in the synthesis of the SWNTs. 
 

The development of directional anisotropy in carbon nanotube solutions, when 

subjected to shear flow stresses, was possible only in systems in which the carbon 

nanotubes were dispersed by the cooperative surface interactions with both NaDDBS and 

CMC. Subjecting a SWNT suspension to shear flow at high angular velocities did neither 

contribute to their exfoliation nor to their orientation, as shown in Figure 5.6a. No 
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noticeable orientation of the SWNT was observed in systems in which the dispersion was 

achieved with NaDDBS only.   

For systems in which effective dispersion of the carbon nanotubes was achieved 

by the combined action of both NaDDBS and CMC, no alignment was observed for 

lower angular velocities, as can be seen in Figures 5.6 b,c. The only system in which tube 

alignment was observed was for the NaDDBS/CMC/SWNT solution that was subjected 

to shear stresses at the highest angular velocity used in the experiments (10.48 rad/s), as 

shown in Figure 5.6sd. 

Additional confirmation for the results illustrated by TEM regarding the 

alignment of the SWNT was obtained with Raman spectroscopy.  Since the Raman 

intensity of a vibration depends on the relative directions of the crystal axis and the 

electric wave polarization of the incident and scattered light, this technique may also be 

used to determine the orientation of nanotubes in polymer matrices.34-37,51-56 Figure 5.7a 

shows the orientation-dependent Raman spectra of SWNTs with different angles between 

the polarization of the incidence laser light and the nanotube axis using VV (parallel 

polarization of the incidence and scattered light) configuration. The G band at 1594 cm-1, 

corresponding to the resonantly excited metallic SWNTs, shows a maximum intensity 

when the polarization of the incident radiation is parallel to the nanotube axis (i.e. α = 

0°), and is minimal when the polarization of the incident radiation is perpendicular to the 

nanotube axis (i.e. α = 90°).52-56 The Raman spectra allow a direct comparison of 

experimental data with theoretical calculations, as shown in Figure 5.7b.   
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Figure 5.7: Raman spectra of samples containing SWNTs that were subjected to shear 
flow: (a) Orientation-dependent Raman spectra of SWNTs with different angles (from 0 
to 90 degrees) between the polarization of the incidence laser light and the nanotube axis 

using VV (parallel polarization of the incidence and scattered light) configuration. (b) 
The direct comparison of the experimental relative intensities of the 1594 cm-1 G band as 

a function of the angle of polarization of the incident radiation, with theoretical 
calculations. 

 

The experimental angular dependencies in our system exhibit a non-negligible deviation 

from the selection rules predicted by theoretical studies, where intensities scale with 
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cos4α.55 These differences may be attributed to depolarization effects generated by the 

pronounced anisotropic structure of the nanotubes and to electronic resonance effects. As 

shown in Figure 5.7, there appears to be some fluorescence due to the CMC matrix, but it 

also illustrates that the nanotubes are highly oriented in the polymer matrix. 

These results illustrate the fact that the orientation of carbon nanotubes in a 

polymer matrix by the application of shear forces can be achieved only if two 

requirements can be satisfied: (a) the carbon nanotubes are well dispersed in the polymer 

matrix and (b) the shear forces applied to the dispersed carbon nanotubes are large 

enough to induce their orientation. In general, the presence of the CMC molecules, given 

their size and their semi-flexible characteristics, provided a molecular template that 

promoted carbon nanotube alignment at lower shear stresses. 

 

5.5 Epoxy Composite Results and Discussion 

5.5.1 Dispersion of SWNTs in Viscous Epoxy Flow 

The addition of the Pluronic F108, a PPO-PEO-PPO block copolymer helps to 

suspend, exfoliate, and disperse the tubes by increasing the distance between the CNT 

chains, as shown in Figure 5.8.  It has been found that some pluronics allow the 

dispersion of carbon nanotubes, but the carbonaceous particles and catalyst particles 

precipitate out limiting there strength hindrance.84  The lyophilic block associates with 

the solution, in this case water, and the lyophobic block associates with the carbon 

nanotubes separating the carbon nanotubes, reducing the van der Waals forces.   
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Figure 5.8: Illustration of the Pluronic stabilization mechanism of carbon nanotubes  
 

Conversely, since the experimental procedure for both surfactant agents involves 

the sonication of the SWNT suspensions, it is also quite likely that this generates 

considerable exfoliation of the nanotubes, followed by the adsorption of the surfactant 

molecules, which in turn, stabilizes the nanotubes due to steric repulsion.69, 73, 199 

 

5.5.2 Orientation of SWNTs in Epoxy Composites 

A Brookfield viscometer was used to generate a shear flow for the alignment of 

the carbon nanotubes.  The predictions for optimal shear forces generated by this set-up 

(see Figure 5.1) were based on non-Newtonian flow characteristics of the CMC-

containing solutions previously tested.  Therefore, the polymer medium used in this case 

epoxy, the goal is to maintain this behavior and create an aligned carbon nanotube 

composite.   
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The carbon nanotube composite samples were unable to be analyzed by 

transmission electron microscopy (TEM) due to the high molecular weight and difficulty 

in analyzing polymer solutions in TEM.  However, the samples were able to be analyzed 

using DMA and Raman spectroscopy.34-37,51-56  

 

5.5.3 Raman Spectroscopy of SWNT in Epoxy Composites 

The orientation-dependent Raman spectra of SWNT can be determined with 

different angles between the polarization of the incidence laser light and the nanotube 

axis using VV (parallel polarization of the incidence and scattered light) configuration. 

The G band which is found around 1591 cm-1, corresponds to the resonantly excited 

metallic SWNT and shows a maximum intensity when the polarization of the incident 

radiation is parallel to the nanotube axis (i.e. α = 90°) and is minimal when the 

polarization of the incident radiation is perpendicular to the nanotube axis (i.e. α = 0°).130, 

143, 200-202  

 The analysis of the Raman spectra for this particular epoxy system can’t 

determine if alignment occurred, due to the Raman peaks of the epoxy.  The Raman 

spectra of the aligned epoxy and epoxy only samples are shown in Figure 5.9 (a,b).. 
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Figure 5.9: Raman spectra of the (a) aligned epoxy and (b) epoxy only samples at various 
orientations. 

 

From this data, it can be seen that there are two peaks that surround the 1591 cm-1 

G band peak that allows the orientation of carbon nanotubes to be determined.  Therefore, 

when looking at the G band peaks for the various samples at various angles, Figure 5 

(a,b,c,d), significant amount of noise is present in the samples, and the appearance of two 

joined peaks is seen in all data sets.  Therefore, we can’t completely determine that we 

have orientation in the samples based on solely on the G band peak.  However, the 

systems depicted in Figure 5 (a,b) show increased intensities in the G band peak, which 

indicate a significant amount of aligned carbon nanotubes. 
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Figure 5.10: Raman spectra of (a) ½ wt% CNT-NaDDBS, (b) ½ wt% CNT-
Pluronics, (c) 1 wt% CNT- Pluronics, and  (d) 1 wt% CNT- NaDDBS at various angles of 

orientation. 
 

It was previously determined by Frogley, et al.129, that the G band peak is not the 

only peak that alignment can be determined from, but other peaks can be used, such as 

the D* band, a second overtone of the D band whose location depends upon the laser 

excitation energy used and the dispersion relation used between the D and D* bands.  For 

this system the band is around ~2600 cm-1.129  Therefore, the data from the samples were 

reanalyzed to determine if that peak could be used.  From this peak, the alignment of our 

samples was confirmed for the NaDDBS system, Figure 5.11(a,b)   
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Figure 5.11:Raman spectra of D’ peak for alignment analysis (a) ½ wt% NaDDBS (b) 1 

wt% NaDDBS 
 

The samples which used pluronics to disperse the carbon nanotubes didn’t appear 

to have any alignment that was seen in the Raman spectra and in one of the samples, 

there was no apparent D’ band peak, due to peak overlap.  However, the intensity 

difference between the peaks is very small (on the order of 80 cm-1).  Therefore, no 

conclusive answer the question (are the tubes aligned?), can be made.  Since Raman 

spectroscopy only looks at a small area of the samples the DMA tests of the samples were 

also tested in the direction of alignment and perpendicular to alignment to determine the 

difference in mechanical properties. 
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5.5.4 Dynamic Mechanical Analysis of SWNTs in Epoxy Composites 

The goal of using shear flow on carbon nanotube composites was to promote the 

directional alignment of the carbon nanotubes, a fact that would be expected to improve 

the mechanical properties of the composite.   This improvement in the mechanical 

properties would most notably be in the direction in which the CNTs are oriented.  

Composite samples were prepared to allow compression testing of the samples in two 

directions, of the same sample, allowing for alignment to be determined if there is a 

significant difference in the modulus in the aligned direction. 

 

5.5.4.1 Effect on Glass Transition Temperature 

The effects on the glass transition temperature should be relatively simple to 

predict.  It is expected that increasing the extent of alignment and orientation of the 

carbon nanotubes and epoxy matrix chains127 will result in an increase in the glass 

transition temperature of the composite because the ordering of the chains/CNTs will 

increase the entropy of the system.123  The effects of alignment on the glass transition 

temperature are well documented.123  Therefore, it was expected that by increasing the 

carbon nanotube content, and thus the degree of alignment of the carbon nanotubes will 

increase and as a result, the glass transition temperature of the composites will increase as 

well.  
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Figure 5.12:  Glass Transition Temperature data for (a) NaDDBS Samples (b) Pluronics 
Samples 

 

This was exactly the result that was found for the system that used the surfactant, 

NaDDBS, as a dispersing agent.  Figure 5.11a, illustrates that the glass transition 

temperature, Tg, does just what was predicted.  However, Figure 5.11b, illustrates the 

exact opposite effect on the Tg for the Pluronics system.   The reason for this could be 

due to: (a) reverse orientation, where alignment occurred perpendicular to the shear flow 

due to the high molecular weight of the Pluronic compared to that of the NaDDBS, or 

from chain interactions of PEO-PPO could have prevent the sample from orienting in the 
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direction of shear flow, (b) no overall orientation occurred, but there could be localized 

regions of oriented and un-oriented CNTs, which could cause there to be samples with 

increase Tgs.   

 

5.5.4.2 Effect on Storage and Loss Moduli and Tan Delta 

The effects of the alignment on the storage modulus and loss modulus appear to confirm 

the assumptions made previously, Figure 5.13(a-d).  The storage and loss modulus data 

for the NaDDBS samples were as expected.  There was a higher storage modulus and 

corresponding loss modulus for the samples tested in the direction of alignment. 

Although generally all epoxies are known for their structural properties this particular 

epoxy was not very strong.  The epoxy was chosen based on its ability to harden at room 

temperature.  So even though the overall modulus data is not very high, at ½ wt% CNTs 

and 1 wt% CNTs, the modulus in the direction of predicted alignment increased by 1100 

% and 67%, respectively, in the NaDDBS samples.  However, the modulus of the ½ wt% 

CNT composite perpendicular to flow had a modulus increase of 1100% also, but at 1 

wt% the modulus increase was 875%.  This could illustrate that there could possibly 

regions in both samples of localized aligned parallel as well as perpendicular to flow.  

This could yield a composite that has potential for structural applications that require 

strength in biaxially versus just uniaxial strength.  The data provided here also appears to 

be significantly higher than previously reported58, 128, 203, 204 and may lead to an ideal 

method or creating structural carbon nanotube polymer composites.  
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Figure 5.13:  The effect of the alignment on the Storage Modulus for (a) Pluronics 
Samples (b) NaDDBS Samples and the Loss Modulus for (c) Pluronics Samples (d) 

NaDDBS Samples 
 

The effects of alignment for the Pluronic samples seem to illustrate there is either 

(a) alignment perpendicular to flow or (b) localized areas of perpendicular alignment.  

The storage moduli for the sample tested perpendicular to flow were significantly higher 

than those tests in the direction of predicted alignment.  Again the overall modulus data is 

not very high but at ½ wt% CNTs and 1 wt% CNTs the modulus perpendicular to flow 

increased by over  200% and 5000%, respectively, where as the modulus parallel to flow 

increased by 300% and 600%, respectively.   

The data shown in Figure 5.14 (a,b), confirms the results that have been 

concluded previously.  The results obtained for the two polymer systems were not 
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uniform. For the Pluronic samples the tanδ  appears to decrease with increasing CNT 

content, whereas with the NaDDBS samples the tanδ  appears to initially decrease and 

then increase.   

 

 
Figure 5.14: The effect of alignment and CNT weight percent on Tan δ for (a) Pluronics 

Samples (b) NaDDBS Samples 
 

The decrease in tanδ  behavior could be the caused by inhibited chain movement 

resulting in chain scission or chain entanglement due to the presence of the carbon 

nanotubes in the Pluronic system.  However, the increase in tanδ  could be due to 

organized and aligned carbon nanotubes that do not require a significant amount of chain 

restructuring resulting in adequate dissipation of energy.  This non-uniform behavior 
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could be due to the localized regions of parallel and perpendicular alignment of carbon 

nanotubes in the samples. 

Therefore, in this research we have effectively been able to increase the strength 

of the composite material significantly over that of the epoxy.  However, the goal of 

increase strength uniaxially by inducing alignment was not obtained.  Modifications of 

this procedure may very lead to alignment by reducing the viscosity of the polymer, 

removing the system before turbulent flow can begin, and using a viscometer/rheometer 

with higher viscosity ranges to track the viscosity data. 

 

5.6 Summary of Viscous Polymer and Epoxy Composite Systems 

In this work we have shown that the addition of an anionic surfactant or a 

Pluronic to a carbon nanotube aqueous suspension facilitated their dispersion.  It was 

found that in the surfactant alone in solution was ineffective as a tool of enhancing the 

ability to orient them when subjected to shear forces.  We have also determined that the 

addition of CMC, a weakly-binding, semi-flexible ionic polymer and mild detergent, to 

the surfactant/nanotube system, helped increase carbon nanotube dispersion and was a 

necessary condition for the onset of the orientation of the carbon nanotubes in the 

polymer solutions, provided the shear stresses that developed in the system were 

sufficiently high.  However, the incorporation of the CNT solution into an epoxy matrix 

may have inhibited the alignment of the CNTs when subjected to shear forces. From this, 

we have learned that it may possibly create regions of localized aligned carbon nanotubes 

parallel and perpendicular to the shear forces.  The data was determined to significantly 

increase stiffness of the carbon nanotube polymer composite. 
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CHAPTER 6 

 

PROPERTIES OF CARBON NANOTUBE-POLYMER 

COMPOSITES ALIGNED IN A MAGENTIC FIELD 

 

6.1 Overview 

 In this chapter, a magnetic field was used to align carbon nanotubes in an epoxy 

and the properties of the resulting composites were explored.  Section 6.2 gives a brief 

introduction and background of previous research done on polymer composites and 

polymer nanotube composites.  Section 6.3 details the experimental procedure used to 

align the carbon nanotubes.  Section 6.4 describes the results of the composites that were 

placed in a magnetic field.  In conclusion, Section 6.5 describes summarizes the 

alignment results of the two systems.  The next chapter will use the research to improve 

upon the alignment processes. 

 

6.2 Introduction 

Producing SWCNT-reinforced polymer-based composites in which the SWCNTs 

are both well dispersed and aligned, so that the full potential of their reinforcing capacity 

will be exhibited, has become a daunting task. There have been several different methods 

to align carbon nanotubes in a magnetic field.97, 127, 190  However, a problem with thes 

alignment processes arises when combining the carbon nanotubes with the polymer 

matrix to form the composite materials. Under the experimental conditions, a well-



 98

aligned array of carbon nanotubes tends to become isotropic and cluster upon mixing into 

the composite.  Hence, the alignment of the carbon nanotubes prior to mixing into a 

composite is reversed, and once again, they may revert to random orientations.195   

In this research, both SWCNTs and MWCNTs were embedded in two different 

epoxy matrices Aeropoxy (AP) and Coldfix (CF), in order to determine the effect of 

alignment on the mechanical properties of the resulting composites. Despite the fact that 

MWCNTs have a lower elastic modulus than SWCNTs, they are easier to manufacture at 

low cost and relatively high yields, and hence, constitute a reasonable practical 

alternative to the use of high-cost SWCNTs.1, 205  The alignment of the carbon nanotubes 

in the epoxy matrices was indirectly determined by probing the various mechanical 

characteristics of the composites, and directly verified by Raman spectroscopy. The goal 

of the work was to determine if indeed the mechanical properties exhibited by the 

composites are correlated with CNT alignment, as expected, and if this alignment is 

indeed induced or aided by the applied magnetic field.   

 

6.3 Experimental Procedure 

This research expands upon previous research by Garemstani et al.97 and Al-Haik 

et al.127, where it was determined that a polymer epoxy underwent alignment in the 

presence of an external magnetic field.  The samples were produced with ~3 wt% 

SWCNTs and MWCNTs purchased from Carbon Nanotechnologies, Inc.  The SWCNTs 

and MWCNTs were dispersed ultrasonically in the resin, and the magnetic processing 

was carried out at the National High Magnetic Field Laboratory (NHMFL) at the Florida 

State University.  The samples were produced according to the same methods and 
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concentrations as described by Al-Haik et al 127 having dimensions of varying lengths 

and widths, ranging from 7 mm by 4 mm to 40.5 mm by 4.8 mm.  The samples are 

comprised to two different types of epoxies: Aeropoxy (AP) and Caldofix (CF).  

Aeropoxy, which is a medium viscosity (~900 cps), unfilled, light amber laminating resin 

designed for structural applications,127 was used for half the samples.  According to 

specifications from the manufacturer  (PTM&W industries, Inc.), the components of the 

epoxy used here are the following: (a) Aeropoxy PR2032 (AP), a material containing 

diphenylolpropane (bisphenol A) and a multifunctional acrylate, and (b) the hardener 

component Aeropoxy PH3660, which is a modified amine mixture.127  The epoxy 

contained also some acrylic monomers.127  Caldofix  (CF) epoxy, which is a cold cure 

epoxy resin generally used for embedding metallographic samples, with a viscosity of 

~900 cps, was used for the remaining samples.  According to specification from the 

manufacturer (Struers), the components of the epoxy used here were bispheonl A-

epichlorhydrin and bisphenol F-epichlorhydrin.  It was previously determined that the 

addition of CNTs has little effect on the viscosity measurements of viscous polymer 

solutions,198 and therefore, the viscosity of the composite mixture was assumed to be the 

same as that of the epoxy.   

The samples were tested on two different DMA instruments due to the wide range 

of samples sizes.  Half the samples were run using a DMTA 2890 (TA Instruments), 

while remaining half of the samples were run using an RSA III.  The individual sample 

sets were tested from room temperature, ~25 °C to 250 °C, and repeated 5 times.  The 

heating ramp rate was 5°C and the frequency was 1 kHz. The samples varied by epoxy 
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type, carbon nanotube type, and magnetic field strength.  A detailed summary of the 

sample experimental and calculated data is shown in Table 6.1.   

The data collected was then analyzed and graphed to determine the elastic 

modulus, glass transition temperature, and trends within the data.  The samples were then 

tested with a DSC Q100 (TA instruments) differential scanning calorimeter, using a 

cyclical temperature test from 0–100 °C at a heating rate of 10 °C per minute. This 

allowed the comparison between the Tg values obtained by thermal analysis and by 

dynamic mechanical analysis.  

Raman spectroscopy was used in order to determine the presence and extent of 

the alignment of the carbon nanotubes in the epoxy matrix as a result of the application of 

the magnetic field.  The samples were tested on a Holo Probe VPT system, with 

integrated fiber coupled with a Raman system (Kaiser Optical Systems, Inc.), using a 731 

nm incident laser radiation and VV (parallel/parallel) configuration.206-209 To ensure that 

the data was accurate, the samples were tested on a flat surface, and the testing site for 

each angle remained the same.  The samples were tested at various polarization angles 

raging from 0 to 90 degrees, to determine the development of CNT orientation after being 

subjected to a magnetic field.   
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Table 6.1:Summary of the measured and calculated mechanical properties, such as glass 
transition temperature, elastic modulus, storage modulus, and loss modulus for the 

various samples characterized in this work.  Note that the concentration of CNTs in the 
samples was ~ 3 wt%97. 

 

Modulus Tg  (oC) 
Epoxy CNT 

Type 
Magnetic 

Field 
(Tesla) 

Tan 
Delta Loss  

(MPa) 
Storage 
(MPa) DSC DMA 

Young's 
Modulus  

(MPa) 

AP none 15 0.817 3070 2508 58.8 75.6 3964 
AP SWNT 0 0.752 248 1330 55.1 80.6 1353 
AP SWNT 15 0.649 224 2277 70.9 77.2 2288 
AP SWNT 25 0.726 219 2002 55.6 83.8 2014 
AP SWNT 25 0.634 270 2760 62.5 72.4 2773 
AP MWNT 0 1.120 22 1099 54.2 70.8 1099 
AP MWNT 15 0.825 86 1295 64.6 65.6 1298 
AP MWNT 25 0.565 117 3377 64.3 86.5 3379 
AP MWNT 25 0.530 150 2492 48.1 63.7 2497 

  
CF none 15 1.139 205 1914 60.2 79.1 1925 
CF none 25 1.260 285 2900 45.5 64.3 2914 
CF SWNT 0 0.764 249 1330 54.9 80.6 1353 
CF SWNT 15 1.127 117 1099 51.1 77.1 1105 
CF SWNT 25 1.093 244 982 68.3 73.5 1012 
CF SW/MW 0 1.102 274 2051 52.4 85.2 2069 
CF MWNT 15 0.916 201 1952 79.1 97.9 1963 
CF MWNT 25 1.174 113 1192 54.8 64.6 1197 
CF MWNT 25 1.197 244 1430 52.0 65.8 1450 

 

6.4. Results and Discussion of Magnetic Field Aligned Carbon Nanotubes 

The properties of polymers, as reflected by their response to externally applied 

cyclical stresses, are dependent on both time and temperature. The dynamic mechanical 

analysis (DMA) of polymers, polymer blends and polymer-based composites provides 

important insight into the intimate conformation of the polymer chains in the sample, as 

well as the interactions of these chains with other components in the composite 
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system.210-212 Hence, the dynamic mechanical measurements of polymers allow the 

evaluation of the temperature dependence of the dynamic modulus and give direct 

information on various other characteristic structural parameters,210-212 such as dynamic 

viscoelastic behavior, glass transition temperature (Tg), storage and loss moduli, and 

tanδ . The results of these measurements for all samples were compared, and allowed the 

evaluation of the effect of a magnetic field on the polymer composites. 

 

6.4.1. Effect on Glass Transition Temperature 

The initial goal of using a magnetic field on carbon nanotube composites was to 

promote the directional alignment of the carbon nanotubes through polymer-CNT 

interactions; this would be expected to improve the mechanical properties of the 

composite.  The effects on the glass transition temperature should be relatively simple to 

predict.  It is expected that increasing the extent of alignment and orientation of the 

carbon nanotubes and epoxy matrix chains 97, 127 will result in an increase in the glass 

transition temperature of the composite 127, 213, 214. This effect is well documented and 

arises from the increase in matrix packing density upon chain alignment, and hence, an 

increase in matrix rigidity.213, 215-217 Therefore, our working hypothesis is that by 

increasing the magnetic field strength applied to the samples, the degree of orientation 

and alignment of the polymer epoxy chains followed by carbon nanotubes alignment will 

increase, and as a result, the glass transition temperature of the composites will increase 

as well. This hypothesis was tested using two polymer epoxy matrices. 
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Figure 6.1: The effect of the magnetic field on the glass transition temperature of epoxy 
matrices reinforced with carbon nanotubes: (a) CF epoxy with both single-wall and multi-

wall carbon nanotubes; (b) AP epoxy with both single-wall and multi-wall carbon 
nanotubes. 

 

The results of the Tg of the CF epoxy composites that were reinforced with both 

SWCNTs and MWCNTs are summarized in Figure 6.1a. In the CF-SWCNT system, a 

monotonic decrease in the Tg is observed with increasing external magnetic field 

strength.  In the CF-MWCNT system, the glass transition temperature (Tg) increased as 

the applied magnetic field increased from 0 to 15 T, but at 25 T, the Tg decreased below 

that observed with 15 T and below that observed in the absence of an external magnetic 

field.  Hence, the overall dependence of the Tg on the strength of the external magnetic 

field for both CF-based composites, exhibits a behavior that is contrary to the expected 
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effect. Several explanations may account for this behavior.  (a) The change in polymer 

chain conformation induced by an external magnetic field may cause not only chain 

orientation, but also chain alignment and the formation of crystalline regions, resulting in 

a phase separation and the segregation of the crystalline domains and the amorphous 

domains. In this case, to compensate for the decrease in entropic energy due to alignment, 

the chains in the amorphous regions will undergo additional coiling resulting in a 

lowering of the Tg.97, 127, 206-209, 212, 218-229  (b) Under high magnetic field, the presence of 

carbon nanotubes in the polymer matrix could catalyze chain scission, resulting in a 

reduction in average chain length, and a decrease in the Tg 
230  (c) If the alignment of the 

carbon nanotubes in the composite are out-of-phase with the alignment of the polymer 

chains, a steric barrier to the alignment of the polymer chains could develop, coupled 

with an enhanced folding of the chains in order to compensate for higher energies 

associated with the local stresses that occur in this process.58, 218, 226, 230, 231  Hence, the 

polymer chains could become more coiled, causing a decrease of the Tg. The fundamental 

differences between the effects of 15 T and that of 25 T are still not well understood, 

because the fundamental processes that are responsible for molecular motion as a 

function of the presence of an external magnetic field are not yet fully established. 

In the case of the AP-epoxy composites, the changes in the Tg as a function of the 

applied magnetic field are less obvious, as shown in Figure 6.1b. There is an overall 

small increase in Tg as function of the external magnetic strength, fact that indicates at 

least a partial alignment of both polymer chains and carbon nanotubes. Both SWCNTs 

and MWCNT systems exhibit similar behavior. The differences between the behavior of 

the AP-based systems as compared to the CF-based systems stems most likely from the 
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difference in their degree of interaction with the carbon nanotubes and their chemical 

make-up, specifically, the cross-linking molecules in each system, Figure 6.2.   

 

 

Figure 6.2: The predicted effect of the application of an external magnetic field on the 
orientation and alignment of polymer chains. 

 

The Tg of the composites was measured by two different techniques: dynamic 

mechanical analysis and DSC (see experimental section). It is difficult to compare the 

glass transition temperature from the DMA tests and DSC tests because the heating rates 

and the underlying physical phenomena that are measured are quite different.  The DSC 

data is a more direct indication of the glass transition and it is consistently lower than the 

DMA results, but the general change in Tg  is the same with both techniques.  The results 

found in this work are consistent with those found in the literature and hence, the 

differences of the glass transition temperature values are due to the type of 

instrumentation employed 232.   

 

6.4.2 Effect on Storage and Loss Moduli and Tan Delta 

The storage modulus, G’, is a measurement of the elastic energy stored within the 

sample during deformation, whereas the loss modulus, G”, is the energy that is the 
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measurement of dampening, or dissipation of energy (usually as heat) during the 

deformation of the sample.  From these two different moduli, the Young’s modulus or 

complex modulus, may be calculated, as shown in Equation 1.178  

( )* ' 2 " 2( ) ( )= = +G G Gσ ε ε           
''

'

⎛ ⎞
= ⎜ ⎟⎜ ⎟

⎝ ⎠

Gtan
G

δ       (eqn 6.1) 

 

In this equation, σ represents the stress, ε represents the strain, G* is Young’s 

modulus, 'G  is the storage modulus and ''G  is the loss modulus.  The ratio of the loss 

modulus to the storage modulus is tan δ, thus making all three properties inter-related as 

they are analyzed together in the same experimental set-up. The expected effect of an 

external magnetic field on the storage modulus is such that with increasing magnetic field 

and the alignment of the polymer chains and CNTs, the storage modulus should increase 

as well.  The effect of an external magnetic field on the loss modulus is expected to be 

similar, albeit to a different extent than that expected on the storage modulus.   
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Figure 6.3:  The effect of the applied magnetic field on the loss and storage moduli of 
epoxy matrices reinforced with carbon nanotubes: (a) The loss modulus of CF epoxy 

reinforced with single-wall and multi-wall carbon nanotubes; (b) The loss modulus of AP 
epoxy reinforced with single-wall and multi-wall carbon nanotubes; (c) The storage 

modulus of CF epoxy reinforced with single-wall and multi-wall carbon nanotubes; (d) 
The storage modulus of AP epoxy reinforced with single-wall and multi-wall carbon 

nanotubes. 

 

The effect of the magnetic field on the storage modulus is different for both AP 

and CF epoxy-based systems, as shown in Figure 6.3 (a, b).  The AP- MWCNT 

composite system exhibits an increase in the storage modulus with an increase of the 

external magnetic field, as expected.  The AP-SWCNT composite system behaves in a 

similar manner, even though the increase in the storage modulus in this case is less 

pronounced.  Given their more rigid structure, MWCNTs coil to a lesser degree and are 

less prone to aggregation than SWCNTs, and hence, their alignment due to the influence 
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of the magnetic field may be more uniform that that achieved with SWCNT. The ability 

of SWCNTs to buckle under stress, coupled with their high degree of entanglement, 

makes it more difficult for them to stay separated and undergo alignment under the 

experimental conditions that we have used.179-181, 183  

Conversely, in the CF epoxy composites, the storage modulus decreases with the 

increase in magnetic field.  The rate of decrease of the storage modulus for the CF-

SWCNT composite appears to be larger with increasing magnetic field as compared to 

that of the CF-MWCNT composite. This behavior points to an overall “softening” of the 

composite, and is consistent with the observed decrease in the Tg.  

The effects of the magnetic field on the loss modulus for both epoxy-based 

composite systems, are shown in Figure 6.3 (c, d).  The AP- MWCNT composite system 

exhibits an increase in the loss modulus with an increase of the external magnetic field, as 

expected.  The AP-SWCNT composite system behaves in a similar manner, even though 

the loss modulus in this case is practically unchanged.  This difference in the behavior of 

the AP-MWCNT and AP-SWCNT may, as before, be attributed to the more rigid nature 

of the MWCNTs, fact that renders them less conducive to promote energy dissipation 

within the sample.  

In the case of the CF-based system, the loss modulus with both MWCNTs and 

SWCNTs decreases at 15 T, and then increases at 25 T, contrary to the predicted 

behavior.  Clearly, this unpredicted, non-linear behavior of the loss modulus of the CF-

based composites as a function of the applied external magnetic field points to a complex 

materials behavior.  Moreover, given the implications derived from the “softening” effect 

that these systems exhibited, as indicated by the decrease in their storage modulus, an 
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actual increase in the loss modulus would have been expected.  The decrease in the 

ability of the CF-based composites to dissipate the stored internal energy indicates the 

presence of a metastable structure, possibly comprised of both oriented and disordered 

domains, in which the CNTs are either misaligned, or not necessarily oriented in the 

direction of the polymer chains. Hence, the dampening mechanism of the critical stresses 

that may build up upon exposure to and external magnetic field are inhibited in the 

absence of a co-alignment of polymer chains and CNTs, causing a decrease in the loss 

modulus [64, 65]. 

 

 

Figure 6.4: The effect of the applied magnetic field on the tan δ of epoxy matrices 
reinforced with carbon nanotubes: (a) CF epoxy reinforced with multi-wall carbon 

nanotubes exposed to various external magnetic fields; (b) AP epoxy reinforced with 
multi-wall carbon nanotubes exposed to various external magnetic fields. 
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The variations of tanδ  as a function of the magnetic field strength are shown in 

Figure 6.4. The results obtained for the two polymer systems were not uniform, however, 

when coupled with prior data, confirm the fact that the two polymer systems exhibit 

different and complex responses to the applied magnetic field.97, 127 

 

 

Figure 6.5: The effect of the applied magnetic field on the elastic modulus of epoxy 
matrices reinforced with carbon nanotubes: (a) AP epoxy with both single-wall and 

multi-wall carbon nanotubes; (b) CF epoxy with both single-wall and multi-wall carbon 
nanotubes. 

 

The AP-MWCNT epoxy composite shows a gradual decrease in the tanδ peak 

height with increasing magnetic field and an increase in peak location (shifts right to 
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higher temperature), as shown in Figure 6.5a. Since tanδ  is a measure of the relative 

energy distribution in the sample, i.e. it is the ratio between the dissipated energy and the 

elastic energy of the system, its values decrease due to the more pronounced increase of 

the storage modulus as compared to that of the loss modulus as a function of the magnetic 

field strength. The AP-SWCNT exhibits similar qualitative behavior. Conversely, the CF-

MWCNT composite exhibits a decrease in the tanδ peak height and increase in peak 

location (shifts right) when the external magnetic field increases to 15 T.  However, at 25 

T the tanδ peak increases and the location decreases (shifts far left to lower temperature).  

This behavior is consistent with the previous results for the CF systems, and is due to the 

complex dependence of their mechanical properties on the applied magnetic field 

strength.  

 

6.4.3 Effect on Young’s Modulus 

The Young’s moduli of the epoxy-CNT composites were calculated based upon 

the data collected from the DMA experiments, using Equation 6.1. The Young’s moduli 

of the polymer carbon nanotube composites for the two different epoxy types shown in 

Figure 6.5 (a,b) were significantly different 58, 180, 181, 231. Based on results from previous 

work using similar epoxy systems 97, 127, it is expected that increasing polymer chain and 

CNT alignment should result in an increase in the modulus of the material.  Indeed, the 

AP-based nanocomposites exhibited the predicted behavior, as shown in Figure 6.5a. 

Unlike the AP system, in which a gradual increase in modulus is observed with the 

increase of the external magnetic field, in the CF-based epoxy systems a decrease in the 

modulus is observed as a function of the external magnetic field, as shown in Figure 6.5b.  
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While in the AP epoxy system there is considerable evidence of the alignment of both 

polymer chains and CNTs under an external magnetic field,127 the possible alignment and 

the nature of the resulting morphology in the CF-based systems has not been well 

characterized.180, 183  Clearly, this indicates that alignment of CNTs in an epoxy matrix is 

intimately dependent on the chemical make-up of the polymer, i.e. the type of core 

polymer component and, very importantly, the type of cross linking molecules.  

 

6.4.4 Effect on Raman Scattering 

The orientation-dependent Raman spectra of SWCNTs and MWCNTs can be 

determined with different angles between the polarization of the incidence laser light and 

the nanotube axis using VV (parallel polarization of the incidence and scattered light) 

configuration. The Raman scattering pattern of a carbon nanotube is unique to the 

properties of an individual tube. The differences depend on defects, wall thickness, and 

the conductivity of the carbon nanotubes.130, 198, 233, 234  The scattering pattern also 

changes as a function of the absence or presence of strain on the carbon nanotube.  It 

would make sense that other factors, such as a magnetic field,235-237 would affect the 

Raman scattering pattern.   

The orientation-dependent Raman spectra of SWCNT can be determined with 

different angles between the polarization of the incidence laser light and the nanotube 

axis using VV (parallel polarization of the incidence and scattered light) configuration. 

The G band which is found around 1591 cm-1, corresponds to the resonantly excited 

metallic SWCNTs, and shows a maximum intensity when the polarization of the incident 

radiation is parallel to the nanotube axis (i.e. α = 90°), and is minimal when the 
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polarization of the incident radiation is perpendicular to the nanotube axis (i.e. α = 0°).130, 

143, 200-202 

It is expected that an increase in CNTs will be accompanied by an increase in the 

intensity of the G band. Moreover, there should also be a shift of the G band to higher 

frequencies for MWCNTs as compared to their SWCNTs MWCNT counterparts.  As 

stated earlier, the G band of the SWCNTs tend to have a peak around 1591 cm-1 and the 

MWCNTs G band tend to be located around 1600 cm-1.130, 198, 233-237  

 

 

Figure 6.6: The effect of the applied magnetic field on the alignment of the carbon 
nanotube chains for both types of carbon nanotubes as inferred from the changes of the 

intensity of their G band in their Raman spectra: (a) AP epoxy reinforced with both 
single-wall and multi-wall carbon nanotubes; (b) CF epoxy reinforced with both single-

wall and  multi-wall carbon nanotubes;  (c) The Raman spectrum of the AP epoxy matrix 
reinforced with single-wall carbon nanotubes at different applied magnetic field 

strengths; (d) The Raman spectrum of the CF epoxy matrix reinforced with single-wall 
carbon nanotubes at different applied magnetic field strengths. 
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The data shown in Figure 6.6 (a,b) illustrates the effect of the applied magnetic 

field on the G band intensity and frequency.  It appears that the G band is not only 

affected by the magnetic field, but by the polymer used as the epoxy matrix, as expected 

based on the results obtained so far.  The graphs in Figure 6.6 (a,b) show that the trend in 

the change in the frequency of the G band is similar for all the epoxy systems that we 

have tested in this work, irrespective of the type of carbon nanotubes embedded in them.  

The G band peak for the AP-based  systems shifts from 1604 cm-1 for MWCNTs and 

1592 cm-1 for SWCNTs at 0 T, MWCNTs 1608 cm-1 and 1593 cm-1, respectively, at 25 T. 

The G band for the CF-based systems shifts from 1598 cm-1 MWCNTs and 1590 cm-1 for 

SWCNTs at 0 T, to 1598 cm-1 and 1592 cm-1, respectively, at 25 T.  The shift in the 

CNTs peak location, while negligible, could be a result of samples having a mixture of 

both SW/MWCNTs, in addition to inconsistencies within the sample on a microscopic 

level.  

Based on the mechanical properties results, we determined that the AP-based 

epoxy composite, particularly the one containing SWCNTs, exhibits improved moduli as 

a function of the applied magnetic field. This effect was attributed to the increased 

orientation and alignment of the CNTs in the polymer matrix. Conversely, the non-linear 

response of the storage and loss moduli of the CF-based sytems, coupled with the 

decrease in Young’s modulus, point to an effective misalignment of the carbon nanotubes 

and a complex response in the presence of an external magnetic field. This is further 

supported by the changes in the intensity of the Raman G band of the CNTs, as shown in 

Figure 6.6 (c,d). Upon the application of an external magnetic field on the epoxy 

composites containing SWCNTs, a significant increase in intensity at the characteristic G 
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band is observed for the AP-based epoxy system (Figure 6.6c), while for the CF-based 

epoxy system (Figure 6.6d), a small gradual decrease occurs, consistent with the trend 

observed also with respect to the behavior of its elastic modulus. Additional support for 

the fact that CNTs in the AP matrix have a higher degree of alignment that in the CF 

matrix is evident in the TEM images of such systems shown in Figure 6.7 (a,b). The 

CNTs in the AP system (Figure 6.7a) show alignment in the direction of the applied 

magnetic field, while the CNTs in the CF system show various regions of local 

alignment, but not necessarily in the direction of the magnetic field.  

 

 

Figure 6.7: TEM images of MWCNTs embedded in epoxy matrices placed under a 17 T 
magnetic field. (a) AP-based composite, and (b) CF-based composite. (Note that these 
samples could not be tested for their mechanical properties due to inadequate sample 
dimensions and hence, it is assumed that these images approximate their respective 

nanocomposite morphology at 15 T). 
 

6.5 Summary of Mechanical Properties of Magnetic Field Alignment of Carbon 

Nanotubes 

In this work, we have analyzed the effect of an external magnetic field on carbon 

nanotube alignment in epoxy-based composites and the implications regarding their 

mechanical properties.  The results comprised in this work, coupled with previous results 
97, 127, has illustrated that the effect appears to be dependent upon the polymer matrix used 
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in the composite.  The results showed that the carbon nanotubes appear to have an 

affinity for polymers with amine groups and is not uniform for all epoxy polymers.  It 

was determined that the exposure of the samples to a magnetic field increased the 

stiffness for the AP system, which we believe is due to increased alignment of the carbon 

nanotube in the system.  The CF epoxy system appeared to have a consistent decrease in 

properties under the application of a magnetic field, and the original composite at 0 T had 

better properties than any of the treated ones.  The decrease in stiffness upon exposure to 

a magnetic field in the CF-based system is most likely caused by a decoupled orientation 

between the polymer chains due to inhibited chain movement caused by the presence of 

the carbon nanotubes, and formation of a disordered complex microstructure. If 

compared to the pure epoxy matrices under various magnetic fields, it becomes clear that 

the incorporation of CNTs has a detrimental effect on the stiffness of composites. As 

stated earlier, this could be due to the non-conformal alignment of CNTs and polymer 

chains, which in turn, could be a result of premature network hardening under the 

magnetic field and the trapping of the CNTs in metastable conformations in the matrix. 
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CHAPTER 7 

 

CARBON NANOTUBES DECORATED WITH IRON (III) OXIDE 

PARTICLES FROM SOL GEL PROCESSING FOR MAGNETIC 

APPLICATIONS 

 

7.1 Overview 

This chapter expands upon the research of Chapter 6.  It was found in Chapter 6 

that CNTs and self-aligning epoxy couldn’t effectively align carbon nanotubes in a 

magnetic field.  In this chapter, the research is focused on adding iron (III) oxide particles 

to the CNT and epoxy matrix to assist in alignment.  This chapter discusses the method of 

sol-gel processing to create iron (III) oxide particles for decoration of carbon nanotubes.  

Section 7.2 gives a brief introduction and background of previous research in the areas of 

nanomaterials, functionalization of carbon nanotubes, and functionalized carbon 

nanotube polymer composites.  Section 7.3 details the experimental procedure used to 

produce nanoparticles for decorating the carbon nanotubes.  Section 7.4 describes the 

results of the different methods for producing nanoparticles.  In conclusion, Section 7.5 

summarizes the results and determines which system would be idea to use with carbon 

nanotube composites.  Chapter 8 continues the research by utilizing the nanoparticles 

synthesis method presented in this chapter. 
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7.2 Introduction 

 There are currently several different methods for creating iron oxide nanoparticles 

such as, sol gel processing, synthesis using microemulsions, hydrothermal synthesis, and 

high temperature reactions in solution. .238-246  All the above-mentioned methods, with the 

exception of the sol-gel synthesis, constitute reliable and controllable methods for the 

formation of iron oxide nanoparticles, however, they require high temperature, high 

pressure and/or hazardous environments, which can be difficult and costly to produce in 

bulk.239, 246-248  Conversely, sol-gel synthesis does provide an extremely easy method of 

creating a large variety of metal oxides from metals salts, at low temperatures and 

ambient conditions. The reaction proceeds via the following pathway: 

                              ( ) 3223
1 OMOxHAnionM IIIentGelationAg

EtOH
III ⎯⎯⎯⎯ →⎯⋅−                                  (1) 

The process involves the scavenging of protons from the aqueous coordination sphere of 

the metal salt (sol formation), followed by condensation and formation of the metal oxide 

product characterized by a three-dimensional network.239, 246  The formation of a metal 

oxide 3D network may not be conducive to the development of materials where the 

presence of separated, individual, functionalized nanoparticles is essential, such as in 

magnetic or medical applications.191, 247-250  Hence, the ability to create independent 

nanosized particles, with tunable size and surface properties, via a method that combines 

the efficiency and advantages of the sol-gel process, but inhibits the formation of a gel, 

becomes a very important endeavor. 
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Figure 7.1: Schematic representation of the modified sol-gel process involving the use of 
a surfactant, NaDDBS. In the absence of NaDDBS, the system undergoes gelation (top 
process), while in the presence of NaDDBS the system either does not gel or gelation is 

delayed (bottom process), but the particles formed are of similar size as the primary 
particles in the systems formed by the regular sol-gel method. 

 

In this research, we have applied a modified sol gel processing method to create 

iron (III) oxide nanoparticles in a manner that would utilize the advantages of the 

traditional sol-gel process, but circumvent the pitfalls of network formation.  Our strategy 

was the addition of a common surfactant, sodium dodecyl benzene sulfonate (NaDDBS), 

to the reaction mixture, at different stages of the reaction, in order to provide an adequate 

stabilization mechanism for the growing iron oxide nanoparticles, and arrest their growth 

and the network formation at the optimal step, as shown in the process schematics in 

Figure 7.1.  Probing the effect of the NaDDBS molecules on the iron oxide nanonetwork 

formation when introduced into the reaction solution at different stages, will provide 

insight into the nucleation and aggregation of the fundamental particles and will offer 

opportunity for process optimization without gelation.  
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7.3 Experimental Procedure 

The syntheses were performed in 20 mL glass scintillation vials under ambient 

conditions.  Six separate solutions were made in order to test the effects of the surfactant 

on the final iron oxide particle size. 

For the synthesis with Fe(NO3)3 ·  9H2O (solution 6), 0.65 g Fe(NO3)3 ·  9H2O was 

added to 3.5 mL of ethanol and stirred until the Fe(NO3)3 · 9H2O dissolved completely.  

Then, 1.2 mL of propylene oxide was added as the gelation agent.  Solutions 2 and 4  

were prepared following the same procedure as that of solution 6, but with the addition of 

3.5 mL of 1.2 mM NaDDBS before the addition of propylene oxide.  For the synthesis 

with FeCl3 · 6H2O, (solution 5), 0.42 g FeCl3 · 6H2O was added to 3.5 mL of ethanol and 

stirred until the FeCl3 · 6H2O dissolved completely.  Then, 1.2 mL of propylene oxide 

was added.  Solutions 1 and 3 were prepared following the same procedure as that of 

solution 5, but with the addition of 3.5 mL of 1.2 mM NaDDBS before the addition of 

propylene oxide.  All solutions were then placed in a Fisher Scientific isotemp oven to 

dry for 72 hours at 100°C.  After this time, water was added to solutions 3, 4, 5, and 6, 

and 1.2 mM NaDDBS was added to solutions 1 and 2, as summarized in Table 7.1.   
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Table 7.1: Summary of the characteristics of the modified sol-gel process for the various 
reactions performed in this study. Specific molar quantities for each reactant are 

described in the Experimental section. 
 

Sample 
Number 

Metal Salt 
Precursor 

Gelation 
Agent 

NaDDBS 
Addition 

Water 
Addition 

1 FeCl3 · 6H2O C3H6O Before gel process 
and after drying None 

2 Fe(NO3)3 · 9H2O C3H6O Before gel process 
and after drying none 

3 FeCl3 · 6H2O C3H6O Before gel process After drying 

4 Fe(NO3)3 · 9H2O C3H6O Before gel process After drying 

5 FeCl3 · 6H2O C3H6O None After drying 

6 Fe(NO3)3 · 9H2O C3H6O None After drying 

 

All the solutions were placed in a sonic dismembrator (Fisher Scientific, 20 kHz) 

at 35 % amplification for 30 minutes.  After sonication, transmission electron microscopy 

(TEM) samples of both solutions were measured to determine particle size. TEM samples 

were prepared by placing a droplet of solution onto a TEM grid and allowing it to dry for 

later analysis.  These samples were then analyzed using the Hitachi HF2000, 200 kV 

transmission electron microscope. 

X-ray diffraction (XRD) was performed on the samples in order to determine 

composition.  The samples were prepared and tested in the same manner as previous 
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research.251  The dried samples were then placed on a zero background holder and 

analyzed using a Philips PW 1800 X-ray diffractometer.  Patterns from 20° to 90° were 

examined with a step size of 0.02° using monochromatic KCu
α

X-rays with a wavelength 

of 1.54 Å.  

 

7.4. Results and Discussion of Iron (III) Oxide Decorated Carbon Nanotubes 

7.4.1. Modified Sol Gel Processing of Iron (III) Oxide Particles 

The main outcome of this research was fact that the presence of a typical 

surfactant, NaDDBS, was able to modify the morphology of iron oxide particles formed 

by sol gel processing.  Propylene oxide was used as a gelation agent because it is known 

that this compound facilitates the formation of a monolithic wet gel in about just a few 

minutes.252, 253 The addition of water to the reaction solution is known to alter the gel time 

as a function of the metal salt used  as precursor.253  The two metal salts used in this 

research, ferric nitrate nonahydrate, Fe(NO3)3 · 9H2O and ferric chlorate hexahydrate, 

FeCl3·6H2O, were known to form a gel under these reaction conditions 252-254, and since 

the sol-gel reactions in these systems are well characterized, they represented good 

staring points for probing the outcome of the modified procedure.  

The addition of the NaDDBS increased the gelation time for the FeCl3 · 6H2O 

from 2 minutes to several hours, and prevented Fe(NO3)3 · 9H2O from forming a gel 

altogether.  The different response of the two systems was not completely unexpected, 

because it was determined previously by Gash et al.253 that it is possible to form a gel in 

water with FeCl3 · 6H2O but not with Fe(NO3)3 · 9H2O.  One reason for this phenomenon, 

i.e. the delay in the onset of gelation, might be the relative molar quantities of the 
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components in the reaction medium, i.e. water, propylene oxide and the iron salt 

precursor.  Since the NaDDBS molecules were added before the addition of propylene 

oxide and in the presence of excess water, they could have, most likely, clustered around 

the iron (III) centers and formed a loose self-assembled layer around the hydrated iron 

moiety. This, in turn, could have been capable, in principle, to prevent the approach of 

the propylene oxide molecules within the coordination sphere of the iron (III) centers, 

and as a consequence, the formation of a gel, as shown in Figure 7.2. 

 

 

Figure 7.2: Schematic representation of the hydration sphere around the iron (III)/iron 
oxide centers coupled with the preferred location of the NaDDBS surfactant molecules. 

The structure depicted shows the steric and electrostatic barrier that the NaDDBS 
molecules create around the iron (III) centers,  which inhibits the formation of a gel. The 

3D schematic was achieved by the use of the commercial software ChemDraw 3D 
 

 Solutions that underwent gelation followed the same general procedure of 

hydrolysis, condensation, and heating.  This process allows for the formation of iron (III) 

oxide particles through a series of reactions, involving an intermediate reaction product 
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having a metal hydroxide reactive group (A ).  In the presence of polypropylene oxide the 

reaction is as follows: 

( ) ( ) ( )3 2EtOH
3 6 2 3 7 2 2 36 5C H O Fe H O C H O Fe OH H O Fe OΔ+ +++ ⎯⎯⎯→ + → ⋅⋅⋅ ⎯⎯→           (2) 

In the presence of water the reaction is as follows: 

                        

( ) ( ) ( )

( ) ( )

3 2
2 2 2 36 5

2
2 2 2 35

Fe H O H O Fe OH H O H O

Fe OH H O H O A Fe OΔ

+ + +

+

⎯⎯→+ +←⎯⎯

+ → ⋅⋅⋅ → → ⋅⋅⋅ ⎯⎯→

                   (3) 

It is expected that the presence of NaDDBS would be essential in the early stages 

of the process, impeding the reaction with the epoxide and/or hydroxo ligands, thus 

preventing the gelation process.  In the last step of this process, the material is heated to 

100°C in order to remove all excess water and promote the formation of the iron (III) 

oxide.   
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Table 7.2: Summary of the iron oxide product size and morphology resulting from the 
modified sol-gel process for the various reactions performed in this study. 

 

Sample 
Number 

Metal Salt 
Precursor 

Gel 
Formation 

Average 
Particle Size (nm) 

Sample 
Color 

1 FeCl3 · 
6H2O Yes 4.9 Brown 

2 Fe(NO3)3 · 
9H2O No 3.2 Light brown 

3 FeCl3 · 
6H2O Yes 84.6 Orange 

4 Fe(NO3)3 · 
9H2O No 5.1 Light brown 

5 FeCl3 · 
6H2O Yes 3.6 Brown 

6 Fe(NO3)3 · 
9H2O Yes 4.5 Light Brown 

 

 The change in particle size and color of the solutions is illustrated in Table 7.2. It 

appears that the color of the solution is directly related to the size of the particles formed 

in the corresponding solution, as shown in Figure 7.3. The average particle size was 

determined by measuring the individual particle sizes using high-resolution TEM images 

for each sample.  The images and corresponding histograms are shown in Figures 7.4 and 

7.5.  It was difficult to obtain high quality TEM images from the collected samples due to 
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the low degree of aggregation (i.e. low mass) of the iron oxide particles and the presence 

of surfactant and epoxide molecules, which tend to cloud the images.   

 

 

 

Figure 7.3: Pictures of the six different iron oxide samples obtained via the modified sol-
get process. The characteristics of the specific reactions in each solution are summarized 
in Table 7.1. Note the bright orange color of sample 3 as compared to the brown color of 

all other samples. 
 

 The addition of NaDDBS prior to gelation to the FeCl3 · 6H2O system did not 

appear to have a large effect on the particle sizes compared to the same system in the 

absence of NaDDBS. However, upon drying, the system having NaDDBS that was added 

in the final stages of the synthesis (solution 1) appears to generate significantly smaller 

particle size than that of the system without NaDDBS added at this stage (solution 3). 

This leads to the conclusion that the action of the NaDDBS molecules is most notable in 

the growth stage of particles (gel phase) rather than the nucleation stage (sol phase). This 

may be due to the fact that the surfactant molecules inhibit the growth of the particle by 

replacing water molecules in the coordination sphere of the growing oxide particles, thus 

preventing their aggregation. 
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Figure 7.4: High resolution transmission electron microscopy (HRTEM) images of the 
iron oxide products obtained from the various reactions performed as per the 

specifications summarized in Table 1: (a) FeCl3·6H2O precursor with NaDDBS added 
prior to the gelation process and upon drying (sample 1); (b) Fe(NO3)3·9H2O precursor 

with NaDDBS added prior to the gelation process and upon drying (sample 2); (c) 
FeCl3·6H2O precursor with NaDDBS added prior to the gelation process (sample 3); (d) 

Fe(NO3)3·9H2O precursor with NaDDBS added prior to the gelation process; (e) 
FeCl3·6H2O precursor  without NaDDBS (sample 5);  (f) Fe(NO3)3·9H2O precursor 

without NaDDBS (sample 6). 
 

 As for the Fe(NO3)3 · 9H2O systems, the changes in particle size are negligible in 

most samples, however, the smallest particle sizes were obtained in the solutions 
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containing NaDDBS.  This supports the realization that the addition of NaDDBS to these 

systems interferes in the growth stage of the iron oxide nanoparticles and not only 

inhibits the formation of a gel, but also limits the extent of aggregation, thus decreasing 

the size of the fundamental particles.   

 

 

Figure 7.5: Particle size distribution for the iron oxide nanoparticles obtained in the 
various samples, and based on the HRTEM images shown in Figure 4:  (a) FeCl3·6H2O 

precursor with NaDDBS added prior to the gelation process and upon drying (sample 1); 
(b) Fe(NO3)3·9H2O precursor with NaDDBS added prior to the gelation process and upon 

drying (sample 2); (c) FeCl3·6H2O precursor with NaDDBS added prior to the gelation 
process (sample 3); (d) Fe(NO3)3·9H2O precursor with NaDDBS added prior to the 

gelation process; (e) FeCl3·6H2O precursor  without NaDDBS (sample 5);  (f) 
Fe(NO3)3·9H2O precursor without NaDDBS (sample 6). 

 

The coupling of a high number of coordinated water molecules with the presence of 

a surfactant, inhibits gel formation on one hand, and stabilizes small nanoparticles on the 
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other hand.  Hence, a distribution of particle sizes in the 3-5 nm range that is 

characteristic to the primary particles formed by the sol-gel process,245, 251, 253 may be 

achieved also in a system in which surfactants are present and the gelation is inhibited. 

 

 

Figure 7.6: Experimental X-ray diffraction patterns for the iron oxide nanoparticles 
obtained in the various samples summarized in Table 1: (a) FeCl3·6H2O precursor with 

NaDDBS added prior to the gelation process and upon drying (sample 1); (b) 
Fe(NO3)3·9H2O precursor with NaDDBS added prior to the gelation process and upon 
drying (sample 2); (c) FeCl3·6H2O precursor with NaDDBS added prior to the gelation 

process (sample 3); (d) Fe(NO3)3·9H2O precursor with NaDDBS added prior to the 
gelation process; (e) FeCl3·6H2O precursor  without NaDDBS (sample 5);  (f) 

Fe(NO3)3·9H2O precursor without NaDDBS (sample 6). 
 

 X-ray diffractions of the iron oxide nanoparticles are shown in Figure 7.6 for the as-

synthesized samples.  The diffraction patterns for samples 1, 2, 4, 5 and 6 are largely 

amorphous in character, having large diffraction peaks resulting from the nanoscale 
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features of the material.  Figure 7.7 illustrates possible alternative phases that may have 

formed; iron (III) oxide, hydroxide and oxyhydroxide phases: α-Fe2O3 (hematite), 

Fe(OH)3, α-FeO(OH) (ferrihydrite),  γ-Fe2O3, γ -FeO(OH); and δ-FeO(OH). Since the 

samples are largely amorphous, the analysis is mainly qualitative. The broad peaks that 

can be seen in the diffraction patterns largely overlap with all of the main peaks in most 

of the spectra shown in Figure 7.7.   

 

 

Figure 7.7: Theoretical X-ray diffraction patterns for various iron oxide/oxyhydroxide 
phases: (a) α-Fe2O3 (hematite); (b) Fe(OH)3; (c) α-FeO(OH) (ferrihydrite);  (d) γ-Fe2O3; 

(e) γ -FeO(OH); and  (f) δ-FeO(OH). 
 

In samples 5 and 6 it appears that there is an additional peak at low angles, but this could 

be due to beam noise while the samples were analyzed. In contrast, the XRD analysis of 

sample 3, shown in Figure 7.6c, exhibited a diffraction pattern that is characteristic of a 

crystalline material. The crystalline character of this spectrum is commensurate with the 

average particles size of 80 nm calculated from TEM images.  This sample, like the 

others tested, exhibits peaks that correspond to a variety of iron oxide compounds, as 

mentioned above. Based on this analysis, we cannot ascertain that the particles formed 
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consist of Fe2O3 exclusively. The XRD data confirms that the particles are mostly 

nanocrystalline (except sample 3) iron oxide particles, similar to the results obtained from 

TEM imaging.  In related previous studies,251 it was determined that the material could be 

assigned an empirical formula of Fe(III)
xOyHz, but nevertheless, throughout this paper, it 

will be referred to as “iron oxide.” This leads to the conclusion that iron oxide particles 

may be present along with other oxyhyrdoxide phases.249, 250  

 

7.4.2 Decoration of CNTs with Iron (III) Oxide Nanoparticles 

The decoration of carbon nanotubes with iron oxide particles is shown in Figure 

7.8 (a-d).  Figure 7.8a is at a relatively low magnification, but the CNT-NaDDBS-iron 

oxide bundles are clearly visible, and exhibit bundle sizes between 15-40 nm.  Hence, the 

se are not individually dispersed nanotubes, but the bundle sizes obtained indicate the 

aggregation of approximately 10-20 CNT/bundle.  Figure 7.8b captures one CNT-

NaDDBS-iron oxide bundle having varying diameters. At its widest region, the diameter 

of the decorated CNT is approximately 45 nm, with the fundamental bundle itself 

representing about half the diameter, or ~20 nm. Figure 7.8c shows a wider frame in 

order to capture a larger CNT population, but the results are very similar to those in 

Figure 1a, i.e. the decorated bundle sizes are approximately 10-30 nm, with fundamental 

CNT bundles being smaller and on the order of 10-20 nm.  Figure 7.8d illustrates a high-

resolution image of an agglomeration of iron oxide particles with interdispersed, 

decorated CNT bundles.  From Figure 7.8d an approximate particle size of the iron oxide 

was determined to be 4 nm.  Since there is such a large amount of iron oxide particles in 

the TEM image the CNT bundles can be seen in the areas indicated by arrows.  The 
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bundles indicated are the most prominent bundles but are not the only bundles in this 

image. 

 

Figure 7.8: Carbon nanotubes decorated with iron oxide particles with various CNT-
NaDDBS-Iron oxide bundle sizes (a) 15-40 nm (b) 45 nm(c) 10-20 nm (d) 4 nm iron 

oxide particles with ~45nm bundle sizes 
 

The TEM images shown in Figure 7.8 clearly demonstrate the ability to create CNTs 

decorated with iron oxide nanoparticles.255  This illustrates an easy and economical 

method for creating CNT-NaDDBS-iron oxide bundles for magnetic applications.255 
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7.5 Summary of Decorating Carbon Nanotubes with Iron (III) Oxide Nanoparticles 

In this work we have shown that the addition of an anionic surfactant to the iron 

oxide sol-gel processing method decreased the surface energy of the fundamental iron 

oxide particles and allowed the creation of stable nanosized iron oxide particles without 

the formation of a 3D network (gel).  The primary particle sizes in both systems, 

Fe(NO3)3 · 9H2O and FeCl3 · 6H2O, have nanoscale dimensions in the gel phase 

regardless of the presence of NaDDBS.  The addition of NaDDBS to the FeCl3 · 6H2O 

system in the nucleation stage, i.e. prior to gelation, delayed the gelation process and 

allowed extensive aggregation to occur.  The addition of NaDDBS to the FeCl3 · 6H2O 

system both prior and during gelation, delayed the onset of gelation and resulted in small 

particles. Similarly, the addition of NaDDBS to the Fe(NO3)3 · 9H2O system prevented 

the formation of a gel to occur, but still lead to the formation of nanosize particles in the 

same size range of the primary particles obtained upon gel formation.   

 Despite the fact that a mixture of iron oxide compounds is formed by this modified 

sol-gel method, it still provides an easy and economical synthesis process for the 

formation of nanoscale iron (III) oxide particles upon the addition of NaDDBS as a 

surfactant. 

The addition of the iron oxide particles from the Fe(NO3)3 · 9H2O system 

(solution 2) was demonstrated to result in the decoration of the carbon nanotubes for 

magnetic applications. 
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CHAPTER 8 

 

MAGNETIC ALIGNMENT OF IRON (III) OXIDE DECORATED 

CARBON NANOTUBE POLYMER COMPOSITES 

 

8.1 Overview 

 In this chapter, a magnetic field was used to align carbon nanotubes in an epoxy 

and the properties of the resulting composites were explored.  Section 8.2 gives a brief 

introduction and background of previous research done on magnetic field effects on 

polymers and polymer carbon nanotube composites.  Section 8.3 details the experimental 

procedure used to align the carbon nanotubes.  Section 8.4 describes the results of the 

composites that were placed in a magnetic field.  In conclusion, Section 8.5 summarizes 

the alignment results of the two systems.  The next chapters will outline the overall 

conclusions and recommendations from the research presented. 

 

8.2 Introduction 

In this work we have developed a new way of magnetically aligning the carbon 

nanotubes to allow complete alignment of the composite sample as the sample was being 

processed, thus avoiding the pitfalls of the other methods.  Since carbon nanotubes are 

not magnetic, they do not align on their own in a magnetic field without the cooperative 

influence of other aligning fibrous networks (such as a polymer matrix),134, 136  or without 

tethering to them a magnetic material.134 Thus, the focus of this work is to tether iron 
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oxide nanoparticles to the carbon nanotubes in order to induce their alignment while 

embedded in a polymer matrix. 

 

8.3 Experimental Procedure 

The composites were made with Araldite GY 6008, a clear liquid resin with a 

viscosity of 6,500-10,500 cps at room temperature.  According to the manufacturer’s 

specification (Huntsman Advanced Materials Americas Inc.), the resin is a Bisphenol A 

Diglycidyl ether.  The hardener used was ANCAMINE AEP curing agent (Air products), 

and is an aminoethyl) piperazine, 1-(2-, (AEP), a colorless liquid. 

For the synthesis of the a single iron oxide nanoparticle batch, 0.65 g Fe(NO3)3 ·  

9H2O was added to 3.5 mL of ethanol and 3.5 mL of 1.2 mM NaDDBS, and stirred until 

the Fe(NO3)3 · 9H2O dissolved completely.  Then, 1.2 mL of propylene oxide was added 

as the gelation agent.  The characterization of the iron oxide nanoparticles formed by this 

method is shown in Figure 8.1 (a-c).255 Electron micrographs of the NaDDBS-stabilized 

iron oxide nanoparticles show uniform particle morphology (Figure 8.1a) and narrow 

particle size distribution (Figure 8.1b). The chemical structure of the particles is obtained 

by XRD, which identifies the presence of γ-Fe2O3 (Figure 8.1c). A detailed account of the 

procedure to obtain such narrowly-dispersed iron oxide nanoparticles in an aqueous 

medium has been described elsewhere.255 Two different concentrations of iron oxide 

nanoparticles were used: a single synthesized batch and a double synthesized batch.  The 

solutions were then placed in a Fisher Scientific Isotemp oven to dry for 72 hours at 

100°C.  The dried iron oxide batches were then added to the carbon nanotubes.  The 

amount of carbon nanotubes in the suspension was determined based on the final 

composite weight of 10 g.  Solutions were made with 0, 0.5, or 1.0 wt.% carbon 
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nanotubes.  The carbon nanotubes were then dispersed in the same procedure as 

described previously198 in the presence of the iron oxide powder.  This also leads to the 

dispersion and stabilization of the iron oxide particles.  This solution was then added to 

the resin, and the excess water was evaporated off.  The hardener was added to the 

resin/CNT/iron oxide mixture, and the mixture was poured into Teflon molds and placed 

in a magnetic field.  The samples were heated to 100ºC for several hours and allowed to 

harden in the 0.0 (no magnetic field), 0.4, and 0.8 Tesla magnetic fields.  The 

composition of the various samples is summarized in Table 1. 
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Table 8.1: Summary of the sample parameters, such as carbon nanotube content, iron 
oxide batches, and magnetic field applied. 

 

Sample 
number 

 

CNT  
(wt %) 

Fe2O3  
batches 

Magnetic  
field 

(Tesla) 
1 

 (Epoxy only) 0.0 0 0 

2 0.5 1x 0 

3 1.0 1x 0 

4 0.0 0 0.4 

5 0.5 1x 0.4 

6 0.5 2x 0.4 

7 0.5 2x 0.4 

8 1.0 1x 0.4 

9 1.0 2x 0.4 

10 1.0 2x 0.4 

11 0.0 0 0.8 

12 0.5 1x 0.8 

13 0.5 2x 0.8 

14 1.0 1x 0.8 

15 1.0 2x 0.8 

16 1.0 2x 0.8 
17  

(Epoxy & NaDDBS) 0.0 0 0 

 

The samples were tested using a MTS Insight 2 the samples were tested in 

compression using the 643 compression platens to determine the effects of the magnetic 

field.  The samples were tested at 25 °C and 100 °C to obtain information below and 

above the glass transition temperature.   The sample geometry (4 mm squares) used was 
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not an ideal geometry149 but was made to ensure consistent data for testing in both 

aligned and unaligned directions.  The data collected was then analyzed and graphed to 

determine the elastic modulus, yield point and other trends within the data 

Raman spectroscopy was used in order to determine the presence and extent of 

the alignment of the carbon nanotubes in the epoxy matrix as a result of the application of 

the magnetic field.  The samples were tested on a Holo Probe VPT system, with 

integrated fiber coupled with a Raman system (Kaiser Optical Systems, Inc.), using a 731 

nm incident laser radiation and VV (parallel/parallel) configuration.34-37  To ensure that 

the data was accurate, the samples were tested on a flat surface, and the testing site for 

each angle remained the same.  The samples were oriented in the sample compartment so 

that the highest band intensity will occur at 90°. Subsequently, the samples were tested at 

various polarization angles ranging from 0° to 90° in order to determine the development 

of CNT orientation after being subjected to a magnetic field.   

The samples were tested in a TA Instruments Q100 differential scanning 

calorimeter to determine the glass transition temperature of the samples.  The samples 

were tested from 0°C to 200 °C, and a TA universal analysis program was used to 

calculate the glass transition temperatures. 

 

8.4. Results and Discussion of Iron (III) Oxide Decorated Aligned Carbon 

Nanotubes Alignment 

The first step was to demonstrate the decoration of the carbon nanotubes by iron (III) 

oxide particles.  This was proven in Chapter 7.  The second step was to compare the 

results of the various measurements of these samples as a function of the strength of the 
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applied magnetic field, the carbon nanotube content, and iron oxide content and evaluate 

the effect of these variables on the mechanical properties of the resulting polymer 

composites. 

8.4.1. Effect on Glass Transition Temperature 

The initial goal of using a magnetic field on carbon nanotube composites was to 

promote the directional alignment of the carbon nanotubes, which would improve the 

mechanical properties of the composite.  The effects on the glass transition temperature 

should be relatively simple to predict since they are well documented.38-42  It is expected 

that increasing the extent of alignment and orientation of the carbon nanotubes and epoxy 

matrix chains127 will result in an increase in the glass transition temperature of the 

composite.23,38-42  Table 8.2 summarizes the Tg values for the various samples tested.  
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Table 8.2: Summary of the measured and determined sample properties, such as glass 
transition temperature, carbon nanotube content, iron oxide batches, applied magnetic 

field, and Raman analysis. 
 

Sample 
number 

Tg  
(ºC) 

CNT  
(wt%) 

Fe2O3 
batches 

Magnetic 
field  

(Tesla) 

Raman 
analysis 

1 54.9 0.0 0 0  
2 41.6 0.5 1x 0  
3 45.5 1.0 1x 0  
4 68.7 0.0 0 0.4  
5 86.0 0.5 1x 0.4 Alignment 
6 60.8 0.5 2x 0.4  
7 50.7 0.5 2x 0.4  
8 46.2 1.0 1x 0.4 Alignment 
9 75.1 1.0 2x 0.4  
10 50.6 1.0 2x 0.4  
11 103.4 0.0 0 0.8  
12 49.8 0.5 1x 0.8 Alignment 
13 58.9 0.5 2x 0.8  
14 45.9 1.0 1x 0.8  
15 55.3 1.0 2x 0.8  
16 87.9 1.0 2x 0.8 Alignment 
17 44.6 0.0 0 0  

 

The glass transition temperature of the epoxy increases with increasing magnetic 

field and implies that there is some molecular orientation/alignment occurring in the 

epoxy. However, there is a decrease in glass transition temperature with the addition of 

the surfactant, NaDDBS, which could be expected, since NaDDBS is a low molecular 

weight material that could act as a plasticizer.   The general glass transition temperature 

of the epoxy increases with the addition of the CNT-NaDDBS-iron oxide particles.  In 
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some cases there is a significant increase of the glass transition temperature that appears 

to be correlated with the alignment of the carbon nanotubes and epoxy.   The overall 

effect on the glass transition temperature is not completely understood at this point 

because of the inconsistencies within the samples.  Since in this study there were many 

variables to contend with, a definitive determination of an overall behavioral trend of the 

Tg was not possible, especially given that the degree of alignment varied greatly from 

sample to sample.  Nevertheless, in the samples in which the CNT were indeed aligned, 

the general trend showed that and increase in the extent of alignment caused and increase 

in Tg, as expected.  Further confirmation of the degree of CNT alignment in the various 

samples was achieved by Raman spectroscopy, which is discussed in Section 8.4.4.   

 

8.4.2 Compression Testing 

 The compression data that illustrates the effect of a magnetic field on the epoxy 

matrix alone can be seen in Figure 8.1.  The corresponding results for the epoxy matrix 

after the addition of Fe2O3-decorated, NaDDBS-dispersed carbon nanotubes at 0.5 wt% 

and 1.0 wt% can be seen in Figure 8.2 (a,b).  Figure 8.3 (a-c) illustrates the changes in the 

stress-strain behavior of the composites as a function of the applied magnetic field of 0.4 

and 0.8 Tesla, respectively.  
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Figure 8.1: Experimental stress versus strain data from compression testing of the epoxy 
only at various magnetic fields.  This illustrates the increase in yield point with increasing 

magnetic field. 
 

 The data presented in Figures 8.1-8.4 illustrate the mechanical response of the 

composites in the direction of a magnetic field at room temperature.  Figure 8.1 shows 

that there is only a slight effect on the stress-strain data of the epoxy in the presence of a 

magnetic field.  The linear portion of the graph (i.e. the elastic response of the matrix) 

remains relatively the same, but there is a change in the yield point.  The yield point is 

very pronounced in the epoxy that was not placed under a magnetic field, but with 

increasing magnetic field becomes less pronounced.  This indicates a toughening process, 

most likely due to chain alignment in the direction of the magnetic field, as previously 

reported.134 

 



 143

 

Figure 8.2: Experimental stress versus strain data from the compression testing of the 
composite samples.  This illustrates the effect of magnetic field on (a) ½ wt% CNT (b) 
1wt% CNT samples with various iron oxide particle concentrations.  This illustrates the 

profound increase in plasticity that occurs with the addition of Fe2O3 and 0.5 wt% CNT at 
0.0 Tesla, which disappears with increased magnetic fields and Fe2O3 content. 

 

Figure 8.2a illustrates that the 0.5 wt% CNT-filled epoxy in the absence of a 

magnetic field is very flexible and undergoes extensive deformation at low stresses, but 

as the magnetic field increases there is an increase in strength and in yield point.  This 

behavior is also seen in Figure 8.2b, which illustrates 1 wt% CNT-filled epoxy.  Figure 

8.2b illustrates a significant increase in the material stiffness with increase in magnetic 

field, coupled with a reduction in yielding, especially for single batch Fe2O3-decorated 



 144

CNT filled epoxy, suggesting a repression of the yielding mechanism due to chain 

alignment and reinforcement.  It appears that there is a very pronounced yield point when 

the ratio of CNT to Fe2O3 is 1:1, but when this ratio is different, the yielding mechanism 

is repressed and hence, the yield point becomes less dominant.   

Therefore, the yield point behavior depicted in Figure 8.3 (a-c) is consistently 

different, especially for the samples with a ratio of CNT to Fe2O3 that varies from 1:1, 

than that observed for the epoxy matrix alone and shown in Figure 8.1.  This could mean 

that in the epoxy itself, the magnetic field induces a molecular reorientation or possibly 

alignment of the epoxy chains, thus causing a less pronounced yield point.97, 127, 206-209  In 

Figure 8.3a, there is evidence of a profound increase in plasticity that occurs with the 

addition of Fe2O3 and 0.5 wt% CNT at 0.0 Tesla.  However, this effect disappears with 

increased magnetic fields and Fe2O3 content.  Therefore, an increase in elastic modulus 

was observed in both the 0.5 and 1 wt% CNT at 0.4 (Figure 8.3b) and 0.8 Tesla (Figure 

8.3c), most notably in the systems in which a double batch of iron oxide nanoparticles 

was used.  It was also determined that neither 0.4 nor 0.8 Tesla exhibited a significant 

increase in strength, because the data produced inconsistent results.  The overall 

composites properties were similar at the different concentrations and magnetic field 

strengths.  Therefore, continuing this research with higher magnetic field strengths and 

sample preparation modifications to prevent inconsistencies might provide an optimal 

magnetic field needed to increase the modulus of the samples.  
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Figure 8.3: Experimental stress versus strain data from the compression testing of 
the composite samples.  This illustrates the effect of the magnetic field on various 
concentrations of carbon nanotubes and iron oxide (a) 0 Tesla (b) 0.4 Tesla (c) 0.8 Tesla. 

 

8.4.3 Effect on Young’s Modulus 

Table 8.3 illustrates the changes in the elastic moduli of the samples when the 

temperature was changed from room temperature (25 ºC) to 100 ºC, both for the direction 

parallel to that of the assumed CNT alignment (samples labeled with a) and for the 

direction perpendicular to the CNT direction of alignment (samples labeled with b).  This 
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data can be understood only after taking into account the data shown in Figure 8.4 (a,b).  

Figure 8.4a illustrates that the increase in temperature has a pronounced effect on the 

properties of the epoxy in the presence of the magnetic field.  In the absence of a 

magnetic field (at 0.0 Tesla) the elastic modulus above the glass transition temperature 

decreased as expected. At 0.4 Tesla, the elastic modulus does not change above the glass 

transition temperature due, most likely, to some degree of polymer chain alignment (also 

supported by the decrease in the extent of yield shown in Figure 8.1). Finally, at 0.8 

Tesla, the epoxy exhibits a large increase in modulus above the glass transition 

temperature, which indicates that the magnetic field could in fact have the effect of 

aligning the polymer chains. However, it is not completely understood why there is no 

increase in the elastic modulus of the samples at room temperature when increasing the 

applied magnetic field from 0.4 to 0.8 Tesla.   This could be interpreted to indicate that 

there is a minimum magnetic field strength required to induce alignment in the polymer 

chains.   
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Table 8.3  Summary of the compression test values for samples in alignment direction 
(#a) and perpendicular to alignment direction (#b) coupled with the Raman analysis. 

 

Sample (#) 
25 C Modulus 

(MPa) 
100 C Modulus 

(MPa) 
Raman 

Analysis 
1a 282.7023726 65.27734811   
1b 49.07225673 99.30448667   
2a 0.087574013 91.14939407   
2b 0.448477451 150.4140271   
3a 194.2791742 40.65850245   
3b 42.33835011 66.14525771   
4a 95.11843105 87.22255282   
4b 52.93338373 81.40314942   
5a 12.31162143 62.66630675 alignment 
5b 53.16157033 89.18974323   
6a 79.37667126 41.49192703   
6b 62.21599516 54.9913466   
7a 112.498603 5.797232046   
7b 54.20730997 3.165230748   
8a 103.2323482 77.18409137 alignment 
8b 27.72319287 57.28173332   
9a 159.9277631 88.5311064   
9b 66.93790985 78.64735599   
10a 165.324802 35.8014695   
10b 92.01365099 6.795496643   
11a 319.2223583 80.78290993   
11b 65.35913553 65.55625587   
12a 181.4614326 105.4189657 alignment 
12b 73.47282092 106.1621946   
13a 99.11760944 105.8697404   
13b 33.11983093 76.03132087   
14a 106.6323854 11.09853009   
14b 95.70656884 110.4437686   
15a 75.58125095 80.07094744 alignment 
15b 27.19962447 110.9428681   
16a 96.36448735 83.92015326   
16b 51.34607265 86.62458064   
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The analysis of the compression data at two temperatures (above and below the 

glass transition temperature of the epoxy matrix) was not straightforward and yielded 

results that were inconsistent with expected behavior.  Figure 8.4b illustrates more clearly 

the difficulty in sample analysis, due to the inconsistent change in the elastic modulus.  

Some samples exhibit a drastic change in modulus from 25 ºC to 100ºC, while others 

show little to no change.  From the data, it can be concluded that in samples having 0.5 

wt% CNT and a double batch of iron oxide nanoparticles, the optimum alignment and 

enhancement of properties occurs with an applied magnetic field of 0.4 Tesla.   
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Figure 8.4: Experimental stress versus strain data from the compression testing of the 
composites samples. This illustrates the change in elastic modulus of the composite 

samples from room temperature (25ºC) to above the glass transition temperature (100 ºC) 
for (a) the epoxy only data and (b) the composite data sets at various carbon nanotube and 
iron oxide content.  The data concludes that the epoxy only has a optimum magnetic field 

at 0.8 Tesla, conversely at 0.5wt% CNTs and a double batch of iron oxide there is an 
optimum magnetic field of 0.4 Tesla. 

 

However, samples having 1 wt% CNT in the absence of an applied magnetic field exhibit 

the highest increase in elastic modulus with temperature, which subsequently decreases 
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with the application of a magnetic field and addition of iron oxide particles.  Hence, the 

difficulty in the interpretation of the data is three-fold:  (a) The epoxy itself had 

inconsistent data at 25 ºC;  (b) The possibility that certain concentration ratios of CNT 

and iron oxide inhibit alignment; (c) Samples without an applied magnetic field yielded 

increased moduli, presumably due to easier sample preparation.  Therefore, alignment 

could not be inferred from compression data alone, but required additional independent 

evidence, and hence, had to be coupled with Raman spectroscopy.   

 

8.4.4 Effect on Raman Scattering 

The orientation-dependent Raman spectra of SWNT can be determined with 

different angles between the polarization of the incident laser light and the nanotube axis 

using VV (parallel polarization of the incidence and scattered light) configuration. The 

Raman scattering pattern of a carbon nanotube is unique to the properties of an individual 

tube. The differences depend on defects, wall thickness, and the conductivity of the 

carbon nanotubes.  The scattering pattern also changes as a function of the absence or 

presence of strain on the carbon nanotube.  It would make sense that other factors, such 

as a magnetic field, would affect the Raman scattering pattern.   

The typical G band, which is found around 1591 cm-1, corresponds to the 

resonantly excited metallic SWNT. In the set-up and sample positioning configuration 

used in this work (see Experimental section), this band shows a maximum intensity when 

the polarization of the incident radiation is parallel to the nanotube axis (i.e. α = 90°), and 

is minimal when the polarization of the incident radiation is perpendicular to the 

nanotube axis (i.e. α = 0°).130, 143, 200-202  

The analysis of the Raman spectra for this particular epoxy system using the G 

band of the SWNT cannot provide conclusive evidence of their alignment due to the 
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Raman peaks of the epoxy.  The Raman spectra of the aligned epoxy and epoxy only 

samples are shown in Figure 8.5.    

 

 

Figure 8.5: Raman spectroscopy data of epoxy only (a) complete spectra (b) CNT/epoxy 
G peak overlap.  Therefore, the typical alignment analysis to determine alignment using 

the G band Raman peak is inconclusive. 
 

From these spectra it becomes clear that the epoxy itself has a distinct Raman fingerprint, 

which is characterized by the presence of two peaks (see inset) that surround the 1591 

cm-1 G band (which allows the determination of the orientation of carbon nanotubes).  

Therefore, we cannot unequivocally determine that we have orientation in the samples 

based solely on the G band peak.   

It was previously determined by Frogley et al.,129 that the G band peak is not the 

only peak from which alignment can be determined, but other peaks can be used, such as 

the D* band.  The D* band is a second overtone of the D band, and its location is 

dependent upon the laser excitation energy used and the dispersion relation used between 

the D and D* bands.  For this system this band appears around ~2600 cm-1.129 Therefore, 

the data from the samples were re-analyzed to determine if this particular peak could be 

used for the determination of the presence and degree of CNT alignment in the system.  
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The analysis proved difficult, because even after removing as much of the background 

and beam noise, this band resides in the wing of a broad, low-intensity band of the epoxy 

matrix located around 2500 cm-1.  However, from the peak at ~2600 cm-1, the alignment 

of only a few of our samples was confirmed, as shown in Figure 8.6 (a,b).  Figure 8.6a, 

shows the increase in the intensity of the D* band as a function of the increase in the 

polarization angle from 0° to 90°. The intensity of the angular-dependent changes in this 

case is not of the same magnitude is found for the G band, but rather is on the order of 

200-300 counts.  However, the average intensity difference is higher than found in 

previous work.256  The Raman spectra allow a direct comparison of experimental data 

with theoretical calculations, as shown in Figure 8.6b.  The experimental angular 

dependencies in our system exhibit a considerable deviation from the selection rules 

predicted by theoretical studies, where intensities scale with cos4α.55 
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Figure 8.6: Raman spectroscopy data of aligned the CNT samples at 0.8 Tesla using the 
D band to determine alignment (a) peak over lap with epoxy peak at 2000 cm-1 (b) 
distinct Raman peaks.  Although the intensity change is not as dramatic this 
illustrates that there is alignment in the carbon nanotube composite samples. 

 

These differences may be attributed to depolarization effects generated by the 

pronounced anisotropic structure of the nanotubes and to electronic resonance effects, 

probably due in part to the presence of the iron oxide nanoparticles. Therefore, we can 
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conclude that in this work, we could find evidence of Fe2O3-decorated CNT alignment in 

an epoxy matrix upon application of a magnetic field only in some of the cases that were 

studied. 

 

8.5 Summary of Decorating Carbon Nanotubes with Iron (III) Oxide Nanoparticles 

for Magnetic Field Alignment 

In this work, we have analyzed the effect of a magnetic field on carbon nanotube 

alignment in epoxy-based composites.  This work has illustrated that the magnetic field 

had a positive impact on the mechanical properties of the epoxy used.  The alignment of 

carbon nanotubes in these samples was difficult to determine accurately and was not 

uniform for all samples.  The reason for the non-uniformity is believed to be due to the 

concentration of iron oxide tethered to the surface of the carbon nanotubes, the magnetic 

field strength, and the variance in viscosity during curing.  At 0.4 Tesla a lower 

concentration of iron oxide was needed to induce alignment, whereas at 0.8 Tesla a 

higher concentration of iron oxide was needed, results which is counterintuitive.   

However, taking into consideration the results of the alignment experiments 

coupled with the characteristics of the processing methods and the changes of the 

viscosity in the samples, the reasoning behind the inconsistent results becomes clearer.  

The viscosity of the epoxy was strongly dependent on temperature, and the ability to 

quickly place the CNT-iron oxide-epoxy mixture into the mold and in the magnetic field.  

To evaporated off the excess water, the samples were kept at much higher temperatures 

than room temperature, resulting in a decrease in the viscosity of the system.  If the 

sample were placed efficiently into the mold and be instantaneously subject to the effect 

of the magnetic field, alignment would have most likely occured in all cases.  

Conversely, if too much time between mixing and processing would have elapsed, 

alignment would have been inhibited given the increasing viscosity of the resin, which 
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would have resulted in the decreased mobility of the iron oxide nanoparticles, epoxy 

matrix and CNT mixture.  This work presented here points to the applicability of this in-

situ processing method for the creation of a magnetically-induced aligned epoxy 

composite. However, the processing method needs to be further studied and most likely 

somewhat modified, in order to create uniformly aligned samples. 
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CHAPTER 9 

 

CONCLUSIONS 
 

 

This work has detailed the procedures of dispersion and alignment of carbon 

nanotube polymer based composites.  Dispersion was demonstrated using surfactants and 

polymers, while two alignment techniques; shear flow and magnetic alignment; were 

explored.  There were many techniques used to characterize the dispersion and alignment 

of the polymer composites by transmission electron microscopy, dynamic mechanical 

analysis, compression testing, differential scanning calorimetery, and Raman 

spectroscopy. 

 

Dispersion of Carbon Nanotubes 
 
 The goal of the research was to modify current methods of dispersion carbon 

nanotubes to incorporate the dispersed carbon nanotubes into a final epoxy matrix.  This 

research leads to the discovery of a complex problem when combining the dispersing 

agent, carbon nanotubes, and epoxy together.  Dispersion of carbon nanotubes is more 

complex than typical nanomaterials.  Even among the different methods of producing 

carbon nanotubes, nanotubes do not all disperse equally.  This promotes difficulties when 

dispersing carbon nanotubes, because it is necessary to know the method at which they 

were produced and typical methods of dispersing particles has not been proven effective 

on carbon nanotubes69.   
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There were three different dispersing agents used in this research, an anionic 

surfactant (NaDDBS), commercial dispersing agent (Disperbyk 2150), and a Pluronic 

(F108,PEO-PPO-PEO).  The dispersing agents were chosen based on previous research 4-

6 which detailed there used as dispersing agents for carbon nanotubes.  The dispersing 

agents were used based on the procedure of the previous work.4-6  It was determined that 

Disperbyk 2150 didn’t adequately disperse the carbon nanotubes creating large bundles 

of dispersed carbon nanotubes and led to phase separation when added into an epoxy 

matrix.  This material might prove more useful if placed with a more adequate when 

paired with a miscible epoxy matrix.   

 The anionic surfactant used, NaDDBS, has been significantly research and its 

ability to disperse carbon nanotubes is well documented.  However, this surfactant 

appears to be limited by the concentration of carbon nanotubes used in solution.  At high 

weight fractions NaDDBS can’t accommodate all the carbon nanotubes, and leaves larger 

clusters of nanotubes.  NaDDBS doesn’t individually disperse carbon nanotubes, but 

disperse carbon nanotubes in bundles varying from 10-40 nm.  This makes NaDDBS a 

useful dispersing agent for specific applications where it is not required to disperse the 

carbon nanotubes individually.  In conjunction with the epoxy matrix, NaDDBS, had a 

very small effect on curing time (slight increase in time), and proved to have very 

consistent DMA results.  Since, NaDDBS is a relatively small molecular weight 

molecule, the interactions between the epoxy and the surfactant remained favorable in the 

low weight fractions used to disperse carbon nanotubes.  The final composite properties 

are significantly increased over that of the epoxy, and could be tailored to create a 

composite for a specific application. 



 158

 The Pluronic used, PEO-PPO-PEO tri-block copolymer, has been previously 

research at various PEO and PPO molecular weights69.  It was determined that at higher 

PEO molecular weights lead to better dispersed samples.  As a dispersant the Pluronic 

proved itself.  The Pluronic appears to be very consistent in being able to well disperse 

carbon nanotubes.  The average bundle size found ranged between 10-20 nm.  The 

problems with the Pluronic occurred with the incorporation into the epoxy matrix.  The 

high molecular weight of the Pluronic leads to a significant increase in curing time, and 

the final polymer properties.  The DMA results for the Pluronic materials were not 

consistent most likely due to insufficient mixing of the 4 component mixture (CNTs, 

Pluronic, resin, and hardener).   

Even thought each composite system had there own problems, the final 

composites still preformed well.  The composite strength was increased by several 

hundred percent.  This is very promising, and with additional research the individual 

composite systems can be created for specific applications with specific strengths.   

Alignment of Carbon Nanotubes 

This research study was done to expand upon the current research techniques used 

to align carbon nanotubes in a matrix.  In this research, two separate techniques were 

used to align the carbon nanotubes.   

The first method chosen, shear flow, was used because of the simplicity of the 

system and theory behind how it works.  Shear flow works on the premisous that the 

carbon nanotubes will align because of the shear forces that are created during laminar 

flow.  This research determined that purely increasing the rate of shear flow in an 
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aqueous solution was insufficient to align the carbon nanotubes, but required a high shear 

rate and viscous polymer solution.  In a viscous polymer solution shear flow worked very 

well.  It was determined by TEM that in solution the carbon nanotubes would align under 

constant shear flow or 100 RPMs.   

This research was later expanded upon to attempt to align carbon nanotubes in a 

polymer matrix.  This research utilized only two of the three dispersing agents used in 

this research, NaDDBS and Pluronic F108.  These dispersing agents were chosen based 

on there ability to disperse the carbon nanotubes with small bundle sizes.  The third 

dispersing agent, Disperbyk 2150, didn’t prove to produce small bundle sizes, and was 

not used.   

It was determined that while shear flow techniques were a viable alignment 

technique for viscous solutions, it was not a viable alignment technique for polymer 

composites.  It is believe that the increased viscosity inhibited the carbon nanotubes from 

aligning.  The final results remain some what contradictory, which lead to the conclusion 

that alignment, occurred in both directions.  This conclusion was made, because in the 

process of hardening the polymer while aligning the carbon nanotubes the laminar flow 

slowly turned to turbulent flow, thus resulting it parallel regions of aligned carbon 

nanotubes.   

 The second method of alignment, alignment in a magnetic field, was chosen 

because of its novel and potential applications.  Magnetic particles were tethered to the 

carbon nanotubes thought the use of an anionic surfactant, NaDDBS.  This surfactant had 

two purposes, to disperse the carbon nanotubes, and to tether the magnetic particles to the 

carbon nanotubes.   
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 The magnetic particle chosen was iron (III) oxide, because of its magnetic 

properties, and its affinity to negatively charge ions.  The iron (III) oxide creates a dipole 

of iron cations and oxygen anions.  The iron cations will be attracted to the oxygen 

anions in the surfactant resulting in the iron particles to decorate the outside of the carbon 

nanotubes. 

 The iron (III) oxide particles were produced using sol gel processing techniques. 

It was determined that adding the surfactant, NaDDBS to the sol gel process resulting in a 

profound effect depending upon the metal salt used.  Two metal salts were tested: (a) 

Fe(NO3)3
.9H2O and (b) FeCl3

.6H2O.  The NaDDBS was added prior to the gelations 

agent, propylene oxide (C3H6O), and after the material was dried. The FeCl3
.6H2O 

system still formed a gel, but the gel time was lengthened significantly (minutes to 

hours).  It was found that the Fe(NO3)3
.9H2O system did not form a gel in the presence of 

the NaDDBS.  This effect on the gelation was due to the precedence of the surfactant in 

an aqueous solution resulting in a clustering of molecules around the metal cation 

creating a barrier to gelation.   The addition of the dispersing agent to the dried iron oxide 

material in addition to carbon nanotubes provided an easy method for tethering the iron 

oxide particles to the carbon nanotubes. 

 This mixture was then able to be used to create CNT-iron oxide-epoxy 

composites.  The CNT-iron oxide mixture was added to the epoxy and allowed to harden 

in the presence of a magnetic field at 0, 0.4, and 0.8 Tesla.   Two different concentrations 

of iron oxide were used a single synthesized batch and a double synthesized batch.  The 

concentrations of carbon nanotubes used was 0, 1/2, and 1 weight percent.  It was 

determined that although alignment occurred in some of the samples, the reason for 
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alignment can’t be determined.  Alignment and the absence of alignment occurred at 0.4 

and 0.8 Tesla at both concentrations of iron oxide.  The final samples prove to have 

inconsistent results, and without modifications it can’t be considered a viable alignment 

technique. 

 

Overall Composite Analysis 

 This work was able to create disperse carbon nanotube composites that have 

superior mechanical properties over the original matrix material.  The composite 

materials with the NaDDBS dispersing agent yielded an 1100% increase in modulus, and 

the Pluronic dispersing agent yielded an 1100% increase in modulus.  The alignment of 

carbon nanotubes in composite was not fully attained.  The results are promising in the 

fact with modified procedures and techniques alignment of the carbon nanotubes could be 

obtained. 
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CHAPTER 10 

 
RECOMMENDATIONS 

 

 

 This research project was successful in creating dispersed and aligned carbon 

nanotube composites.  DMA, compression testing, XRD, Raman spectroscopy, and 

Transmission electron microscope were instrumental in determining the dispersing, 

alignment, and mechanical properties of these composite materials.  Utilizing other 

techniques to analyze the properties such as, cryo-TEM or cryo-SEM might prove helpful 

in analyzing the carbon nanotube composite structure more closely.   

 One research experiment that would prove to be very useful is to determining the 

effect of the dispersing agent on the matrix material.  This would require using several 

different dispersing agent and matrix materials to determine the effect on the composite 

properties.  The systems would need to be picked based on there ability to create a 

composite without inhibiting the dispersing of the carbon nanotubes or causing phase 

separation.  By testing analyzing the composite structure using microscopy methods and 

mechanical testing it can determine the effectiveness of the dispersing in the matrix and 

the utilization of the carbon nanotube properties.  Likewise, determining an epoxy that 

can effectively disperse the carbon nanotubes without the need of dispersing agents 

would be very useful.  

The techniques used in this research need to be modified to produce more 

promising and consistent results.  The method of aligning carbon nanotubes via shear 
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flow can be modified by using different shear rates to help determine the effect on shear 

rates on highly viscous matrix materials.  By using several different matrix materials that 

having varying viscosities it can be determine what viscosity is needed to create an 

aligned matrix without inducing turbulent flow causing misalignment.  Modifing this 

method using these two parameters could lead to finding an ideal matrix matrial and 

shear rate that would allow for uniform alignment. 

 The results for the samples made in a magnetic field are inconsistent.  By limiting 

the causes of inconsistencies it might be understood why alignment occurred in some 

samples.  By modifying the method by repeating tests, higher magnetic fields, and 

different matrix materials could provide insight to what caused the alignment in the 

samples to occur.    

 Finally, determining what might be the best sample geometry to get ideal 

mechanical characterization, which will confirm the alignment of the samples.  The 

current study used sample geometries that were not ideal, because of testing limitations. 

Thus, by determining ideal samples geometry that coincides with testing strengths would 

produce more precise results. 



 164

 
 

APPENDIX A 

 

TWO-POINT PROBABILITY FUNCTION ANALYSIS FOR 

ANISOTROPIC CARBON NANOTUBE COMPOSITES 

 

Abstract 

This work uses the empirical equations of the two-point probability functions for 

a carbon nanotube (CNT) polymer based composite to investigate the ability of these 

equations to adequately portray the composite structure.  From the analysis of the varying 

volume fractions (1%-30% CNTs) it was determined that very low volume fractions 

cannot be adequately portrayed.  The images analyzed must contain high concentrations 

of CNTs and might be unrealistic concentrations and microstructures for composites.  

The low concentration microstructure was inadequately portrayed due to the uniqueness 

of the structure and the inability to adequately capture the CNTs through statistical 

analysis. 

 

Introduction 

Composite research has been around for years; today fillers are used to manipulate a 

material’s properties123.  Carbon and glass fibers are the most widely used fillers to create 

conductive polymers123.  Since the discovery of single-walled carbon nanotubes and their 

exceptional mechanical properties, the idea of using them as reinforcing fibers in 
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composite materials has been a driving force for composite testing2, 3, 257, 258.  The 

Young’s modulus of any material is related to the cohesion of the atoms and molecules 

that make up the solid51.  However, early nanotube reinforced polymer composites have 

actually failed to utilize the full mechanical potential of carbon nanotubes1, 42.  The reason 

for the failed samples is due to the microstructures that are created.  The CNTs orient 

themselves in very random directions and are not adequately dispersed to induce good 

cohesion between the matrix and the filler.  This resulted in problems when producing 

SWNT composites, with ease and the ability to adeptly use them to create composite 

materials.  There are several different methods available to align carbon nanotubes, 

including slicing93, chemical vapor depositon91, melt processing188, mechanical 

stretching99, electrophoresis189, application of magnetic fields,97, 127, 190 and 

electrospinning194-196. A problem with most alignment processes arises when combining 

the carbon nanotubes with the polymer matrix to form the composite materials.   

In creating carbon nanotube composites there are many key factors in creating a 

new composite; structure, properties, performance, and processing.259  Most research uses 

the guess and test method of creating a new microstructure, but what if the type of 

microstructure needed could be created to get the desired properties?  The ability to 

predict the macroscopic properties of a bulk material by analyzing a representative 

microstructure of the bulk sample has been gaining interest in materials research 

recently.260-262  Two- point statistical analysis has been and can be used to predict 

mechanical properties.261  Two-point statistical analysis allows the user to incorporate 

morphology, particle distribution, and the properties of the individual phases and 

components to determine the overall properties of the microstructure.261 
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There are several factors that affect the material properties, volume fraction, 

surface area interfaces, orientation, sizes, shapes, spatial distribution, and many others.  

The ability to take all the properties into account would require an n-point correlation 

function, but the ability to use a more simplified equation would allow for more efficient 

use of the correlation functions.   

 

Statistical Modeling of Carbon Nanotube Properties 

Statistical modeling of materials is not a new concept and has been around for 

decades261.  In more recent years the focus has changed from crystalline materials to 

being able to predict the properties of nanomaterials, particularly carbon nanotube 

composites261, 263, 264.  However, this field proves to be a very challenging one due to the 

large number of unknown factors and assumption about the interphase region between the 

carbon nanotubes and the matrix261, 263, 264.  In this section, the background of n-point 

statistics will be addressed and how it relates to composite materials.   
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Table A.1: Nomenclature for distribution functions 

 

N- Point Distribution Functions 

These probability functions use mathematical models to determine the probability 

of n points of x landing in phase i.  For a given point there is an indicator function Ι(i)(x), 

where the indicator function is either 1, it lands in phase i, or 0 it doesn’t land in phase i.  

In this case phase i can be any type of phase, solid, fluid, or void.  The n point probability 

function can then be illustrated by the averages of the indicator functions for each point x. 
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Where Sn only depends on the relative positions of x, and the first term S1 is a constant 

volume fraction, φi. 
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The n-point probability functions originated from determining the effective 

transport properties of random media by Brown.259, 265  These statistical functions have 

been found to be able to model several important macroscopic properties: effective 

conductivity, dielectric constant, magnetic permeability, elastic modulus, and fluid 

permeability.259 

One -Point Distribution Functions 

N - point distribution functions are used to determine the macroscopic properties 

of microstructures; an example microstructure is illustrated in Figure A.1. 

 

 

 

Figure A.1: General 2 Phase Composite Microstructure 

 

The data acquired by an n - distribution function starts with throwing a random number 

of points in a microstructure.  Essentially all n-point distribution functions originate from 

one-point distribution functions, which consist of throwing random points across a 

microstructure to collect information about the microstructure from this initial set of 

points. 
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Figure A.2 Determining the Volume fraction 

 

From this set of points the volume fraction can be determined, where the number of 

points in one phase compared to the total number of points gives the volume fraction.  

For the two-phase composite case, i and j, which corresponds to phase 1 and 2 the 

following relations can be determined. 

0.1)( )(        )(       v),(    2,1, 212211 =+==== ϕϕϕϕ PPPPviv
V
V

i
total

i        (Eqn A.2) 

 

Two Point Distribution Functions 

Two-point distribution functions start out using one-point distribution functions, 

and build upon them.  Thus, by taking the points that were initially used to determine the 

volume fraction and connect a vector, where the vector will vary by length and 

orientation (0-90°).  From this set of vectors, the data can be analyzed to determine the 

probabilities of the vectors to be in to begin or end in the different phases (in this case 

phase 1 and phase 2).   
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Figure A.3: Determining end point of the Vectors, r 

 

This results in a number of random vectors within the microstructure, where each 

vector has a head and a tail, that has a probability of hitting phase 1 and phase 2.266  Two 

point correlations are defined as the average probability that both the end points of a 

randomly located and oriented straight line of length r are contained in particles (phase 

1).267  However, both the head and the tail do not have to land in the same phase.  By 

determining the probabilities of the head and tails of the vectors landing in a particular 

phase can be used to determine four different probabilities (P11, P12, P21, P22).  The four 

probabilities represent the average probabilities of the possible results of where the head 

and tail vectors land267.  For example, P11 is the probability that both the head vector and 

tail vector are in phase 1, and P12 is the probability that the head lands in phase one and 

the tail lands in phase 2, where P21 is the average probability of the head landing in phase 

2 and the tail in phase 1, and P22 is the average probability of both head and tail landing 

in phase 2267.   The four different probabilities can be determined by the number 

fractions. 
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Where Nij is the number of vectors that begin in phase i (φi) and end in phase j 

(φj).  The correlation functions are not all independent variables but follow a simple 

relationship shown in equations 4-6267.  
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These equations above illustrate that the sum of all the probabilities must equal 

one.  The volume fraction can then be determined by the summing the probabilities with 

the same initial point.  If a vector lands in phase 1 and then in either phase 1 or 2, it is 

exactly equal to the volume fraction of the initial point.267   

The two point function then can be defined by probabilities and as the vector, r 

goes to zero the functions reduce to one-point functions.266 
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The values of Pij then reduce and can be easily determined and said to be the 

boundary conditions of the two-point probability function.  The values are shown in 

Table 2.4. 
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Table A.2 Limiting conditions for the two-point probability function185 

 

 

 Corson’s Equation 

 

There are several different mathematical forms of the two-point probability 

function, but the one that will be used here is the modified Corson’s equation.185, 261, 268, 

269 

ijN
ijrc

ijijij eP −+= βα         (Eqn A.8) 

In this equation for the anisotropic case, r is a vector, but for an isotropic case the 

probability doesn’t depend on the direction and r is assumed to be a scalar.  Alpha and 

beta are determined by the boundary conditions and the empirical coefficients cij and nij 

are microstructure parameters.  This equation can be re-written to determine nij and cij 

from experimental data through mathematical manipulation, as seen in equation 12. 

ijij
ijij

ijij crny
vv
vp

lnln
*

lnln
2

+==⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
     (Eqn A.9) 

This equation allows for the determination of nij and cij for each individual 

probability, Pij.  Where nij is very close to 1 for anisotropic media, as proven by Gokhale, 

et al., and cij is a scaling parameter represented by the correlation distance.270   

The coefficients can be altered for anisotropic media in the following equations 
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( ) ( )θαθ sin)1(1, 0 Ann ijij −−=       (Eqn A.10) 

( ) )sin)1(1(, θαθ Acc o
ijij −+=       (Eqn A.11) 

Where A is a material parameter, the degree of anisotropy, and in isotropic 

microstructures A=1.261  From the information gathered by these equations, leads to the 

possibility of characterizing the composites properties, and applying that knowledge 

gained to creating better composites. 

 
Simulation and Results 

The samples analyzed in this section are TEM images of single-walled carbon 

nanotubes (SWNTs) dispersed in anionic surfactant.  The solutions have varying SWNT 

concentrations, and the TEM images represent high CNT and low CNT concentrations 

within the individual samples.  The CNTs do not uniformly adhere to the grids allowing 

for varying concentrations to be analyzed.   

The concentrations of the TEM images are determined by one-point statistical 

analysis.  Other methods of determining CNT concentrations were employed, such as 

from the solution concentration and image analysis techniques, but were found to 

estimate much higher concentrations than the statistical data.  The reason for this is 

believed to be the unique microstructure created by dispersed CNTs, and remnant catalyst 

particles found in the solution.   

The micrographs of a high concentration and low concentration sample are shown 

in Figure A.1 (a,b). 
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Figure A.3: (a) High concentration (b) Low concentration of CNT and Surfactant 

 
Figure A.1b resulted in a microstructure of too low concentration to accurately use the 

modified Corson equation, because the concentration from the data was approximately 

98% matrix and 2% filler.  The data resulted in an almost linear data set (data varied from 

.80-.88), and doesn’t fit the exponential equation by the modified Corson equation, as 

seen in Figure A.2. 
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Figure A.4: Two-Point Statistical Data of Low CNT Concentration 

This proves to be problematic, because carbon nanotube composites are inherently low 

weight fraction composites.  The appeal of using carbon nanotubes over carbon fibers or 

other commonly used fillers is the ability to decrease the amount of filler used and at the 

same time increase the stiffness of the material.  Higher concentration CNT composite 

samples are not impossible to create, but generally are more difficult to keep dispersed.  

The addition of large amounts of CNTs should require large amounts of surfactant to be 

used, however, with increasing amounts of surfactant there isn’t increased dispersion.  In 

some cases the addition of increased surfactant yields aggregation.5  Thus making 

analyzing CNT composites via two-point statistical functions challenging.   

However, analysis of the high concentration CNT solution, which was found in a 

different portion of the TEM grid, proved to actually follow the modified Corson’s 

equation.  The data is shown in Figure A.3. 
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Figure A.5: Two-Point Statistical Data of High CNT Concentration 

 

The data illustrates an exponential function with a large degree of variation (.36-.19), 

which fits the modified Corson’s equation.  This data set can be analyzed using equation 

2.13 and 2.14, to determine cij and nij for this angle and probability.  For each angle (0-

90˚) and each probability (P11, P12, P21, P22), there will be a separate cij and nij.  The data 

set for a high concentration of CNTs at zero and ninety degrees are shown in Figure 7. 

 

 

Figure A.6: Modified Corson’s Equation applied to Two-point Statistical Data 
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The data isn’t ideal and appears to only fit the modified Corson’s equation at the very 

first vectors.  It was found that only certain angles had nij that were near 1.  The results 

lead to the conclusion that the microstructures analyzed are not completely anisotropic as 

previously believed.  Also, it was determined that the program used to determine the data 

needed modifications.  Varying the angles from 0-90˚, while in theory is a good idea, 

however, doesn’t translate perfectly into pixels.  For an individual pixel the only angles 

that will hit an actual pixel are 0˚, 45˚, and 90˚.  As the vector length increase the amount 

of pixels increase, and therefore long-range data would be still useful.  However, the 

amount of scattering seen in the data illustrates that there isn’t a good pixel representation 

for the long-range data.  Therefore, the program needed to be modified using a 

overlapping or tiling type method to increase the amount of pixel data represented.   

 

CONCLUSION 

The main problems with analyzing carbon nanotube composites deals with the size of the 

CNTs, because they are so small the volume fraction that is added to the composite is 

very small.  This happens to be a reason why CNTs are used for fillers, because small 

amounts create a composite with better properties than current composites.  The two-

point analysis of CNT composites then proves to be very challenging.  The TEM images 

analyzed were unable to adequately portray the microstructure, because there was a lack 

of long-range data.  By altering the program, the two-point analysis may prove to be a 

very helpful tool in adequately analyzing the CNT composite microstructure and 

modeling an ideal microstructure of structural use.   
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