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SUMMARY 

 

Two full-scale mock-ups of a portion of the post-tensioned concrete containment 

building (PCC) of the Crystal River 3 Nuclear Generating Plant (CR3) were constructed 

in order to investigate potential contributing factors to the laminar cracking identified in 

the plane of the circumferential post-tensioning ducts in 2009. Because the CR3 PCC and 

the mock-ups met many criteria for consideration as mass concrete, the mock-ups were 

instrumented with temperature and strain gauges to monitor the thermal behavior of the 

concrete at early ages. Maximum concrete temperatures of approximately 65 to 70 °C 

(149 to 158 °F) were reached during the first few days of curing, but the temperature 

difference between the interior and the surface of the concrete was never sufficient to 

cause thermal cracking in the mock-ups. 

Concrete specimens were prepared from the concrete for each mock-up and were 

match-cured to the temperature histories at the center and near the front surface of the 

mock-ups in order to simulate the hottest and coolest curing conditions in the mock-up 

concrete. These specimens were periodically tested for compressive strength, splitting 

tensile strength, modulus of elasticity, and Poisson’s ratio over a period of 180 days. The 

mock-ups were biaxially post-tensioned with approximately 50% of the force applied in 

the CR3 PCC tendons, and the measured longitudinal, vertical, and transverse stains were 

analyzed using the experimentally determined mechanical properties to confirm the 

expected general behavior of the mock-ups. Investigation of the transverse strains with 

respect to the concrete modulus of elasticity and tensile strength indicated that cracking 

may have occurred locally in the plane of the horizontal post-tensioning ducts, but no 
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strain gauges recorded discontinuities or distinct transitions in strains that would be 

indicative of cracking. 

The development of the mechanical properties as functions of temperature and 

time were incorporated in finite element analysis of the mock-ups in order to obtain a 

better understanding of the response of the mock-ups to thermal stresses and post-

tensioning loads. Similar to the findings for the mock-ups, the thermal stresses in the 

models were determined to be insufficient to cause concrete cracking. However, when 

biaxial post-tensioning loads representative of the mock-up loads were modeled, stress 

concentrations in the areas where the horizontal and vertical ducts overlapped greatly 

exceeded the tensile strength of the concrete, indicating the crack initiation would occur 

at these locations. When the post-tensioning loads were increased to the level used for the 

CR3 PCC, the regions of excessive tensile stress increased notably, extending almost 

continuously along the edges of the ducts. These results suggest that cracking around the 

ducts in the CR3 PCC was present before the laminar cracking was identified in 2009. 

Furthermore, radial tensile stresses generated by the circumferential post-tensioning 

forces in the CR3 PCC would exacerbate the tensile stresses modeled for biaxial 

compression in the mock-ups. 

Ultrasonic shear-wave tomography of the mock-ups was conducted to evaluate 

the subsurface condition of the mock-ups. No clear indications of extensive cracking in 

the plane of the ducts was identified, consistent with the strain readings and the finite 

element analysis. However, the limited resolution of ultrasonic techniques penetrating 

deep into heterogeneous concrete prevents conclusive determination of the existence or 

absence of cracks along the ducts, where the greatest tensile stresses were modeled. 
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Though the results for the experimental mock-ups indicated that extensive laminar 

cracking did not develop in response to thermal or post-tensioning loads, the observed 

and modeled response indicates that the cracking risk is far significantly greater for the 

greater loads and cylindrical geometry of the CR3 PCC. 

 

 

 

 



1 

CHAPTER 1 

INTRODUCTION 

1.1 Purpose and Objectives 

The purpose of this research was to investigate factors potentially contributing to 

degradations in post-tensioned concrete containments (PCCs), particularly those that 

could contribute to laminar cracking (delamination) in the plane of the post-tensioning 

ducts. In consideration of the delamination identified in the plane of the circumferential 

post-tensioning ducts of the Crystal River Unit 3 Nuclear Generating Plant (CR3) PCC in 

2009, this research focused on delaminations in PCCs, but the properties, effects, and 

evaluation methods that were investigated are relevant to other mass concrete structures 

with layers of embedded components. The research was based on the following 

hypotheses: 

1. Cracks were present in the plane of the CR3 PCC post-tensioning ducts prior to 

the 2009 observation of the delamination during the operations related to 

preparing the steam generator replacement (SGR) opening in the PCC. 

2. The mass concrete behavior of the CR3 PCC resulted in thermal cracks in the 

PCC that contributed to the delamination identified in 2009. 

3. High early-age concrete temperatures resulted in reduced late-age mechanical 

properties that resulted in the CR3 PCC being more susceptible to tensile cracking 

and delamination in the plane of the circumferential ducts when post-tensioned. 

The objective of this research was to identify factors that may have contributed to 

the delamination in the CR3 PCC via literature review, experimental testing, and finite 

element analysis. In particular, the research focused on the following six objectives: 
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1. Identify degradation mechanisms that may have contributed to delaminations in 

PCCs that have not been previously investigated in the literature. 

2. Evaluate the mass concrete behavior of the Crystal River 3 PCC and investigate 

the potential for early-age thermal cracking. 

3. Investigate the influence of high early-age concrete temperatures on the 

development of the mechanical properties of PCC concrete and on the structural 

behavior of the PCCs. 

4. Determine the influence of material and design parameters on the delamination 

risk of PCCs. 

5. Evaluate the effectiveness of nondestructive evaluation (NDE) techniques for 

monitoring for and detecting delaminations in PCCs and other mass concrete 

structures with layers of embedded components. 

6. Provide recommendations for analyzing PCCs for evaluation of the risk for 

delaminations. 

1.2 Need for Research 

The U.S. currently has 99 commercial nuclear power reactors licensed for 

operation, generating approximately 19% of the nation’s net electricity (U.S. Nuclear 

Regulatory Commission, 2015). Initially licensed for 40 years of operation, 74 reactors 

have received renewed licenses for an additional 20 years of operation (U.S. Nuclear 

Regulatory Commission, 2015), and 17 more reactors are under consideration for license 

renewal or have letters of intent to apply (U.S. Nuclear Regulatory Commission, 2016), 

meaning that only 8 of the 99 currently licensed reactors have the original license and are 

not currently intending to apply for extended licensing. 

Considerations are being made for standards for subsequent renewal licenses that 

would extend operation lives to 80 years (Busby and Carpenter, 2012). However, there is 

limited experience with reactors beyond 40 years of operation: the world’s first and 
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longest-operating commercial-scale nuclear power reactor, Calder Hall in the United 

Kingdom, closed in 2003 after nearly 47 years of operation (Brown, 2003). The oldest 

currently operating reactors in the U.S. are Oyster Creek in New Jersey and Nine Mile 

Point 1 in New York, both of which began commercial operation 46 years ago in 

December 1969 (U.S. Nuclear Regulatory Commission, 2015). 

The PCC of CR3, which began operation in 1977, belongs to the first generation 

of fully post-tensioned containment buildings in the U.S. Therefore, PCCs similar to the 

one at CR3 are likely to be among the first to experience problems related to long-term 

operation. At these NPPs, the PCC serves as the final barrier to the release of radiation 

from the enclosed nuclear reactor. As a critical safety-related structure, the long-term 

integrity of the PCC is necessary for continued operation of the reactor. Existing 

inspection methods, including visual observation of the concrete surface and monitoring 

post-tensioning tendon end forces, do not provide an accurate understanding of the 

subsurface condition of the PCC. The delamination in the CR3 PCC was not identified 

until it was visually observed after removing approximately 10 inches of concrete from 

the surface (Performance Improvement International, 2010); other PCCs may have 

similar cracks that have not been identified due to the size of the structures. 

The inability to prevent PCC degradations or to detect them early in development 

can result in substantial costs. The failed efforts to repair the CR3 PCC cost about $440 

million, and the replacement energy while the reactor was shut down cost as much as 

$300 million each year (Penn, 2013). Rather than pursuing approximately $1 billion in 

further repairs, the owners announced in February 2013 that the plant would be 

permanently shut down (Penn, 2013). 

Other recent, isolated events such as shield building cracking and alkali-silica 

reaction (ASR)-induced degradation have increased the pressure for obtaining a better 

understanding of the condition of critical NPP structures. Furthermore, the 2011 
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Fukushima Dai-ichi nuclear accident has increased public concern regarding the safety of 

nuclear power. 

A report by Performance Improvement International (2010) on the CR3 

delamination identified several possible contributing factors, including weak aggregate 

and concrete, large tendon forces, and the detensioning scope and sequence for the steam 

generator replacement (SGR) opening. In order to determine how and when the CR3 PCC 

delamination occurred, a combination of experimental studies and finite element models 

are needed for exploring the potential causes. 

1.3 Scope 

This research addressed the objectives outlined in Section 1.1 in order to develop 

an understanding of the contributing factors to the development and propagation of 

delamination cracks in PCCs and prepare for extended NPP operation lives. An extensive 

literature review was conducted in order to identify cases of PCC delaminations, potential 

PCC degradation mechanisms, methods of representing nuclear containment buildings for 

experimental investigations, and properties related to heat generation and conduction in 

concrete that can result in tensile thermal stresses. 

Two full-scale, planar mock-ups were constructed to represent a portion of the 

CR3 PCC where the SGR opening was prepared. The mock-ups were designed and 

constructed according to documented drawings of the CR3 PCC and reported details of 

the materials used. Unidentified or uncertain features, such as the possible usage of 

embedded formwork ties during construction of the CR3 PCC, were not included in the 

design of the mock-up. 

Though the majority of the concrete pours for the CR3 PCC walls were 3 m (10 

ft) high and nominally 6 m (20 ft) long (Progress Energy, 2009), the mock-ups were 2.64 

m (104 in.) long in order to keep the weight within the 267-kN (30-ton) capacity of the 

overhead crane in the structural testing laboratory where the mock-ups were constructed. 
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A representative concrete mix design was used for the mock-ups based on the mix 

design used in the region of the SGR opening in the CR3 PCC, including the use of Type 

II moderate heat of hydration cement, an air-entraining admixture (AEA), and a water-

reducing and retarding admixture (WRRET). Additionally, the limestone coarse 

aggregate used for the concrete for the mock-ups was obtained from Brooksville, Florida, 

the same city from which the limestone coarse aggregate for the CR3 PCC was sourced. 

Petrography studies of the CR3 PCC concrete have identified the coarse aggregate as an 

oolitic limestone (Naus, 2009), and investigations by Moreadith and Pages (1983) and 

Performance Improvement International (2010) into the properties of the concrete found 

that the aggregate had high porosity and high levels of soft particles. In concrete studies 

using Florida Ocala Limestone, higher specific heat capacity (Tia et al., 2010) and lower 

density (Ferraro, 2009) values have been noted relative to limestone from other areas of 

the United States. Due to the distinct characteristics of the limestone coarse aggregate 

used in the present research, the aggregate was referred to as limerock throughout this 

dissertation in order to distinguish it from limestone aggregate available elsewhere in the 

United States. As noted by Ferraro (2009), the term “limerock” is consistent with the 

nomenclature of the Florida concrete industry for Florida limestone aggregate. 

Three series of specimens were prepared from the concrete for each mock-up:  a 

series cured in a moist room at 23 ± 2 °C (73.5 ± 3.5 °F), a series match-cured to the 

temperature history measured near the front surface of the corresponding mock-up, and a 

series match-cured to the temperature history measured at the center of the corresponding 

mock-up. Tests for the compressive strength, splitting tensile strength, modulus of 

elasticity, and Poisson’s ratio were conducted on specimens from each of these series at 

ages ranging from 1 to 180 days, and tests for the coefficient of linear thermal expansion 

and thermal diffusivity were conducted on specimens cured in the moist room at 23 ± 2 

°C (73.5 ± 3.5 °F). 
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Isothermal calorimetry was conducted on the cement paste in order to determine 

the apparent activation energy and hydration parameters, which were implemented in 3D 

finite element analysis of the second mock-up in COMSOL Multiphysics to model the 

heat generation in the concrete. The COMSOL model incorporated the results of the 

thermal property tests to model the heat transfer in the concrete and to the surroundings, 

and the results of the mechanical tests were incorporated to model the time- and 

temperature-dependent development of the mock-up concrete mechanical properties. 

In addition to modeling the curing behavior of the mock-up, the 3600-kN (800-

kip) post-tensioning loads applied by six horizontal and three vertical threaded post-

tensioning rods were also applied in the COMSOL model. The model was also analyzed 

with the full 7228-kN (1625-kip) post-tensioning force in the CR3 PCC tendons. 

Parametric modeling was conducted to identify the influence of material and design 

parameters on the resulting tensile stresses in the plane of the horizontal ducts. After 

tensioning and detensioning the mock-ups, shear-wave tomography was conducted on the 

front face of the mock-ups. 

 This research did not investigate pressurization of the mock-up, and no dynamic 

loadings representative of seismic or impact loads were applied. Factors such as 

corrosion of post-tensioning tendons and stress relaxation were not studied. The mock-

ups were constructed and kept in a facility exposed to ambient temperatures and humidity 

with brief daily exposure to direct sunlight. The influence of elevated temperatures inside 

the PCC during reactor operation or simulating a loss-of-coolant accident was not 

investigated. 

Due to the planar geometry of the mock-ups, the tensile radial stresses developed 

by the circumferential post-tensioning tendons of the CR3 PCC were not developed in the 

mock-ups. In order to account for flexure of the mock-ups due to the eccentricity of the 

horizontal post-tensioning loads, substantial reinforcement was added towards the back 

of the mock-ups that was not present in the CR3 PCC. 
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1.4 Organization of Dissertation 

 Chapter 2 provides background information on PCCs in the U.S. and a review of 

the documented PCC delaminations. A literature review of PCC degradation 

mechanisms and previous PCC mock-ups is presented, and areas requiring further 

research are identified. Properties related to heat generation and transfer in 

concrete are reviewed, and methods of testing for and estimating the values of the 

properties are discussed. 

 Chapter 3 provides design and material details of the experimental mock-ups and 

presents the temperature histories of the two mock-ups. The variation of the 

temperature profiles through the thickness of the mock-ups was used with the 

modulus of elasticity and coefficient of thermal expansion values to determine the 

thermal stresses in the mock-ups as functions of time. The strains measured 

through the thickness of the second mock-up are also presented from the time of 

concrete setting through the full post-tensioning and detensioning sequences. 

 Chapter 4 discusses the determination of the hydration properties of the cement 

paste used for the mock-ups and the development of the mechanical and thermal 

properties with respect to chronological and equivalent age. Literature functions 

for modeling the development of the concrete properties were compared with the 

experimental results. 

 Chapter 5 presents thermal analysis of the second mock-up in ConcreteWorks 

(Texas Department of Transportation, 2010) and COMSOL Multiphysics 5.2 

(COMSOL Group, 2015) for comparison with the experimental behavior. 

Mechanical analysis of the mock-up conducted in COMSOL was presented for 

determination of the tensile stresses in the plane of the horizontal post-tensioning 

ducts. 



8 

 Chapter 6 presents the results of parametric modeling of the second mock-up in 

COMSOL Multiphysics and discusses the influence of material and design 

parameters on the tensile stresses in the plane of the horizontal ducts. 

 Chapter 7 presents the results of nondestructive evaluation of the two mock-ups 

using shear-wave tomography and comparison of the results with behavior 

measured in the mock-ups and predicted by finite element analysis. 

 Chapter 8 provides a summary of the conclusions of the research and presents 

recommendations for analyzing PCCs for evaluation of the risk for delaminations 

and for selecting material and design parameters that reduce the risk for 

delaminations. 

 The appendices provide calculations and derivations of values and models used in 

the body of the dissertation, complete tabulated results of experimental testing, 

and one-way analysis of variance (ANOVA) of the results. A list of all references 

for the dissertation is also provided. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Nuclear Reactors and Containments 

The designs of nuclear reactors and containments have consistently evolved as a 

result of efforts to improve the efficiency of construction and operation and to ensure 

safety. The Information Digest of the U.S. Nuclear Regulatory Commission (2015) states 

that, amongst the 99 licensed reactors in the U.S., about 80 different designs have been 

used. Generally, the reactor type and capacity guide the selection of containment type, 

resulting in a similarly large number of containment designs. As a result of the diversity 

of these structures, their management is increasingly challenging as they age. 

2.1.1 Nuclear Reactor Types 

Thermal nuclear reactors use heat generated by the reactor core to boil water, 

generating steam that flows to the turbines and turn an electric generator. In a commercial 

boiling water reactor (BWR), a single coolant loop is used, and the water for the steam 

turbines is boiled directly by the reactor core. In a commercial pressurized water reactor 

(PWR), the primary coolant loop is pressurized to prevent boiling of the water when 

heated by the reactor core. The pressurized, heated water flows to the steam generator, 

where heat transfer boils the water in a second loop and the resulting steam is directed to 

the turbines. Of the 99 licensed commercial reactors in the U.S., 65 reactors are PWRs, 

and CR3 was a PWR as well (U.S. Nuclear Regulatory Commission, 2015). Most of 

these PWRs, including CR3, have a large dry containment that houses the reactor, steam 

generators, and other major plant equipment and prevents the release of radiation. The 

large internal volume of these containments limits the increase in pressure when the 

temperature rises in accident scenarios.  
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2.1.2 Progression of Containment Design 

A wide variety of containment types have been developed and employed at U.S. 

NPPs. Before the late 1960s, the primary material used for containments was steel—

typically a carbon-manganese-silicon steel (Klamerus et al., 1996)—and the relatively 

small sizes of the reactors up to that point would have made steel the economically 

preferable material even if effective designs for concrete containments had been 

developed (Steigelmann and Tan, 1969). However, as increasingly larger PWRs were 

constructed, steel containment vessels became comparatively expensive due to the cost of 

stress-relieving liner plates greater than 1½ in. thick, resulting in concrete containment 

structures becoming economically feasible alternatives (Steigelmann and Tan, 1969). 

Unlike steel containments, which require an external reinforced concrete shield building, 

concrete containments serve as the final barrier to the release of radiation while also 

shielding the reactor from the exterior environment. According to Mehta et al. (1977), the 

Connecticut Yankee plant, commissioned in 1968, marked the shift from spherical steel 

containments to cylindrical concrete containments for PWRs. 

A report by Dunn et al. (2011) states that the U.S. currently has 55 PWRs and 11 

BWRs with concrete containment buildings. Of those, 36 PWRs and two BWRs have 

PCCs; the remaining concrete containments are reinforced concrete (Hessheimer and 

Dameron, 2006). The two BWR PCCs have fundamentally distinct structures from the 

large dry PWR PCCs, which are discussed in more detail in the next section. 

2.1.3 Post-Tensioned Concrete Containment Details 

A major consideration in the design of PCCs is the protection of the post-

tensioning system from degradation. Grouted or bonded tendons are used in many PCCs 

in several countries, including France, Belgium, South Korea, China, and Canada (U.S. 

Nuclear Regulatory Commission, 2012c). In contrast, only two PCCs in the U.S. have 

bonded prestressing systems: Robinson Unit 2 has grouted, vertical prestressing bars, and 
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Three Mile Island Unit 2, which is no longer in operation, has grouted prestressing 

tendons (Shah and Hookham, 1998). The remaining U.S. PCCs utilize unbonded tendons 

coated with corrosion-inhibiting wax or grease, enabling the tendons to be examined, 

retensioned, and replaced as necessary. 

In addition to the prestressing system, PCCs also have conventional reinforcement 

to provide localized stabilization and to minimize shrinkage and temperature effects. 

According to Steigelmann and Tan (1969), an advantage of PCCs over reinforced 

concrete containments (RCCs) is that the prestressing generally enables the walls to be 6 

to 12 in. thinner and reduces the congestion in the concrete due to greater spacing of 

reinforcing and prestressing elements. Congestion of the reinforcing steel is particularly a 

concern around the equipment hatch for both RCCs and PCCs. 

In contrast to Figure 2.1, which indicates no clear trend in the containment 

material type in the U.S., Table 2.1 shows that there was a gradual transition in the 

geometry and prestressing systems of U.S. PCCs. The first licensed U.S. commercial 

reactor with a prestressed containment, R.E. Ginna in 1969, was prestressed only 

vertically; the circumferential (hoop) and dome reinforcement was provided by 

conventional bars (Rochester Gas & Electric Corporation, 2002). Vertical prestressing 

increases the horizontal shear capacity of the concrete, reducing the amount of vertical 

reinforcement required and enabling thinner walls (Steigelmann and Tan, 1969). 
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Figure 2.1: Containment types of currently licensed U.S. commercial nuclear power 

reactors by year of issuance of initial operating license. Data from NRC Information 

Digest 2010-2011 (U.S. Nuclear Regulatory Commission, 2010). 

Table 2.1: Prestressed concrete containment types of currently licensed U.S. commercial 

pressurized water reactors by year of issuance of initial operating license. Cell shading 

corresponds to the numbers 1, 2, 3, and 4. Data from NRC Information Digest 2010-2011 

(U.S. Nuclear Regulatory Commission, 2010); containment groupings from Naus et al. 

(1996). 

 
* Two U.S. BWRs (LaSalle 1, 1982, and LaSalle 2, 1984) have prestressed concrete 

containments (Mark II), but those structures are fundamentally different and are not 

included in this table. 

Two more reactors with vertically prestressed containments were licensed in the 

early 1970s, but biaxially prestressed containments quickly became the primary PCC 

type. The earlier biaxially prestressed containments had 6 buttresses for anchoring the 

hoop tendons, each of which spanned 120°, as shown in Figure 2.2a. At each hoop tendon 

elevation, a pair of tendons was located on opposite sides of the PCCs, and the pairs were 
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rotated 60° at each successive elevation so that the entire circumference of the structure 

was post-tensioned. 

According to Wahl (1968), the use of more than 6 buttresses would have left 

insufficient space for the larger containment penetrations, particularly the equipment 

hatch. The prestressing tendons of the shallow dome were anchored to a large ring girder 

at the top of the cylindrical wall, as shown in Figure 2.2b. Through at least 1983, the 

BBRV system of button-headed wires was used in most PCCs built in the U.S., with 

0.25-in. (6.35-mm) wires used predominantly except for cases of 0.28-in. (7-mm) 163-

wire tendons (Ashar and Naus, 1983). 

 

 

 

(a) (b) 

Figure 2.2: Diagrams of PCC geometry and tendon arrangement in (a) plan and (b) 

section 

Because these containments have nearly 1000 tendons anchored at a variety of 

locations on the structure, the installation, tensioning, and corrosion-proofing of the 

prestressing system was a time-consuming process (Halligan, 1976; Naus, 1986). The 

increased capacity of newer reactors required larger containments, and a transition was 

made to 3-buttress containments with larger tendons spanning 240°, resulting in a 

substantial reduction in number of tendons (Halligan, 1976). Further reductions in tendon 
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count were accomplished by extending the vertical tendons through a hemispherical 

dome and down the other side of the cylindrical wall. The hemispherical domes of these 

later PCCs obviated the need for the massive ring girder, greatly simplifying the 

structure. 

According to Naus et al. (1996), the concrete used in the containments of PWRs 

typically is produced using ASTM C150 Type II Portland cement, which can be more 

resistant to sulfate attack than Type I cement. Type II cement also has a lower heat of 

hydration than Type I, which is important for mitigating thermal shrinkage and possible 

cracking due to the thick walls of the containment. The concrete typically contains air-

entraining admixtures and curing agents and has appropriate natural aggregates to prevent 

common mechanisms of degradation. 

Each concrete containment building in the U.S. has an interior steel liner to serve 

as a leaktight vapor barrier (Steigelmann and Tan, 1969). The liner is typically between 

¼ and ½ in. (6.3 and 13 mm) thick, and its contribution to the strength of the containment 

is neglected in design and analysis. However, degradation of the liner can substantially 

impair the ability of the containment structure to maintain leaktightness (Naus, 2007). 

The steel liner also serves as a permanent form for the interior of the concrete wall and is 

typically constructed in 9- to 10-ft-high rings (Steigelmann and Tan, 1969). 

2.1.4 Crystal River 3 Nuclear Power Plant 

CR3 is a 838-MWe PWR located in Crystal River, Florida, 80 miles north of 

Tampa (U.S. Nuclear Regulatory Commission, 2012a). The construction permit for CR3 

was issued on September 25, 1968; concrete placement for the containment walls and the 

dome was completed in 1973 and 1974, respectively; and post-tensioning was completed 

in 1975 (Performance Improvement International, 2010). The operating license was 

issued on December 3, 1976, with commercial operation beginning on March 13, 1977. 
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2.1.4.1 Containment Structure 

The CR3 reactor and steam generators are housed in a large dry containment 

building maintained at ambient pressure. The containment building is a cylindrical, 

shallow-domed, post-tensioned concrete structure with an interior steel liner. The outside 

diameter of the containment is 41.78 m (137 ft 0.75 in) with a wall thickness of 1.07 m 

(42 in.), as shown in the representative section of the containment wall in Figure 2.3. The 

containment has six equally spaced vertical buttresses at which the wall thickness is 1.78 

m (5 ft 10 in.). 

The walls are post-tensioned by 282 hoop tendons and 144 vertical tendons, and 

the dome is post-tensioned by 123 tendons in a three-way configuration. Each tendon 

consists of 163 7-mm- (0.28-in.)-diameter low relaxation steel wires and has a guaranteed 

ultimate strength of 10.39 MN (2,335 kips). The tendons are greased (unbonded) and 

housed inside galvanized steel pipes with a 5.25-in. (133.4-mm) outer diameter; the 

specified minimum inner diameter and wall thickness were 127 and 1.7 mm (5.0 and 

0.065 in.), respectively (Gilbert Associates, 1970), and wall thicknesses of 2.0 and 3.2 

mm (0.08 and 0.125 in.) have been indicated in post-delamination analysis (Performance 

Improvement International, 2010). The hoop tendons are centered at a depth of 248 mm 

(9.75 in.) from the surface of the wall with on-center spacing alternating between 324 and 

647 mm (12.75 and 25.5 in.), and each hoop tendon spans a nominal 120° of the structure 

and is anchored to the buttresses. The vertical tendons are centered at a depth of 381 mm 

(15 in.) with 0.89-m (2.93-ft) on-center spacing, corresponding to an angular spacing of 

2.5°, and are anchored to the ring girder and beneath the flat foundation mat in a tendon 

access gallery. The 41 dome tendons in each layer are spaced at 76.2-cm (30-in) center-

to-center intervals and are anchored to the ring girder. 

A 300-by-300-mm (12-by-12-in.) grid of #8 bars is located near the outer face of 

the wall with 57.2 mm (2.25 in.) of concrete cover. The steel liner is 9.5-mm (0.375-in.) 

thick, and L3x2x¼ steel angles are stitch welded to the liner at 457-mm (18-in.) spacing 
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to provide stiffness and to anchor the liner to the concrete.  The interior face of the liner 

was painted, but the face in contact with the concrete was not painted (Hill, 2013); this is 

typical for concrete containments (Shah and Hookham, 1998). 

 
Note: Displayed components are not necessarily in the same vertical plane 

Figure 2.3: Typical section of CR3 containment wall 

2.1.4.2 Containment Concrete Design 

The CR3 containment concrete was designed for a specified minimum 28-day 

compressive strength of 34.5 MPa (5000 psi) using ASTM C150-67 (1967) Type II 
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cement with moderate heat of hydration and no pozzolanic admixtures (Gilbert 

Associates, 1968). The project specifications did not indicate a minimum tensile strength, 

but design documents used the relationship shown in Eq. 2.1 to determine an allowable 

tensile stress of 1.5 MPa (212 psi) for concrete with a 28-day compressive strength of 

5000 psi (Performance Improvement International, 2010). A 0.405 maximum water-to-

cement ratio (w/c) was specified, and a report by Performance Improvement International 

(2010) on the delamination identified in 2009 states that the average w/c of the 

containment concrete was 0.41. 

 

 
𝑓𝑡𝑠𝑝 = 0.25√𝑓𝑐

′ [MPa]

𝑓𝑡𝑠𝑝 = 3√𝑓𝑐
′ [psi]

 Eq. 2.1 

 Where, 

  f't =   allowable tensile stress in concrete, MPa or psi 

  fc =   compressive strength of concrete, MPa or psi 

 

 

The slump was initially specified to be 5 cm (2 in.) (Gilbert Associates, 1968) but 

was increased to 7.5 cm (3 in.) before concrete placement began (Performance 

Improvement International, 2010). Pour records indicate that batches of concrete with 

slumps of 8.5 cm (3.25 in.) or greater were rejected for overslump, and batches with 

slumps of 4.5 cm (1.75 in.) or lesser were rejected for being unworkable (Performance 

Improvement International, 2010). However, after the completion of the primary portions 

of the PCC walls, a letter from the Project Structural Engineer (Dobreff, 1973) indicated 

that 10-cm (4-in.) slumps measured at the pump discharge pipe and 11.5-cm (4.5-in.) 

slumps measured at the truck had previously been approved for acceptance. 

Natural sand with a fineness modulus (FM) of 2.2 to 2.7 was used as the fine 

aggregate, and local Brooksville limestone (limerock) was used as the coarse aggregate 

with a specified maximum size of aggregate (MSA) of 19 mm (0.75 in.). Petrography 

studies identified the coarse aggregate as an oolitic limestone (Naus, 2009), and 

investigations by Moreadith and Pages (1983) and  Performance Improvement 
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International (2010) into the properties of the containment concrete found the aggregate 

to be gap graded with high levels of soft particles and high porosity. Air entrainer was 

specified for 3 to 6% total air content by volume (Gilbert Associates, 1971), and ASTM 

C494 Type D water-reducing and retarding admixture was added to all structural concrete 

(Gilbert Associates, 1968). Progress Energy (2009) showed that the majority of the 

concrete pours for the CR3 PCC walls were 3 m (10 ft) high and nominally 6 m (20 ft) 

long. Details of the material properties of the CR3 PCC concrete are discussed in Section 

2.3.1. 

2.2 Post-Tensioned Concrete Containment Delaminations 

Aside from CR3, reports of delaminations at two other PCCs have been 

identified: Turkey Point 3 in Homestead, Florida, and Kaiga Atomic Power Project Unit 

1 in Kaiga, India. 

2.2.1 Turkey Point 3 Dome Delamination 

On June 17, 1970, approximately three months after the completion of concrete 

placement, delamination of the dome of the Turkey Point PCC was identified after 

concrete cracking and leakage of grease from the tendon ducts were noticed during the 

tensioning process for the 165 dome tendons, of which 110 had been completed 

according to the Containment Dome Report (1970). The report describes comparative 

studies of the properties of the Turkey Point 3 concrete and concrete constituents to those 

of four unidentified PCCs, noting that all properties were comparable except for the 

lower splitting tensile strength of the Turkey Point 3 concrete. The average result of eight 

direct tension tests, each conducted at an age of 31 days or more, was 352 psi, which the 

report stated was expectedly lower than the tensile strength determined by the splitting 

tensile strength test. In five of the eight direct tension tests, it was estimated that at least 

90% of the aggregate fractured rather than separating from the hardened cement paste. 
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The maximum calculated radial tensile stress in the dome was 91.5 psi—

approximately 25% of the measured direct tensile strength—adjacent to the outermost 

tendon ducts, leading to the conclusion that tensile stresses did not cause the 

delamination. Similarities noted between the delamination surface and the failure 

surfaces of the cylinders tested in compression contributed to the conclusion that the 

delamination resulted from large compression forces along the tendons. Unbalanced 

tendon loads were identified as a contributing factor. 

Like the coarse aggregate used in the CR3 PCC, the aggregate used in the PCC of 

Turkey Point 3 was obtained from oolitic limestone in Florida. The results of 

petrographic analysis of the concrete noted no deficiencies in the concrete or aggregate. 

2.2.2 Kaiga 1 Dome Delamination 

Basu et al. (2001) reported that on May 13, 1994, the dome of the inner 

containment of Kaiga 1 delaminated and partially collapsed after tensioning 

approximately 1/3 of the dome tendons. Unlike U.S. PCCs, the concrete containment 

structure did not have a steel liner; the collapse may not have occurred if a stiffened steel 

liner was used. Loud sounds were heard for approximately 7 to 8 minutes during the 

event, which was attributed to radial tension and membrane compression in regions of 

low net concrete thickness due to overlapping tendon ducts. 

2.2.3 Crystal River 3 Dome Delamination 

In addition to the previously mentioned delaminations, a delamination of the CR3 

dome was identified on April 14, 1976, when workers were unable to fasten anchors to 

the exterior of the dome (Moreadith and Pages, 1983; Naus, 2009). Though the 

delamination was identified approximately two years after the placement of the dome 

concrete and one year after the completion of post-tensioning, construction records 

showed that a loud noise, apparently from the containment building, occurred on 
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December 4, 1974, prior to completion of the post-tensioning (Naus, 2009). Since visual 

inspection of the structure identified no damage, neither the engineer nor the NRC was 

made aware of the event (Naus, 2009), but the noted noise and vibrations may have been 

caused by the dome delamination that was later identified. Investigation of the 

delamination concluded that radial tension and biaxial membrane compression in 

concrete with lower-than-expected tensile strength resulted in the cracking (Moreadith 

and Pages, 1983) . The delaminated concrete was replaced and radial reinforcement was 

grouted into the concrete beneath the delamination to tie the new and substrate concrete 

together. 

2.2.4 Crystal River 3 Bay 34 Delamination 

On September 26, 2009, CR3 was shut down for a scheduled refueling outage, 

during which the steam generators were to be replaced as part of a power uprate 

(Performance Improvement International, 2010). In order to replace the steam generators, 

a rectangular opening 7.6 m (25 ft) wide by 8.2 m (27 ft) high was to be created in the 

PCC wall in bay 34, i.e., the bay between buttresses #3 and #4, as shown in Figure 2.4. 

The opening was approximately 40 feet above the equipment hatch and was horizontally 

centered in the bay. 
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Note: Horizontal dimensions are approximate due to unfolding of curved surface 

Figure 2.4: Diagram of unfolded elevation showing the SGR opening location 

Steam generator replacement (SGR) procedures were not discussed in the Code 

(ASME, 1995), and, therefore, no standardized process existed. All of the previous 34 

SGR projects at U.S. NPPs had been completed successfully by either Bechtel or The 

Steam Generating Team (SGT), and at least 13 of those projects involved cutting into the 

containment, with the remainder using the equipment hatch (Penn, 2011). For the CR3 

SGR, Progress Energy chose to self-manage the project and hired multiple companies 

with no experience at NPPs with their assigned tasks. 

On September 30, 2009, hydrodemolition of the SGR opening area began, and on 

October 2, 2009, a delamination was identified approximately 9 to 10 in. beneath the 

concrete surface, generally in the vertical plane of the hoop tendon ducts (Performance 

Improvement International, 2010). According to the U.S. Nuclear Regulatory 

Commission (2011b), the steel liner and the inner 32 in. of concrete appeared to be 

unaffected by the delamination. Figure 2.5 shows a photograph of the delamination, and 
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Figure 2.6 shows a photograph of bay 34 of CR3 with an overlay indicating the extent of 

the delamination as determined by NDE work, core drilling, and fiberscope examination. 

 

Figure 2.5: Photograph of delamination after removal of concrete for SGR opening 

(Performance Improvement International, 2010) 
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Figure 2.6: Photograph of bay 34 with overlay indicating the extent of the delamination 

(Performance Improvement International, 2010) 

A photograph taken during the hydrodemolition demonstration on September 30 

revealed that a crack was present between two exposed hoop tendons (Performance 

Improvement International, 2010). The volume of concrete removed at that time was only 

about 0.5% of the total volume of concrete to be removed for the SGR opening, 

indicating that the concrete removal was probably not the primary cause of the 

delamination. 

Post-delamination analysis, discussed more thoroughly in Section 2.3, concluded 

that a root cause of the delamination was the sequence and scope of the detensioning 

process, which developed large stresses at the interface between tensioned and 

detensioned tendons (Performance Improvement International, 2010). Furthermore, the 

root-cause analysis indicated that the tendon stresses, radial stresses, design for 
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concentration factors, concrete strength properties, and aggregate properties contributed 

to the delamination. 

Similar to the CR3 dome repair, the selected repair approach for the delaminated 

wall involved replacing the delaminated concrete and grouting radial reinforcement into 

the concrete behind the delamination to tie the new and substrate concrete together. 

However, prior to removing the delaminated concrete, additional hoop and vertical 

tendons were detensioned (Wheeler, 2011), and all tendons were to be retensioned after 

placement of the repair concrete. 

2.2.5 Crystal River 3 Bay 56 and Bay 12 Delaminations 

After replacing the delaminated concrete in bay 34 of the CR3 PCC, a sudden 

delamination occurred in bay 56 following retensioning pass 100 of 112 on March 14, 

2011 (Wheeler,2011; Hill, 2012a). Though retensioning and other work was stopped 

following this event, bay 12 delaminated approximately four months later in July 2011 

(Hill, 2012b). Figure 2.7 shows the orientation of the affected bays. According to Howard 

Hill, a CR3 consultant that was not at the containment when the delaminations occurred, 

field personnel reported that both of these delaminations were clearly indicated by sudden 

loud noise and building vibrations (Hill, 2012a, 2012b). In order to decrease the stress 

concentrations in the concrete surrounding the hoop tendon ducts, the forces in the 

vertical tendons were decreased by 25% from the original anchor load, and no problems 

have been identified since. 
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Note: Delaminations are not drawn to scae 

Figure 2.7: Plan diagram showing locations and date of occurrence or identification of 

CR3 wall delaminations 

Previously scheduled to resume operation in April 2011, the plant never reopened 

and bays 12 and 56 remain delaminated (Wheeler, 2011). With cost estimates ranging 

from $1.49 billion to $3.49 billion and estimated project durations ranging from 31 to 96 

months (Carr, 2012), the owners announced on February 5, 2013, that the reactor would 

be permanently shut down rather than pursuing repairs (Penn, 2013). 

2.3 Investigation of Crystal River 3 Bay 34 Delamination 

Following the identification of the CR3 bay 34 delamination in 2009, impulse-

response scans were conducted on each of the bays to determine the extent of the 

delamination. Figure 2.8 shows the delaminated region as identified by impulse-response 

testing and confirmed by core bores. Multiple iterations of concrete mix designs were 

used for the CR3 PCC, but by estimating the area of the delaminated region from the 

diagram, it was approximated that 85-90% of the delamination occurred in a portion of 

the CR3 PCC in which mix design DM-5-Mod was used. This mix design is shown in 

Table 2.2. 
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Figure 2.8: Diagram (Progress Energy, 2009) of delaminated region of CR3 PCC with 

outline of portion of bay in which mix design DM-5-Mod was used as indicated by 

Performance Improvement International (2010) 

Table 2.2: Primary concrete mix design (saturated-surface dry) used in delaminated 

region of CR3 PCC (Performance Improvement International, 2010) 

Material 

Measure per unit concrete volume 

Weight 

(lb/yd3) 

Mass 

(kg/m3) 

Water 276 164 

Cement 682 405 

Coarse aggregate 1800 1068 

Fine aggregate 1100 653 

 
Volume 

(fl. oz./yd3) 

Volume 

(mL/m3) 

Water reducer/retarder 21.0 812 

Air entrainer 4.7 182 



27 

2.3.1 Concrete Material Properties 

The material properties of the CR3 PCC concrete were determined by testing 

standard-cured cylinder specimens prepared during original concrete placement and cores 

taken from the PCC after the delamination was identified in 2009. 

2.3.1.1 Compressive Strength 

Sets of 150-by-300-mm (6-by-12-in.) cylinders were prepared from each batch of 

concrete and standard-cured in accordance with ASTM C31-69 (1969) to be tested for 

acceptance and quality control. Based on tests of pairs of these cylinders, the average 

compressive strength of the concrete at 7, 28, and 90 days was 31.6, 41.6, and 46.6 MPa 

(4,581, 6,029, and 6,756 psi), respectively, with 64 cylinders reported for both 7 and 28 

days and 63 cylinders reported for 90 days (Performance Improvement International, 

2010). 

Post-delamination cores were tested to evaluate the mechanical properties of the 

concrete when the delamination was identified, approximately 36 years after concrete 

placement. The diameter of the tested cores was 102 mm (4 in.), and since no ACI 

214.4R-03 correction factors were applied, the lengths of the cores were likely between 

178 and 213 mm (7 and 8.4 in.) to conform with the 1.75-to-2.1 range of length-to-

diameter ratio (L/D) values permitted by ASTM C42-04 (2004). 

The average compressive strength fc of all cores was 50.9 MPa (7,385 psi), well 

above the design strength of 34.5 MPa (5000 psi). The average compressive strength 

reported for 18 core specimens taken from regions of the PCC with concrete mix design 

DM-5-Mod was 53.1 MPa (7707 psi) with a standard deviation of 4.4 MPa (634 psi). 

This average strength is slightly higher than that of all cores. 
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2.3.1.2 Tensile Strength 

The average splitting tensile strength ftsp measured for all cores was 4.14 MPa 

(600 psi), well above the allowable tensile stress of 1.5 MPa (212 psi) determined via Eq. 

2.1 (Performance Improvement International, 2010). The average splitting tensile 

strength reported for 10 core specimens taken from regions of the PCC with concrete mix 

design DM-5-Mod was 4.1 MPa (594 psi) with a standard deviation of 0.4 MPa (59 psi). 

This average splitting tensile strength is slightly less than that of all cores. 

Several empirical relationships between compressive strength and splitting tensile 

strength have been proposed. ACI 318-08 (2008) provides Eq. 2.2 based on tests of 28-

day specimens conducted by Hanson (1961). For the average compressive strength of all 

cores, Eq. 2.2 gives a splitting tensile strength of 4.0 MPa (580 psi), slightly lower than 

the value measured for the cores. For the cores from the regions with concrete mix DM-

5-Mod, Eq. 2.2 gives a splitting tensile strength of 4.1 MPa (588 psi), matching the value 

measured for the cores. 

Performance Improvement International (2010) stated that the best fit was 

obtained using the relationship given in Eq. 2.3, which was provided by the Comité Euro-

International du Béton/International Federation for Prestressing (CEB/FIP) and gives a 

splitting tensile strength of 4.14 MPa (600 psi) for all cores, matching the measured 

value. For the cores from the regions with concrete mix DM-5-Mod, Eq. 2.3 gives a 

splitting tensile strength of 4.2 MPa (624 psi), slightly higher than the measured value. 

The good fit of the values measured on the cores with the empirical relationships suggests 

that the tensile strength of the CR3 PCC was not particularly deficient. 

 

 
𝑓𝑡𝑠𝑝 = 0.56√𝑓𝑐

′ [MPa]

𝑓𝑡𝑠𝑝 = 6.7√𝑓𝑐
′ [psi]

 Eq. 2.2 

 

 
𝑓𝑡𝑠𝑝 = 0.3(𝑓𝑐

′)
2
3 [MPa]

𝑓𝑡𝑠𝑝 = 1.6(𝑓𝑐
′)

2
3 [psi]

 Eq. 2.3 
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Where, 

 ftsp =   splitting tensile strength, MPa or psi 

 f’c =   specified compressive strength, MPa or psi 

 

The average direct tensile strength ft of all tested core specimens was 3.12 MPa 

(453 psi), and the average value for 3 core specimens taken from a region of the PCC 

with concrete mix design DM-5-Mod was 3.15 MPa (457 psi) (Performance 

Improvement International, 2010). In both cases, the direct tensile strengths are 

approximately 75% of the corresponding splitting tensile strengths. Per Neville (2011), 

direct tensile strength tends to be about 89 to 95% of the splitting tensile strength; the 

lower direct tensile strength of the cores was attributed to the soft and highly porous 

aggregate, to which the direct tensile strength is more sensitive (Performance 

Improvement International, 2010). However, the average measured direct tensile strength 

of cores from bay 34 was approximately 10% lower than that of cores from an adjacent 

bay and bay 61 (Performance Improvement International, 2010). The 10% decrease in 

tensile strength matches the 10% standard deviation for the entire population of 

measurements. 

ACI 224.2R-92 (1997) and ACI 209R-92 (2008) provide the empirical 

relationship amongst unit weight, compressive strength, and direct tensile strength shown 

in Eq. 2.4. The average unit weight of the cores was 2515 kg/m3 (157 lb/ft3) 

(Performance Improvement International, 2010), so Eq. 2.4 yields a direct tensile strength 

of 2.53 MPa (358 psi) for all cores. The lowest direct tensile strength measured on the 

cores was 2.4 MPa (350 psi) (Performance Improvement International, 2010), slightly 

less than the value from the empirical relationship, but the average core values were well 

above the empirical relationship. This suggests that the measured tensile strength of the 

PCC concrete was satisfactory, but the lower values in bay 34 indicate that the bay may 

have been more susceptible to cracking. 

 



30 

 
𝑓𝑡 = 0.0069√𝑤𝑐𝑓𝑐

′ [MPa]

𝑓𝑡 = 0.33√𝑤𝑐𝑓𝑐
′ [psi]

 Eq. 2.4 

 Where, 

  ft =   direct tensile strength, MPa or psi 

  wc =   unit weight of concrete, kg/m3 or lb/yd3 

  f’c =   compressive strength of concrete, MPa or psi 

2.3.1.3 Modulus of Elasticity and Poisson’s Ratio 

The average modulus of elasticity Ec of 22 tested cores was 23.8 GPa (3,450 ksi), 

but the average Poisson’s ratio ν for all tested cores was not available from Performance 

Improvement International (2010). The average modulus of elasticity of 12 core 

specimens taken from a region of bay 61 (opposite bay 34) with concrete mix design 

DM-5-Mod was 24.7 GPa (3,579 ksi) with a standard deviation of 2.1 GPa (302 ksi), and 

the average Poisson’s ratio of the 12 cores was 0.18 with a standard deviation of 0.02. An 

average modulus of elasticity of 26.9 GPa (3,900 ksi) and Poisson’s ratio of 0.24 were 

reported for cores from an area of the SGR opening for which concrete mix design DM-

5-Mod was used, but the number of specimens included in the average was not identified. 

ACI 318-08 (2008) provides Eq. 2.5 for calculating the modulus of elasticity from 

the compressive strength and unit weight of the concrete. With an average unit weight of 

2515 kg/m3 (157 lb/ft3), Eq. 2.5 predicts a modulus of elasticity of 38.7 GPa (5,579 ksi) 

for all cores and 39.8 GPa (5,700 ksi) for cores taken from regions of the PCC with 

concrete mix design DM-5-Mod. The measured values of modulus of elasticity are 

approximately 62% of the corresponding estimated values, whereas ACI 318 states that 

measured values are typically within 80 to 120% of the estimated values. ACI 318 notes 

that the modulus of elasticity of the aggregate influences the modulus of elasticity of the 

concrete, and Performance Improvement International (2010) stated that the weak 

aggregate would have a greater effect on the modulus of elasticity than the compressive 

strength, potentially contributing to the relatively low modulus of elasticity values for the 

concrete. 
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𝐸𝑐 = 0.043𝑤𝑐

1.5√𝑓𝑐
′ [MPa]

𝐸𝑐 = 33𝑤𝑐
1.5√𝑓𝑐

′ [psi]
 Eq. 2.5 

 Where, 

  Ec =   modulus of elasticity of concrete, MPa or psi 

  wc =   unit weight of concrete, kg/m3 or lb/yd3 

  f’c =   compressive strength of concrete, MPa or psi 

 

Based on a unit weight of approximately 2230 kg/m3 (144 lb/ft3), Eq. 2.6 is 

provided by ACI 318-08 as a simplification of Eq. 2.5 for normalweight concrete. Since 

the assumed unit weight is lower than that of the cores, this relationship predicts lower 

values for modulus of elasticity: 33.5 GPa (4,898 ksi) for all cores and 34.2 GPa (5,004 

ksi) for cores taken from regions of the PCC with concrete mix design DM-5-Mod. 

Therefore, the measured values are approximately 72% of the corresponding estimated 

values using Eq. 2.6, still lower than would be expected. 

 

 
𝐸𝑐 = 4700√𝑓𝑐

′ [MPa]

𝐸𝑐 = 57,000√𝑓𝑐
′ [psi]

 Eq. 2.6 

 

2.3.1.4 Properties Related to Thermal Strains 

The coefficient of thermal expansion of the CR3 PCC concrete was determined to 

be 11.7 με/°C (6.5 με/°F), and thermal conductivity values of 1.73 W/m∙K (1.00 

Btu/hr∙ft∙°F) and 43 W/m∙K (25 Btu/hr∙ft2∙°F) were identified for concrete and steel, 

respectively (Performance Improvement International, 2010). However the sources of 

these values was not available in the report. Additionally, 0.75 was used as a conservative 

estimate of the degree of restraint Kr for mid-thickness concrete in regions of the bays 

away from the buttresses (Performance Improvement International, 2010). 

2.3.2 Air Content 

The final specifications (Gilbert Associates, 1971) for the CR3 concrete required 

that all structural concrete contain entrained air for a total air content of 3 to 6% by 
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volume. The air-entraining admixture used for the concrete was Darex AEA, and its 

producer, W. R. Grace, states that typical Darex AEA dosages range from 30 to 200 

mL/100 kg (0.5 to 3 fl. oz./100 lb) of cement (2007). Mix design DM-5-Mod called for 

an addition rate of 35 mL/100 kg (0.53 fl. oz./100 lb) of cement, but pour cards for that 

region indicate that the AEA dosage was increased to 44 mL/100 kg (0.68 fl. oz./100 lb) 

of cement (Performance Improvement International, 2010). 

Concrete pour data (Performance Improvement International, 2010) available for 

most of bay 34 and bay 61 includes air content measurements of the freshly mixed 

concrete, though the procedure for determining the air content was not identified. 

Gravimetric (ASTM C138), volumetric (ASTM C173), and pressure (ASTM C231) 

methods for measuring air content of freshly mixed concrete may provide different 

results depending on aggregate density, and the measured air content may differ from that 

of the hardened concrete due to factors including the methods of placement and 

consolidation. For the six available measurements from pours in the region of the 

delamination, the average air content was 3.30% with a standard deviation of 0.27 

percentage points. When also considering 14 measurements from pours with the same 

mix design in bay 61, the average air content was 3.45% with a standard deviation of 

0.31 percentage points. 

Following the delamination detected in 2009, Wilson (2009a) performed 

petrographic analysis in accordance with ASTM C856-04 (2004) on half of two cores 

from the delaminated region and half of a core from a region that had not delaminated. 

According to a later report (Wilson, 2009b), one of the core halves from the delaminated 

region measured 95 mm (3.75 in.) in diameter and 178 to 203 mm (7 to 8 in.) in length; 

the dimensions of the other specimens were not indicated. The air content was estimated 

to be approximately 2 to 3%, but the method used to determine the air content and the 

samples to which the estimate applied were not stated. Noting some clustering of air 

voids around the some of the coarse aggregate and areas lacking entrained air, the air-



33 

void system was described as somewhat uneven. Later analysis by Wilson (2009b), using 

the modified point count method from ASTM C457-08d, determined an air content of 

3.1% for the core half from the delaminated region with the previously stated dimensions. 

Brown (2009) performed petrographic analysis in accordance with ASTM C856-

04 (2004) on a saw-cut core from the delaminated region. The entrained and total air 

content were estimated to be 1 to 2% and 2 to 4%, respectively, though the methods used 

to determine these values were not stated. Some large voids measuring 4 to 10 mm (0.16 

to 0.4 in.) were identified, and the void distribution was characterized as moderately non-

uniform. The specimen measured 95 mm (3.75 in.) in diameter and 197 mm (7.75 in.) in 

length, and Wilson (2009a) suggests that the specimen analyzed by Brown may have 

been the other half of one of core halves analyzed by Wilson. 

Following the CR3 dome delamination detected in 1976, Erlin (1976) performed 

petrographic analysis of a concrete fragment from the delaminated region. The fragment 

measured approximately 127 mm (5 in.) in length with a maximum thickness of 19 mm 

(0.75 in.). No estimation of the entrained air content was provided, but the total air 

content was estimated to be 5.5%, and the air-void system was deemed to be effective for 

preventing freeze-thaw damage. The method used to determine the air content was not 

identified, sample preparation was not described, and whether the petrographic 

examination was done in accordance with ASTM C856 was not stated. 

Though still within the specified range, the 5.5% air content identified by Erlin is 

notably higher than that measured in the concrete in the region of the wall delamination. 

The mix design reported to have been used for the dome called for an air-entraining 

admixture dosage of 39 mL/100 kg (0.60 fl. oz./100 lb) of cement, which is less than the 

dosage used in the region of the wall delamination. Records of air content measurements 

of the fresh concrete for the dome were not found, but 11 measurements for pours at the 

top of bay 61, where the same mix design was reported to have been used, had an average 
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air content of 3.33% with a standard deviation of 0.20 percentage points. These statistics 

closely match those for the concrete used in the region of the delamination. 

 The higher air content measured by Erlin may be due to changes in the 

mix design used for the dome or to different methods of measuring the air content. Also, 

as discussed in a literature review by Du and Folliard (2005), differences in mixing, 

pumping, vibration, and consolidation can result in changes in air content and the air-void 

system for otherwise identical concrete mixes. 

2.3.3 Discussion on Delaminations 

Based on the root-cause analysis of the CR3 bay 34 delamination identified in 

2009, Progress Energy concluded that the delamination occurred during the detensioning 

process in preparation for creating the SGR opening (U.S. Nuclear Regulatory 

Commission, 2011b), and Roger Hannah, NRC Region II Sr. Public Affairs Officer, has 

stated that there were no indications of the delamination prior to the scheduled refueling 

outage (Wheeler, 2011). However, the Kaiga dome delamination and the CR3 bay 56 and 

bay 12 delaminations were clearly indicated by noise and building vibrations, and a 

similar report of structural agitation prior to the completion of tensioning the CR3 dome 

may correspond to the dome delamination that was later identified. In contrast, there have 

been no such reports attributed to the bay 34 delamination, and it was not until several 

inches of the PCC concrete had been removed for the SGR opening that any unusual 

conditions were noticed (Performance Improvement International, 2010). If the onset of 

the bay 34 delamination lacked the salience of the other CR3 delaminations, it seems 

plausible that the bay 34 delamination may have developed differently, and it is possible 

that the delamination may have been present prior to the detensioning process or that the 

detensioning process may have exacerbated an existing degradation. Since the onset of 

the bay 34 delamination lacked the salience of the other CR3 delaminations, the present 

work investigated the hypothesis that the bay 34 delamination developed differently and 
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considered the possibility that the delamination may have been present prior to the 

detensioning process or that the detensioning process may have exacerbated an existing 

degradation. 

If the bay 34 delamination was present prior to any work to create the SGR 

opening, similar cracks may be undetected in other PCCs. Tests of the CR3 concrete have 

indicated lower-than-average tensile strength in bay 34 that likely contributed to the 

delamination, but extended reactor operations may subject other containments to long-

term degradations that could cause similar reductions in concrete strength. Therefore, the 

following section provides a review of these degradation mechanisms in relation to PCCs 

for determination of their potential contribution to the development of delaminations. 

2.4 Mechanisms of Degradation of Post-Tensioned Concrete Containments 

Many of the problems experienced at U.S. NPPs have been due to poor detailing, 

construction, or quality control and were detected either during construction or early in 

the life of the containment. These incidences include containment dome delaminations at 

Turkey Point 3 and Crystal River 3 (Sections 2.2.1 and 2.2.3, respectively); extensive 

voids beneath prestressing bearing plates at Calvert Cliffs 1 and 2; anchor head failures at 

Bellefonte, Byron, and Farley Units 1 and 2; and excessive honeycombing and air voids 

in Marble Hill Units 1 and 2 (Naus, 1986). In each of these cases, the affected concrete 

regions were replaced and additional precautions were taken to avoid reoccurrences. 

After some initial problems early in the life of many reactors, most were able to 

continue operation for decades without major problems arising. However, as the 

structures continue to age, there is increasing likelihood of long-term degradation 

becoming a critical factor for operation. The following sections provide a review of the 

literature on potential mechanisms of degradation in PCCs. Mass concrete effects and 

methods of monitoring PCCs for degradation are also reviewed. 
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2.4.1 Concrete Drying Shrinkage and Creep 

The loss of water from concrete and the subsequent decrease in volume is defined 

as concrete drying shrinkage. When restraint to shrinkage is provided by reinforcement or 

other parts of the structure, the resulting tensile stresses in the concrete can cause 

cracking that can increase the ability of other mechanisms of degradation to penetrate and 

affect the concrete (Naus, 2007). In a report by Krauss (1994) including a survey of 

American NPPs, the most common cause of concrete cracking was drying shrinkage, 

with nearly half of the responding plants reporting such cracking. However, this report 

did not specify which concrete elements were affected and whether they were part of the 

safety-related structure. Shah and Hookham (1998) suggested that the reported cases 

were not part of the containment structure since there had been no significant damage 

reports due to concrete shrinkage. Drying shrinkage usually occurs early in the life of a 

concrete structure, and since the newest reactor in the U.S. began operation in 1996, it is 

unlikely that shrinkage will result in significant damage in the future (Krauss, 1994; U.S. 

Energy Information Administration, 2010). However, the leaktight steel liner on the 

interior surface of concrete containment buildings results in substantial water retention in 

the thick concrete walls, so extended durations of drying shrinkage may occur. 

Creep is the gradual deformation of a material resulting from long-term stresses. 

In PCCs, the continuous compressive force in the concrete generated by the prestressing 

tendons contributes to creep, but containment building measurements have typically 

shown that creep has been limited to within the predicted values. No cases of excessive 

shrinkage or creep have been identified at U.S. NPPs, but even slight reductions in the 

concrete volume can decrease the prestressing force throughout the containment, 

potentially impairing its structural capacity (Shah and Hookham, 1998). 
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2.4.2 Stress Relaxation 

A controlling factor in the design of PCCs is the ability of the prestressing system 

to maintain compressive concrete stresses at high internal pressures that are possible 

during critical accident scenarios. Thus, monitoring prestress losses is important for long-

term operation of NPPs. Regulatory Guide 1.35.1 by the U.S. Nuclear Regulatory 

Commission (1990a) recommends and describes the calculation of graphical tolerance 

bands for prestress losses so that prestress forces measured during inspections can be 

compared with predicted values. Depending on the design and the properties of the 

materials, stress relaxation of the tendons can account for as much as 60% of the 

predicted loss. 

In U.S. PCC construction, sufficient time is typically provided between the 

casting of concrete and the prestressing of tendons to allow a significant percentage of the 

assumed long-term shrinkage to occur (U.S. Nuclear Regulatory Commission, 1990a). 

For example, the post-tensioning of the CR3 PCC was completed at least one full year 

after the containment walls were completed. This helps reduce the extent of prestressing 

losses, and losses due to stress relaxation in U.S. PCCs have typically been within the 

anticipated range described in RG 1.35.1 (Shah and Hookham, 1998). However, cases of 

substantial prestressing losses attributed to unexpectedly high levels of prestressing steel 

relaxation have occurred. Ashar et al. (1994b) reported that, at one PCC, the prestressing 

forces in many hoop tendons 3 years after initial tensioning were found to be lower than 

the values expected to occur 40 years after tensioning. In addition to stress relaxation, 

cited causes included improperly calibrated jacks, concrete creep, and poor quality 

control during tensioning. At presumably the same plant, similarly low forces due to 

excessive stress relaxation were measured in the vertical tendons 13 years after initial 

tensioning. Other cases of excessive prestress losses after 20 to 25 years have been 

identified, but the ability to retension unbonded tendons reduces the long-term severity of 

these losses (Shah and Hookham, 1998). 
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2.4.3 Thermal Loading 

The effects of elevated temperatures and freeze-thaw cycles on hardened concrete 

have been studied for nuclear containments and are presented in the following sections. 

Mass concrete thermal effects, which have not been as thoroughly documented for 

nuclear containments, are discussed in Section 2.4.8. 

2.4.3.1 Elevated Temperatures 

Because the basic function of a nuclear reactor is to generate heat, nuclear 

containments may be exposed to considerable thermal loads. If severe enough, the 

increase in temperature can reduce the strength of the steel in the containment and cause 

cracking and spalling of the concrete, especially if the thermal load is cycled. High 

temperatures are particularly detrimental to prestressing tendons because the heat can 

alter the microstructural formations created during the heat-treating process, preventing 

them from regaining their initial strength, even after cooling (Naus, 2007). The thick 

walls of concrete containment buildings provide a high thermal inertia that slows the 

progression of heat through the section depth. Even at temperature conditions 

characteristic of a fire, the concrete may keep the steel temperatures low enough to delay 

the loss of strength. However, if the temperature increases too quickly, the concrete could 

spall and expose the conventional reinforcement. 

For long-duration temperature exposures in containments, ACI 349-06 (2007) 

specifies a maximum concrete surface temperature of 66 °C (150 °F), but local 

temperature exposures are permitted up to 93 °C (200 °F). For short-term events, such as 

accidents, a maximum concrete surface temperature of 177 °C (350 °F) is specified, but 

local areas are permitted to reach 343 °C (650 °F). After such exposure conditions, 

however, the structure is to be examined for serviceability defects according to ACI 

349.1R-07 (2007).  
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Tests by Hanson et al. (1987) have indicated that the highest temperatures 

expected to occur in a concrete containment building, approximately 177° to 204 °C 

(350° to 400 °F), have minimal effects on the ultimate pressure capacity of the structure. 

According to Hessheimer and Dameron (2006), the pressure capacity would only be 

reduced if temperatures near 370° to 427 °C (700° to 800 °F) were maintained in the 

concrete long enough to heat up the reinforcement or prestressing tendons. Even though 

containment buildings at older plants may experience higher local temperatures because 

the penetrations for piping are not cooled, there have been no reports of significant 

damage due to thermal loads (Shah and Hookham, 1998). 

Analysis by Anderson (2007) of data collected at Swedish PCCs similar to those 

in the U.S. indicates that there may be a strong relationship between the temperature 

increase at the beginning of reactor operation and the rate of prestressing loss in the 

tendons. Data from lift-off tests conducted during in-service inspections are shown in 

Figure 2.9. The apparent increase in force between some data points occurs because the 

measured tendons are selected randomly for each in-service inspection. Therefore, this 

figure is primarily effective for identifying trends and comparing the general behavior of 

the containments. While the other reactors shown in the figure began operation 4-5 years 

after prestressing, the Ringhals 2 reactor began operation about 1 year after prestressing 

and has the only containment showing noticeably greater losses than the controls for both 

vertical and horizontal tendons. Because higher temperatures increase shrinkage, creep, 

and relaxation, it was proposed that the earlier operation of Ringhals 2, accompanied by 

the temperature increase from approximately 20 °C (68 °F) to about 30 to 45 °C (86 to 

113 °F), was the primary contribution to the greater prestress losses. 



40 

 

Figure 2.9: Remaining prestressing force from lift-off tests normalized by initial 

prestressing force. Each point represents the average of all values obtained at the 

containment at the corresponding inspection. Horizontal (left) and vertical tendons (right) 

(Anderson, 2007). 

At the Forsmark 1 reactor (included in Figure 2.9), Glötzl gauges were installed 

during construction at the ends of some of the prestressing tendons. Shown on a 

logarithmic timescale (Figure 2.10), the data from these gauges shows a noticeable 

increase in the rate of prestress loss that coincides with the beginning of reactor operation 

about 5 years after initial tensioning. This behavior has not been investigated at other 

PCCs, so its implications are uncertain. 

 

Figure 2.10: Remaining force from gauges normalized by initial force (logarithmic 

timescale) (Anderson, 2007). 
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2.4.3.2 Freeze-Thaw Cycling 

If highly saturated concrete has insufficient entrained air in the cement paste or 

has highly porous aggregates, freeze-thaw cycles can result in internal expansion and 

eventual cracking, scaling, or disintegration of the concrete (Mather, 1979; Naus, 2007). 

The low water-cement ratio and the air-entraining admixtures typically used in 

containment buildings minimize the potential for damage from freeze-thaw cycles by 

forming small, closely spaced voids in the concrete that permit the release of hydraulic 

pressure during freezing (Mehta and Monteiro, 2006). In the proper climate, however, 

external surfaces that accumulate moisture could still be susceptible. A large area of the 

dome of one U.S. containment building spalled due to substantial freeze-thaw damage, 

requiring the replacement of concrete up to 230 mm (9 in.) deep in certain areas (IAEA, 

1998; Naus et al., 1998; Shah and Hookham, 1998). 

2.4.4 Carbonation 

Carbonation is the process in which calcium hydroxide and carbon dioxide react 

to form calcium carbonate (calcite) and water (Chang and Chen, 2005). This reaction 

alters the concrete microstructure and decreases the porosity, but the resulting decrease in 

the alkalinity of the concrete is typically of most concern. The pH of the pore solution of 

non-carbonated concrete normally ranges between 12.5 and 13.5, which creates a passive 

layer protecting steel reinforcement from corrosion (Saetta et al., 1993). The pH 

decreases to approximately 8.3 in fully carbonated concrete, making the reinforcement 

vulnerable to corrosion. 

Carbonation typically progresses slowly in quality concrete, estimated at a rate of 

about 1 mm (0.04 in.) per year, but the rate is a function of the humidity and concrete 

porosity (Naus, 2007). The most likely location of carbonation in NPPs is at the surfaces 

of concrete inside the containment building, where the low humidity and high 

temperature are favorable conditions for carbonation. Since the interior surfaces of 
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concrete containment buildings are lined with steel, this is not a likely source of 

degradation for PCCs. 

As a result of the decreased porosity, carbonated concrete has higher compressive 

strength and modulus of elasticity than non-carbonated concrete (Chang and Chen, 2005). 

However, carbonation is usually limited to a thin layer of the surface zone, so the 

resulting changes in mechanical properties are negligible for the thick walls of PCCs 

(Naus, 2007). 

Through petrographic analysis of three cores from the CR3 PCC, Wilson (2009a) 

measured a carbonation depth of 6.4 to 12.7 mm (0.25 to 0.50 in.) from the exterior 

surface. In similar analysis, Brown (2009) measured a carbonation depth of 4.1 to 5.1 mm 

(0.16 to 0.20 in.) from the outer surface. This extent of carbonation after 35 years has 

negligible mechanical impact on the 1.07-m-thick (42-in.-thick) PCC wall and is still 

approximately 44.5 mm (1.75 in.) from the steel reinforcement. In both studies, 

negligible carbonation was identified on the fractured core surfaces from the 

delamination. 

2.4.5 Steel Corrosion 

2.4.5.1 Corrosion of Conventional Reinforcement 

Amongst the potential mechanisms of degradation of conventional reinforcement, 

corrosion is identified as the most detrimental to the durability of NPP concrete structures 

(Naus, 2007). Corrosion causes metallic iron to react and produce ferric oxide (rust), 

resulting in an increased volume that can cause cracking and spalling. This process 

reduces the cross-sectional area, and therefore capacity, of the steel and reduces the 

ductility and composite action of reinforced concrete. General corrosion occurs uniformly 

along the affected element, whereas pitting corrosion is localized, decreasing the cross-

sectional area in isolated regions while leaving most of the element unaffected. Corrosion 
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cannot occur without the presence of both water and oxygen, and the alkaline nature of 

concrete protects the steel by causing the formation of a passive iron oxide film on the 

reinforcement. Though corrosion is not stopped by the passive layer, the rate of corrosion 

in the presence of the film is negligible: 0.1 µm (4 × 10-5 in.) per year according to ACI 

222R-01 (2001). 

Steel in reinforced concrete becomes vulnerable to corrosion when depassivation 

occurs by carbonation or chloride diffusion. A concrete pH value of 9.5 is considered to 

be the threshold for corrosion, but the interaction of carbonation and chloride diffusion 

can result in depassivation at higher pH values and lower chloride concentrations (Naus, 

2007). The low permeability of concrete containment buildings delays the onset of 

corrosion, which could take about 100 years with carbonation, after which visible 

concrete damage could take another 5 to 20 years to occur (Shah and Hookham, 1998). 

2.4.5.2 Corrosion of Prestressed Tendons 

The protection of the prestressing tendons used in PCCs is important because the 

high-strength steels used to fabricate the tendons are more susceptible to corrosion than 

plain carbon steels (Ashar and Naus, 1983). Furthermore, the use of small-diameter wires 

stressed to approximately 70% of their GUTS increases the susceptibility to corrosion. In 

prestressed containments with bonded tendons, the portland cement grout injected into 

the ducts protects the tendons from corrosion. Similarly, the tendons of unbonded 

structures are protected by the microcrystalline wax (petrolatum) or grease in the ducts. 

In addition to providing corrosion protection, the grease decreases the friction factor by 

about 50 percent, enabling the use of longer tendons and requiring fewer anchorage 

points on the structure (Ashar et al., 1994a). Also, the unbonded tendons can be relaxed, 

inspected for corrosion, and re-tensioned or replaced. 

In some plants with shallow-domed PCCs, pitting corrosion has been detected 

near the bottom anchors of the vertical tendons (Shah and Hookham, 1998). The problem 
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has been attributed to the buildup of rain water on the dome and top of the ring girder due 

to clogged drains. The water eventually seeps through the top anchor and settles at the 

bottom of the tendon. Corrosion was detected in some of the vertical tendons of the 

secondary shield wall at Oconee 2 and 3, and in addition to replacing the tendons, the 

bottom grease caps were redesigned to allow water drainage (Naus, 1986). 

In the reactor vessel at Fort St. Vrain, corrosion of prestressing wires was caused 

by the presence of acids formed by microbial attack on the anticorrosion grease (Naus, 

1986). The corrosion was detected during regular tendon surveillance, and most of the 

corrosion was found near the top anchors of the vertical tendons. After stopping the 

degradation by filling the ducts with inert nitrogen, it was determined that the vessel still 

had sufficient capacity for operation. 

At one plant, corrosion was identified on some grease can and bearing plate 

surfaces of the prestressing system, but no tendon corrosion was noted (Gregor and 

Hookham, 1993). At Zion Unit 2, pitting corrosion developed on the prestressing wires 

prior to installation due to improper storage and handling on the site (Naus, 1986). 

The results of finite element analyses of a typical U.S. PCC with prestressing 

losses caused by tendon corrosion, anchor corrosion, and other forms of degradation 

suggest that the containment building capacity in a loss of coolant accident is negligibly 

affected by the corrosion of vertical tendons (Smith, 2001), matching the results of a 

separate 1:4-scale mock-up experiment (discussed in more detail in Section 2.5.3) 

(Hessheimer, 2003). It was suggested, however, that the vertical tendons may be critical 

for the integrity of the structure in other loading conditions that were not analyzed. The 

greatest capacity losses in the finite element analysis were caused by the failure of mid-

height hoop tendons due to corrosion. However, assumptions were made in the finite 

element model that could have impacted the results: the friction in the vertical tendons 

was neglected, the possibility of other forms of degradation in the non-corroded tendons 

was ignored, and the hoop tendons were modeled as bonded tendons though only two 
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U.S. PCCs have bonded tendons. In the tests on the 1:4-scale mock-up, the losses due to 

wobble friction in the vertical tendons were greater than expected (Hessheimer, 2003), 

indicating that the absence of friction in the finite element model may have affected the 

results more than expected. 

Due to the redundancy in the design of U.S. PCCs, the loss of individual tendons 

due to corrosion is typically not a concern; many tendons would need to fail before a 

decrease in capacity could be identified (Shah and Hookham, 1998). Corrosion of the 

tendon ducts could contribute to cracking in the plane of the post-tensioning, but the 

ducts and tendons that were removed for the SGR opening at CR3 showed no signs of 

corrosion (Performance Improvement International, 2010), and chloride profiles of the 

PCC indicated that no significant chloride ingress had occurred. 

2.4.5.3 Corrosion of Steel Liner 

The steel liner and its anchorages in the containment wall are also susceptible to 

corrosion, particularly by chlorides in the concrete. Since the liners are often less than 13 

mm (0.5 in.) thick, there is very little tolerance for material loss. Because through-

thickness corrosion prevents the liner from establishing a leaktight boundary, corrosion is 

seen as the primary threat to the long-term performance of steel liners in PCCs (Naus et 

al., 1996). Containment liners typically receive a protective coating on the exposed inner 

surface, but the surface in contact with the concrete is usually left untreated and therefore 

vulnerable to corrosion that is difficult to detect until substantial degradation has occurred 

(Shah and Hookham, 1998). 

A study conducted between 1999 and 2009 identified four cases of through-

thickness liner corrosion in reinforced concrete containments due to foreign objects 

embedded in the concrete (Dunn et al., 2011; Petti et al., 2011). The embedded objects 

were items from the construction of the containment: a worker’s glove, the handle of a 

wire brush, and pieces of wood (Figure 2.11). During an outage for a steam generator 
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replacement at one of these plants, corrosion was also found on the outer surface of a 

liner following hydrodemolition of the concrete. Embedded wood was found in the 

containments of four other reactors, but no apparent corrosion had developed. Since each 

of the through-thickness corrosion cases were observed many years after the affected 

reactors began operation and there is currently no efficient means of detecting the 

embedded objects, it is likely that similar incidences of liner corrosion will occur in other 

containments as well. 

An earlier survey received three reports of corrosion of structural steel and 

containment liners, though no clarification was given as to whether the structural steel or 

the liner was affected in each case. In multiple French 900-MW reactor containments, 

pitting corrosion was observed at the bottom of the 6.3-mm-thick (0.25-in.-thick) steel 

liners at the interface with the lower floor (Nucleonics Week, 1991). As this degradation 

was consistent within the series of reactors, it was attributed to poor detailing around the 

affected area. 

Braverman (1992) reported that at least one U.S. NPP has an impressed current 

cathodic protection system connected to the prestressing system, rebars, and steel liner, 

preventing corrosion of these elements by supplying a current that reduces the net anodic 

current. At least two U.S. NPPs have foundation piles connected to a similar system for 

corrosion protection. 
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Figure 2.11: Embedded wood found in containment concrete at Beaver Valley Unit 1 

after removal of corroded liner (Dunn et al., 2011). 

2.4.6 Alkali-Aggregate Reactions 

The predominant mechanism of degradation amongst the alkali-aggregate 

reactions is the alkali-silica reaction (ASR), in which alkalis and hydroxyls in the 

portland cement react with certain siliceous components of the aggregate in the presence 

of moisture to form a calcium alkali-silicate gel (Naus, 2007). This gel absorbs water and 

expands, resulting in cracking. Because exposure to water is necessary for the gel 

expansion, the damage is often seen in parts of structures below grade in areas with a 

high water table, so below-grade portions of containment buildings may be susceptible 

(Shah and Hookham, 1998). Similar expansion and cracking result from the alkali-

carbonate reaction (ACR), but no gel is formed. 

Before the first U.S. containment buildings were constructed, ASTM tests were 

available to identify aggregates likely to cause ASR: ASTM C227-50 Test for Potential 

Alkali Reactivity of Cement-Aggregate Combinations, a lengthy mortar bar expansion 

test; ASTM C289-52 Test for Potential Reactivity of Aggregates (Chemical Method), a 

rapid chemical test; and ASTM C295-56 Practice for Petrographic Examination of 

Aggregates for Concrete (Frohnsdorff et al., 1978; Shah and Hookham , 1998). By 
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avoiding the use of reactive aggregates, containment buildings resistant to ASR were 

constructed. However, field observations and laboratory testing by Stark (1980) showed 

deficiencies in the earlier ASTM tests for reactive aggregates, so ASR-induced 

degradation is still a potential hindrance to long-term durability. Additionally, higher 

alkali contents of current cements and the scarcity of quality aggregate sources in many 

areas of the U.S. have increased the potential for ASR to impact future containment 

structures (Naus, 2007). 

The onset of ASR-induced degradation has been observed from as early as 5 to 10 

years to as long as 40 years into the life of a structure. It was thought that because no 

occurrences of ASR had been reported at any U.S. NPPs, the majority of which have 

been in operation for more than 30 years, ASR might not be a critical factor for U.S. 

containment buildings. However, ASR-induced degradation was recently detected in 

below-grade walls of an electrical tunnel at Seabrook Station in Seabrook, New 

Hampshire, resulting in decreased compressive strength of the concrete (Roberts, 2011). 

Out of five other safety-related structures that were tested at Seabrook Station, including 

the reinforced concrete containment building, evidence of ASR was identified in four. 

The investigation into the extent of the degradation is ongoing. 

Erlin (1976) performed petrographic analysis of a concrete fragment from the 

CR3 dome delamination and did not detect the presence any reactive components or the 

alkali-silica gel. In analysis by Wilson (2009a) following the CR3 PCC delamination 

detected in 2009, localized evidence of ASR was detected in one of the two cores from 

the delaminated region, but a later report by Wilson (2009b) indicated that the amount of 

material present was too small to positively identify as ASR. Brown (2009) did not detect 

any evidence of ASR in a saw-cut core from the CR3 PCC delamination. 
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2.4.7 Sulfate Attack 

Sulfate attack occurs as a result of high concentrations of hydrated calcium 

aluminates in the cement paste reacting with dissolved sulfates present in the 

environmental moisture, though the inclusion of sources of sulfate in the concrete mix 

can also contribute (Mather, 1979). Sulfate attack may result in ettringite and gypsum 

formation in the concrete or the progressive breakdown of the cement compounds, 

resulting in loss of strength, concrete expansion, and cracking (Mehta and Monteiro, 

2006; Naus, 2007). 

The use of Type II portland cement in U.S. NPPs minimizes the likelihood of 

sulfate attack on concrete containment structures. However, even if the concentration of 

sulfates is less than the limit for Type II cement, groundwater can build up quantities of 

precipitated sulfate salts in the concrete that, when later dissolved, would be capable of 

gradually breaking down the cement compounds in the long-term (Clifton, 1991; Cohen 

and Mather, 1991). Therefore, even though damage from sulfate attack has not been 

reported at any U.S. containments, it is still cited as a major potential source of 

containment degradation.  

Petrographic analysis by Brown (2009) following the identification of the CR3 

PCC delamination in 2009 identified no signs of sulfate attack, and the low permeability 

of the concrete and the absence of sulfate sources near CR3 limit the susceptibility to 

sulfate attack (Performance Improvement International, 2010). 

2.4.8 Mass Concrete Effects 

For concrete members with large dimensions, the heat of hydration is generated 

more quickly at early ages than it is able to escape from the member, resulting in higher 

temperatures at the center of the member compared to temperatures at the surface. If the 

temperature difference is large enough, thermal stresses will cause surface cracking that 

can be detrimental to the durability of the structure. 
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Another concern regarding the temperature rise in large concrete members is the 

susceptibility to delayed ettringite formation (DEF). In this form of sulfate attack, the 

sulfate is present within the cement paste rather than in the environment. Ettringite 

decomposes at the high temperatures, releasing sulfate ions that are adsorbed by the 

calcium silicate hydrate of the cement paste (Mehta and Monteiro, 2006). Expansion and 

potential cracking result when the sulfate is later desorbed and new ettringite is formed. 

Concrete temperatures exceeding approximately 70 °C (158 °F) have been identified as 

the critical factor in the occurrence of DEF (Taylor et al., 2001; Gajda, 2007). 

2.4.8.1 Criteria and Restrictions for Mass Concrete 

Various definitions of mass concrete have been presented by professional 

organizations and state departments of transportation (DOTs). ACI Concrete 

Terminology (American Concrete Institute, 2013) defines mass concrete as “any volume 

of structural concrete in which a combination of dimensions of the member being cast, 

the boundary conditions, the characteristics of the concrete mixture, and the ambient 

conditions can lead to undesirable thermal stresses, cracking, deleterious chemical 

reactions, or reduction in the long-term strength as a result of elevated concrete 

temperature due to heat from hydration.” ACI 207.2R-07 indicates that concrete members 

with a minimum dimension of at least 460 mm (18 in.) are generally evaluated for mass 

concrete effects. For most bridge components, the Florida Department of Transportation 

(FDOT) Structures Manual (2015) requires mass concrete considerations when the 

minimum dimension of a placement is greater than 914 mm (3 ft) and the volume-to-

surface area ratio (V/SA) is greater than 305 mm (1 ft). 

ACI 301-10 specifies that the maximum concrete temperature after placement not 

exceed 70 °C (158 °F) and that the maximum temperature difference in the concrete not 

exceed 19 °C (35 °F) as measured between the center of mass of the placement and the 

center of the nearest exterior surface. Gajda and VanGeem (2002) note that project 
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specifications may limit the maximum temperature to as low as 57 °C (135 °F). The 

maximum temperature limits are generally established in consideration of DEF, which 

can occur at concrete temperatures greater than 70 °C (158 °F) (Taylor et al., 2001; 

Gajda, 2007). 

Since the cementitious materials content and admixtures influence the rate and 

extent of heat of hydration, criteria have also been established to control mix designs for 

mass concrete applications. Gajda (2007) suggested that concrete with cementitious 

materials content exceeding 355 kg/m3 (600 lb/yd3) of concrete be considered mass 

concrete, though Tia et al. (2010) note that different cement types generate different 

amounts of heat and that concrete typically releases less heat when supplementary 

cementitious materials (SCMs) are used to replace some portion of the cement (Malhotra 

and Mehta, 1996). For mass concrete applications, ACI 301-10 specifies the use of 

moderate- or low-heat hydraulic cement or the use of portland cement with Class F fly 

ash and/or slag. 

The criteria and restrictions for mass concrete amongst 18 state DOTs tabulated 

by Tia et al. (2010) vary widely: the minimum dimensions for classification as mass 

concrete ranged from 0.9 to 2.0 m (3 to 6.5 ft), and the maximum permissible placement 

temperatures, curing temperatures, and temperature differentials ranged between 18 and 

27 °C (65 and 80 °F), 71 and 85 °C (160 to 185 °F), and 15 and 28 °C (27 to 50 °F), 

respectively. 

The CR3 PCC design meets many of the previously described criteria for mass 

concrete considerations. The 1.07-m (42-in.) thickness exceeds the ACI guidelines and 

FDOT requirement for minimum cross-sectional dimension, and the V/SA for a typical 

pour was calculated in Appendix A.1 to be 351 mm (13.8 in.), exceeding the FDOT limit. 

The cement content of 405 kg/m3 (682 lb/yd3) of concrete also exceeds the guideline 

from Gajda (2007). However, analysis that was conducted following the identification of 



52 

the PCC delamination in 2009 did not thoroughly account for the effects of mass concrete 

behavior on the early-age behavior and property development of the concrete. 

2.4.8.2 Methods of Limiting Mass Concrete Effects 

Two primary criteria for reducing differential volume changes in mass concrete 

are limiting the temperature of the freshly mixed concrete and limiting the temperature 

difference that develops due to the heat of hydration. Volume change can also be reduced 

by selecting an aggregate with a lower coefficient of thermal expansion, which will result 

in a concrete with a lower coefficient of thermal expansion. 

Efforts to limit the temperature difference typically begin with trying to limit the 

heat of hydration for the concrete mix by selecting low-heat cements, such as Type IV, 

Type II, and some Type V portland cements, and using supplementary cementitious 

materials (SCMs), such as fly ash or slag, that reduce the generation of heat (Gajda, 

2007). Admixtures for reducing water content, increasing slump, delaying setting time, 

and entraining air are often used in mass concrete applications. However, none of these 

effects directly contribute to decreased concrete temperatures in large mass concrete 

placements; decreased concrete temperatures will only be attained with water-reducing 

admixtures if the cement content is also reduced.  

Without any precooling, the initial temperature of concrete when placed in the 

forms is approximately 3 to 6 °C (5 to 10 °F) higher than the ambient air temperature 

(Gajda, 2007). A unit increase or decrease of the initial concrete temperature has the 

same effect on the maximum concrete temperature after placement, so precooling the 

freshly mixed concrete is an effective way to limit the maximum temperature (Gajda, 

2007). Precooling can be applied to individual components of the concrete or the entire 

concrete mix, but water is the easiest to cool. Additionally, part of the mixing water can 

be added as ice, reducing the concrete temperature even further by consuming heat when 

changing phase from ice to water. 
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Methods of reducing the maximum temperature difference in the concrete include 

using internal cooling pipes and insulating the exposed concrete surfaces. Internal cooling 

pipes bring heat away from the concrete interior, reducing the maximum temperature and 

the temperature difference in the concrete. In contrast, insulation increases the concrete 

surface temperature by slowing the release of heat to the environment, resulting in a 

lower temperature difference in the concrete. Even without explicit insulation, wooden 

formwork can insulate the concrete and slow the loss of heat. The procedures for concrete 

curing and form removal for the CR3 PCC specified that forms be kept in place for at 

least 1 day or that a concrete compressive strength of at least 500 psi be developed prior 

to formwork removal, and the record for the uppermost region of the delamination 

indicates that the formwork was still in place 9 days after concrete placement 

(McGillivray, 1973). 

As mentioned in Section 2.1.4.2, the concrete for the CR3 PCC contains Type II 

portland cement and limerock coarse aggregate, which typically has a low coefficient of 

thermal expansion. Though an ASTM C494 Type D water-reducing and retarding 

admixture was included, the cement content was kept relatively high for a w/c of 0.41. 

Three pour cards for the concrete mix design used in most of the delaminated region of 

bay 34 indicate that ice was substituted for 12 to 19% of the total water content, whereas 

a pour card for the uppermost region of the delamination, where a different mix design 

was used, indicates that ice was substituted for 40% of the total water content 

(Performance Improvement International, 2010). The recorded range of ambient 

temperatures during concrete placement was 14 to 21 °C (58 to 70 °F), and the recorded 

range of concrete temperatures during placement was 10 to 16 °C (50 to 60 °F), below 

the specified maximum temperature of 21 °C (70 °F) (Gilbert Associates, 1968; 

Performance Improvement International, 2010). 

The concrete curing and form removal card for the uppermost region of the 

delamination indicates that the concrete was to be continuously sprinkled and ponded for 
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at least 7 days with an ambient temperature no less than 10 °C (50 °F) (McGillivray, 

1973). Though moist curing is generally beneficial for the mechanical properties of 

concrete, sprinkling the concrete with water will cool the surface, resulting in a greater 

temperature difference unless the water is heated. 

2.4.8.3 Non-Uniform Properties 

Due to the temperature gradient in mass concrete members, hydration progresses 

at different rates in different regions of the member. The concrete at the center of the 

member, subjected to higher temperatures, will have a much higher maturity at any given 

time than concrete nearer the surface, which cures at a lower temperature. All other 

factors being constant, the more mature concrete will typically have higher compressive 

strength, tensile strength, and modulus of elasticity at early ages. In a PCC, the non-

uniform modulus of elasticity through the thickness of the wall will result in a non-

uniform distribution of circumferential compressive stresses that has not been thoroughly 

investigated in the literature. The present work considers the influence that high early-age 

temperatures and non-uniform concrete property development have on the mechanical 

behavior of PCCs. 

 

2.4.9 Monitoring Prestressed Concrete Containments for Degradation 

According to the U.S. Nuclear Regulatory Commission (2011a), U.S. 

containments are required to be designed such that all of the critical areas of the 

containment can be periodically inspected and that an appropriate plan for surveillance of 

the structure can be developed. Many NPPs follow the inspection programs 

recommended by the NRC Regulatory Guides (U.S. Nuclear Regulatory Commission, 

1976, 1990a, 1990b), though different methods are accepted as long as they provide 

sufficient evidence of satisfactory integrity of NPP structures. 
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For exposed concrete surfaces, visual inspection can identify excessive levels of 

concrete shrinkage, concrete spalling, or steel corrosion. Naus et al. (1996) reports that 

ultrasonic pulse velocity measurement is a commonly used NDE technique for detecting 

subsurface cracks or voids and estimating the concrete quality. The identification of 

cracks is often the first indicator of many forms of degradation in reinforced concrete 

structures, and the type of degradation can often be determined from the characteristics of 

the cracking. Concrete core samples can be used for in-situ compressive strength testing, 

petrographic studies, and chemical analyses. These tests can provide evidence of 

chemical degradation or poor quality of the concrete. Visual examination of cores can aid 

in the detection of cracks and voids and the identification of reinforcement corrosion. 

For PCCs with unbonded tendons, Regulatory Guide 1.35 (U.S. Nuclear 

Regulatory Commission, 1976) recommends inservice inspections (ISIs) of the 

containment structure one, three, and five years after the initial structural integrity test of 

the containment and every five years thereafter. For each inspection, representative 

tendons should be randomly selected from subgroups of hoop, vertical, and dome 

tendons. Revision 2 of Regulatory Guide 1.35 states that one tendon from each group of 

the initial ISI may be kept constant for subsequent ISIs in order to develop a consistent 

history; Revision 3 (U.S. Nuclear Regulatory Commission, 1990b) encourages this 

practice. Regulatory Guide 1.35.1 (U.S. Nuclear Regulatory Commission, 1990a) states 

that the forces in the selected tendons should be measured by liftoff testing or load cells, 

and the measured changes can be compared with the predicted values to monitor prestress 

losses. 

One tendon from each of the previously identified groups should be removed and 

examined for degradation such as corrosion, and tensile tests of at least three samples 

from the removed tendon should be conducted. Extra wires were intentionally included in 

selected tendons for these tests (Steigelmann and Tan, 1969). The tendon anchorage 

assembly and surrounding concrete for the selected tendons should be visually inspected 
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for corrosion and voids. Revision 3 also suggests that the exterior surface of the 

containment be examined for areas of surface defects or grease leakage. To check for 

sheathing filler grease leakage or grease cap deformations of the vertical tendons, all of 

the bottom grease caps should be inspected. 

The sheathing filler grease from all of the sample tendons should be tested 

according to the appropriate standards for water content, reserve alkalinity, 

concentrations of water-soluble chlorides, nitrates, and sulfides. The volume of grease 

removed and replaced from any sheathing should be monitored to identify internal grease 

leakage into the containment wall. 

The inspection of steel liners typically involves visual examination of the exposed 

surface. As discussed in Section 2.3.5.3, it is difficult to identify liner corrosion that 

initiates on the concrete side of the liner, so supplemental nondestructive examination 

methods may be used in situations where specific sites of possible degradation have been 

identified (Naus et al., 1996). 

Bekowich (1968) discusses an instrumentation program for monitoring multiple 

PCCs that were being constructed in the U.S., but no results of the studies were provided, 

and no follow-up references have been identified. 

2.5 Containment Mock-Ups 

In order to appropriately design a mock-up for investigation of the mechanisms 

contributing to the CR3 PCC delamination detected in 2009, a review of the literature on 

containment mock-ups was conducted. The following sections focus on mock-ups of 

concrete containments and cover a variety of scales and test methods. 

2.5.1 Early Testing 

In the 1970s, many scale models of concrete reactor vessels were pressure tested 

to failure (Hessheimer and Dameron, 2006). Though reactor vessels have thicker walls 
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and higher internal pressures than containment buildings, these tests contributed to the 

evaluation methodology for later containment tests. 

In the 1980s, tests were conducted on small-scale steel containment mock-ups in 

the US by Horschel and Blejwas (1983) and Horschel and Clauss (1984) and in Germany 

by Krieg et al. (1984) and Goller et al. (1987) investigating the containment response to 

overpressurization. These early tests demonstrated the benefits of scale model testing for 

comparison with analytical predictions and predictions of containment response and 

failure modes, particularly the weakening influence of discontinuities at containment 

penetrations. 

2.5.2 1:6-Scale Reinforced Concrete Containment Mock-Up 

A 1:6-scale reinforced concrete mock-up was tested at Sandia National 

Laboratories in July 1987. The model included the steel liner and representative 

containment penetrations, and over 1200 strain gages, displacement transducers, and 

other sensors were installed for data collection. After initial low-pressure tests, the mock-

up was pressurized with nitrogen gas until failure, resulting in leakage through tears in 

the steel liner and cracks in the concrete (Horschel, 1992). Similar to the earlier steel 

containment mock-ups, strain concentrations near the containment penetrations resulted 

in the critical liner tear and many smaller tears along anchor studs near the penetrations. 

In a review of posttest analyses of the 1:6-scale mock-up, von Riesemann and Parks 

(1995) observed that, though strain concentrations were anticipated at the penetrations, 

the anchor studs were expected to fail before the liner tore. 

Weatherby and Clauss (1989), Lambert (1993), and Spletzer et al. (1995) 

conducted follow-up investigations of the liner and anchor stud behavior on steel-lined, 

uniaxially loaded specimens presented in Figure 2.12. The results showed that the failure 

of the studs versus the failure of the liner was controlled by the magnitude of preload 
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forces in the liner, but the simplified local mock-ups were unable to reproduce the 

behavior of the 1:6-scale mock-up of the entire containment. 

Hanson et al. (1987) conducted follow-up tests  related to the 1:6-scale 

containment mock-up by constructing full-scale mock-ups of specific regions of the 

containment where critical liner behavior had been observed or was expected, typically at 

connection and penetration details as shown in Figure 2.13. Each region was modeled as 

a flat panel, some with initial flaws, and loaded with the expected biaxial loads that 

would be experienced during overpressurization of containment building. The loads were 

applied to individual rebars and liner edges rather than the concrete. The results of these 

tests displayed the desired “leak before break” behavior for concrete containments and 

contributed to the prediction methodology for liner tearing and leakage in concrete 

containments (Hessheimer and Dameron, 2006). 

A prestressed concrete specimen and a reinforced concrete specimen from this 

series were tested and analyzed to investigate potential thermal buckling of the steel liner 

during accident conditions, during which the maximum expected surface temperatures 

are approximately 177 to 204 °C (350 to 400 °F). For both specimens, the low tensile 

capacity of the cracked concrete was unable to restrain the thermal expansion of the liner, 

so no liner buckling occurred. The results indicated that increased temperatures had little 

impact on the ultimate pressure capacity of either containment type. 
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Figure 2.12: Uniaxial specimens for strain concentration and liner tear studies 

(Hessheimer and Dameron, 2006) 
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Figure 2.13: Panel mock-ups for investigation of liner behavior at local regions of 

containment (Hessheimer and Dameron, 2006). 
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2.5.3 1:4-Scale Prestressed Concrete Containment Mock-Up (Ohi-3) 

The largest documented scale model of a full containment was the 1:4-scale 

model of the Japanese Ohi-3 PCC (Hessheimer, 2003). The containment was scaled 

uniformly to the extent possible, but rather than directly scaling individual rebars, they 

were spaced and sized to match the reinforcing ratio closely. The number and size of the 

wires in the unbonded prestressing tendons were scaled and prestressed so that the net 

anchor forces at the limit state test were representative of the expected forces after 40 

years of operation of the prototype. 

The tendons were brushed with an anti-corrosion coating rather than greased 

because of the relatively short five-year life of the model and for ease of instrumentation 

placement; more than half of the instruments were damaged during tensioning. 

Additional sensors were installed to monitor the strain, displacement, forces, 

temperatures, and pressures throughout the mock-up. Initial low-pressure testing 

confirmed the leaktightness of the containment and the calibration of the sensors, and 

then a series of increasing pressure tests were performed until sudden rupture of the 

containment at 3.63 times the design pressure. 

Pretest finite element analyses included an axisymmetric model of the entire 

structure, local models of the major penetrations, and a cylindrical model of the mid-

height region with buttresses and penetrations included (Hessheimer and Dameron, 

2006). Comparison of the results from each of the models revealed slight differences in 

the behavior depending on the detail of the model. The cylindrical model displayed 

considerable circumferential bending adjacent to each buttress, which the axisymmetric 

model could not represent. The local models of the penetrations and the cylindrical model 

also displayed notable strain concentrations at the penetrations and buttresses, another 

result that the axisymmetric model was unable to represent. 

Prior to testing the 1:4-scale mock-up, seventeen analysts were provided with the 

mock-up information and asked to independently model the behavior analytically. Luk 
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(2000) reported that the results of this round-robin analysis varied regarding the 

prediction of failure mode, global behavior near failure, and some local strains near 

penetrations (Figure 2.14). The predicted elastic response was fairly consistent amongst 

the analyses. 

 

Figure 2.14: Predictions of radial displacement at mid-height of cylinder wall vs. internal 

pressure (Luk, 2000). 

Posttest analysis showed that the axisymmetric pretest model accurately predicted 

circumferential strains and the response at the junction between the cylinder wall and the 

base, indicating that such simplified analyses can successfully be used for representation 

of global behavior during overpressure scenarios (Hessheimer and Dameron, 2006). The 

multiple phases of analysis for this 1:4-scale mock-up also provided insight regarding the 
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accuracy of various tendon modeling methods, with a contact friction surface between the 

tendons and the concrete being most preferable. When friction surfaces and friction ties 

are impractical for the analysis, an average stress, determined from friction loss 

calculations, should be uniformly used along the tendons instead (Hessheimer and 

Dameron, 2006). 

2.5.4 1:10-Scale Prestressed Concrete Containment Mock-Up (Sizewell-B) 

Similar to the 1:4-scale mock-up, the Sizewell-B 1:10-scale mock-up tested in 

1989 was also a cylindrical, hemispherical domed, biaxially prestressed containment 

(Twidale and Crowder, 1991). The tendons consisted of seven-wire strands sheathed in a 

plastic coating rather than preformed ducts, which prevented tendon sliding and resulted 

in strain gradients along the tendons. Because of the difficulty of welding and fabricating 

a 1:10-scale liner plate, a rubber bladder was used to prevent leakage during the series of 

hydrostatic pressurization tests. Four cycles up to 1.15 times the design pressure were 

followed by an ultimate pressure test. Increased uplift of the base slab was observed at 

the fourth low pressure cycle, and the ultimate pressure test was terminated with only a 

small extent of cylinder reinforcement yielding due to extensive inelastic deformation of 

the base slab. Posttest finite element analysis (Hessheimer and Dameron, 2006) with 

bonded tendons matched the observed response of the model better than analysis with 

unbonded tendons, suggesting that the tendon coating may have altered the behavior of 

the structure. Similar to the 1:4-scale analysis, axisymmetric modeling of the 1:10-scale 

mock-up was satisfactory for modeling global response but was ineffective for modeling 

local effects. 

2.5.5 Non-Uniform 1:3-Scale Mock-Up (MAEVA) 

Granger et al. (2001a, 2001b) tested a non-uniformly scaled model of the biaxially 

prestressed containment cylinder of Civaux 2 in France in 1997. The radius of the mock-
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up was 1/3 that of the Civaux 2 containment, but the thickness of the wall was maintained 

so that, in addition to mechanical behavior, accurate interpretation of thermal and 

hydraulic behavior would be possible during pressurization by air and an air-steam 

mixture. Though not evaluated in other mock-ups, the temperature loads in a containment 

were predicted to affect the pressure at which leakage begins relative to the ultimate 

pressure. Rather than modeling the dome, the unlined cylinder was enclosed by a flat 

circular base and cover with neoprene pads to allow radial motion while maintaining air-

tightness. However, this interface caused difficulties for maintaining leaktightness, and 

the final results of the experiment have not been published. 

2.5.6 Mock-Ups for Seismic Testing 

Beginning in the late 1980s, a series of seismic tests for scaled containment 

models were conducted using the large-scale shake table at the Tadotsu Engineering 

Laboratory in Japan. Nakamura et al. (1996, 1997) conducted tests on 1:10-scale curved 

segments of a biaxially prestressed concrete containment with 1:8-scale wall thickness 

and varying liner dimensions. Later tests were conducted on a biaxially prestressed 

concrete cylinder by Sasaki et al. (1999) and a reinforced concrete cylinder by Sasaki et 

al. (2001a, 2001b) at the same scales as the curved specimen. For simplicity, a large mass 

was attached to the top of the cylinders rather than constructing the dome. The goals of 

these tests were to evaluate the performance of the containment structures when subjected 

to seismic loads and to establish reference results to which analytical methods could be 

compared and improved upon. 

The curved specimens exhibited consistent behavior despite varying liner 

thicknesses, and no instances of failure or pull-out of the liner anchors were observed. 

The prestressed concrete cylinder was subjected to the extreme design earthquake motion 

and experienced no shift in natural frequency, indicating that it had maintained its 

structural integrity. Furthermore, the containment maintained leaktightness until collapse 
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at five times the extreme design earthquake motion. While subjected to nine times the 

extreme design earthquake motion, the reinforced concrete cylinder failed almost 

simultaneously in shear near the lower drywell access penetrations and in flexure at the 

bottom of the cylinder. The ability to maintain integrity at such large motions was seen as 

evidence of the conservative design of the structures. 

Though the testing of each of the models at increasing seismic motions enabled 

the observation of damage accumulation in the models, it complicated the analytical 

simulation because cumulative analysis of each motion was required. 

Okamoto et al. (1995) conducted a pressurization test on a 1:10-scale reinforced 

concrete model of a rectangular boiling-water reactor building subjected to lateral loads 

representative of seismic motion. At the design level earthquake motion, narrow, 

distributed shear cracks developed in the walls, and a small amount of air leakage, well 

within limits, was detected. As the amount of air leakage decreases with increasing wall 

thickness, the results of this test indicated that full-scale concrete nuclear power plant 

structures would be able to maintain leaktightness, even when subjected to large 

earthquakes. 

2.5.7 Representative Structural Volume Mock-Ups (PACE) 

A series of tests proposed by Electricité de France (EDF) investigated concrete 

damage evolution and its effect on the permeability of pressurized containments using 

models of representative portions of the containment walls rather than the entire 

structure. These full-scale “representative structural volumes” (RSVs) excluded local 

details such as buttresses and penetrations but included typical wall curvature, 

prestressing, and reinforcement. The finite element analyses and experimental modeling 

of these RSVs of French prestressed concrete containments were presented as alternatives 

to tests on fully modeled containments. 
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Jason et al. (2005, 2007) conducted the PACE 1300 analysis of the containment 

of a French 1300 MWe nuclear reactor. The full-scale RSV incorporates the typical 

horizontal, vertical and transverse reinforcement and typical horizontal and vertical 

prestressed tendons of the prototype containment. The boundary conditions of the 

analytical model restrained the RSV as if it were part of a global containment model, and 

the weight of the structure above the RSV was accounted for. Pressure was applied 

radially on the interior face of the RSV, and tensile stresses were applied to the top face 

to account for the uplift pressure on the dome. Mechanical degradation of the model was 

simulated, resulting in damage along the middle vertical tendon that propagated through 

the thickness and part of the height of the RSV. 

The PACE 1450 study included parallel experimental and analytical modeling of 

the containment of a French 1450 MWe nuclear reactor. Similar to the PACE 1300 

analysis, the full-scale RSV tested by Herrmann et al. (2008, 2009) contained the typical 

horizontal, vertical and transverse reinforcement of the prototype (Figure 2.15). 

Horizontal prestressing was also included, but the tendons were not grouted (all French 

containments have grouted tendons). Vertical prestressing was modeled indirectly by 

steel cushions applying uniform pressure to the top and bottom faces. A single rigid 

vertical duct was included, but no prestressing was applied through it. 

Optical fiber strain sensors and temperature sensors were embedded in the RSV, 

and eight microphones were embedded to detect the initiation of cracks. Displacement 

transducers measured the displacement of the edges of the RSV to provide information 

on the global behavior, and the force in each prestressing tendon was recorded by load 

cells. 

To accurately represent the behavior of a containment cylinder, the boundary 

conditions of the experimental setup (Figure 2.16) allowed radial displacement of the 

RSV. As pressure was applied to the inner face of the RSV, the circumferential supports 

adjusted and applied corresponding tensile forces to facilitate the desired displacements 
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at the boundaries. The setup for this experiment cost approximately 1 million Euros ($1.3 

million) and was chosen over the cost of a closed ring pressure chamber with an inner 

radius of 71’-10” (21.9 m) and thickness of 3’-11” (1.2 m) with boundary conditions that 

would enable radial displacement. 

The first three test cycles were pressurized with incrementally decreased prestress 

forces representative of an aging containment. Fourth and fifth cycles were planned for 

severe accident pressure with 60% of the initial prestressing force, with leakage detection 

provided during the fifth cycle. Internal strain measurements during the first three cycles 

matched the shape of the pressure and external force profiles. During the first two runs, 

the RSV experienced no circumferential tensile stresses, so only passive elongation 

occurred as the compressive stress decreased due to the internal pressurization. Tensile 

stresses were developed for the first time during the third cycle, and radial cracks 

developed, though none extended through the entire section and leakage detection was 

not necessary. 

Jason et al. (2010) conducted analytical modeling of the PACE 1450 experiment. 

Two models were developed to compare the behavior when the tendons were modeled by 

1D trusses and when they were modeled by explicit 3D elements for the tendons. Very 

little damage occurred during prestressing, and no further nonlinearities were developed 

until the final load step, when damage developed at the top of the model near the vertical 

tendon and propagated down the structure until heavy cracking resulted in partial 

unloading. These results suggest that rigid tendon ducts may contribute to containment 

cracking. The damage in the analysis with 1D truss elements was localized to the tendon 

area, whereas the damage in the analysis with 3D elements was more complex and 

propagated to the inner surface and one of the hoop tendons. The 1D truss modeling is 

typically used for industrial applications because of the complicated meshing and 

computation cost of explicit modeling of the tendons. 
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Figure 2.15: Rendering of an RSV with tendons and reinforcement shown Jason et al. 

(2005). 

 

Figure 2.16: Experimental setup for PACE 1450 (Herrmann et al., 2008). 

2.5.8 Discussion on Containment Mock-Ups 

The review of mock-ups in the previous sections indicates that most of the 

experimental modeling of containment buildings has focused on the leaktightness of the 

structures while subjected internal pressure loads representative of accident scenarios. 
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Understanding this behavior is important because it relates directly to the ability of a 

containment to perform one of its primary functions of preventing the release of 

radioactive materials. These tests tend to focus on the development of cracks through the 

thickness of the containment wall. However, no tests have been identified in the literature 

that examining the development of delaminations parallel to the surface of the 

containment wall. 

Due to the size of the PCCs of commercial nuclear reactors, most mock-ups are 

scale representations of the actual structures. Multiple mock-ups of entire PCCs have 

been tested, but analysis has indicated that axisymmetric models are able to 

representatively capture the global behavior of the structure, so using mock-ups of 

representative structural volumes (RSVs) is a practical approach to investigating PCC 

behavior. The feasibility of constructing full-scale RSVs versus entire containments is 

also beneficial for consideration of properties or phenomena, such as thermal effects in 

mass concrete applications, that do not scale well. 

Planar mock-ups of local regions of PCCs with initial flaws have not been post-

tensioned and have been loaded in tension to represent pressurization loads. Only the 

PACE 1450 mock-up was representatively curved and post-tensioned, but the set-up 

required for the boundary conditions increased the cost considerably relative to the 

simpler case of a post-tensioned planar specimen.  

2.6 Heat of Hydration of Cementitious Materials 

In order to model the thermal behavior of mass concrete applications, information 

about the generation of heat of hydration is needed. Due to the temperature dependence 

of the hydration reactions in cementitious materials, numerous parameters are needed to 

holistically model the time- and temperature-dependent development of heat in mass 

concrete. 
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2.6.1 Heat of Complete Hydration 

Lea (1935) investigated the relationship between the four primary cement phases 

(C3S, C2S, C3A, and C4AF) and the strength, volume change, and heat of hydration of 

cements in order to determine the extent to which the properties could be considered 

additive according to the unit contribution of the individual compounds to the property 

and the mass ratio of the corresponding compounds in terms of total cement content. 

Whereas strength and volume change were not found to exhibit clearly additive behavior, 

the additive nature of the component heats of hydration was supported. Three sets of data 

were analyzed: component heats of hydration data obtained at 3, 7, 28, 90, and 180 days 

by Woods et al. (1932), in which the clinker and cement were produced specifically for 

the investigation; component heats of hydration data obtained at 7, 28, 90, and 265 days 

by Davis et al. (1933), in which the cements were burnt under similar conditions, ground 

to the same fineness, and had the same gypsum content in order to limit the influence of 

those variables on the properties; and component heats of complete hydration determined 

by Lerch and Bogue (1934). In all three cases, the heats of hydration were determined by 

the heat of solution method addressed in ASTM C186 (2005). Lea noted that, except for 

C4AF, the component heats of hydration were roughly consistent amongst the studies. 

Lerch and Bogue (1934) found that the heats of complete hydration measured for 

the primary cement phases and free CaO, MgO, and SO3 could be used to calculate, with 

good agreement, the total heat of complete hydration of the cement according to the 

cement composition. Schindler (2004) adapted the component heats of complete 

hydration in Lerch and Bogue (1934) into Eq. 2.7 for the total heat of hydration per unit 

mass of cement. Though separate empirical equations have been developed for various 

parameters depending on the determination of cement composition according to Rietveld 

analysis in accordance with ASTM C1365 (2012) or oxide analysis and Bogue 

calculations in accordance with ASTM C150 (2011), Eq. 2.7 has been used for both 

methods in predictive software (Riding, 2007). 
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𝐻𝑐𝑒𝑚 = 500𝑝𝐶3𝑆 + 260𝑝𝐶2𝑆 + 866𝑝𝐶3𝐴 + 420𝑝𝐶4𝐴𝐹

+ 624𝑝𝑆𝑂3
+ 1186𝑝𝐹𝑟𝑒𝑒𝐶𝑎𝑂 + 850𝑝𝑀𝑔𝑂

 
Eq. 2.7 

Where, 

 Hcem =   total heat of hydration of cement at 100% hydration, J/g 

 𝑝𝐶3𝑆 =   mass ratio of C3S in terms of total cement content 

 𝑝𝐶2𝑆 =   mass ratio of C2S in terms of total cement content 

 𝑝𝐶3𝐴 =   mass ratio of C3A in terms of total cement content 

 𝑝𝐶4𝐴𝐹 =   mass ratio of C4AF in terms of total cement content 

 𝑝𝑆𝑂3
 =   mass ratio of SO3 in terms of total cement content 

 𝑝𝐹𝑟𝑒𝑒𝐶𝑎𝑂 
=   mass ratio of free CaO in terms of total cement content 

 𝑝𝑀𝑔𝑂 =   mass ratio of MgO in terms of total cement content 

 

Eq. 2.7 was extended by Schindler and Folliard (2005) to incorporate the 

influence of ground-granulated blast-furnace slag (GGBFS) and fly ash and by Riding et 

al. (2012) to incorporate the influence of silica fume, resulting in Eq. 2.8 for the total heat 

of hydration of cementitious materials at complete hydration. The CaO content of the fly 

ashes was used to account for the varying contributions of different classes (C and F) and 

sources of ashes. The ultimate cumulative heat of hydration of concrete could then be 

determined according to Eq. 2.9 based on the cementitious materials content of the 

concrete. 

 

 𝐻𝑢 = 𝐻𝑐𝑒𝑚𝑝𝑐𝑒𝑚 + 461𝑝𝑠𝑙𝑎𝑔 + 1800𝑝𝐹𝐴𝐶𝑎𝑂𝑝𝐹𝐴 + 330𝑝𝑆𝐹 Eq. 2.8 

 Where, 

  Hu =   total heat of hydration of cementitious materials at 100% 

hydration, J/g 

 𝑝𝑐𝑒𝑚 =   cement mass ratio in terms of total cementitious content 

 𝑝𝑠𝑙𝑎𝑔 =   slag mass ratio in terms of total cementitious content 

 𝑝𝐹𝐴𝐶𝑎𝑂 =   CaO mass ratio in fly ash 

 𝑝𝐹𝐴 =   fly ash mass ratio in terms of total cementitious content 

 𝑝𝑆𝐹 =   silica fume mass ratio in terms of total cementitious content 

 

 𝐻𝑇 = 𝐻𝑢𝐶𝑐 Eq. 2.9 

Where, 

 HT =   total heat of hydration of concrete at 100% hydration, J/m3 

 Cc =   cementitious materials content per unit volume of concrete, 

g/m3 
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2.6.2 Degree of Hydration 

The degree of hydration α is defined as the ratio between the amount of cement 

that has reacted and the original amount of cement, but due to difficulty in determining 

when all of the material has reacted, the degree of hydration has been approximated 

indirectly using various parameters, such as the heat of hydration, the amount of 

chemically bound water, and chemical shrinkage (van Breugel, 1997). Since the principal 

cement compounds react at different rates and release different amounts of heat per unit 

mass (Woods et al., 1932; Davis et al., 1933; Davis et al., 1934), the degree of hydration 

of cement has been evaluated according to superposition of the degree of hydration of the 

individual cement phases weighted according to mass ratio (Parrott et al., 1990). 

However, Parrott et al. (1990) measured a nearly linear relationship between the heat of 

hydration of cement and the degree of hydration, particularly for α > 0.4, for which the 

relationship was independent of the cement type. D’Aloia and Chanvillard (2002) noted 

that comparable values are obtained for degree of hydration determined by heats of the 

individual phases and heat of the cement, and van Breugel (1998) noted that, even in the 

case of blended cements, the amount of heat generated seems to be an effective parameter 

for characterizing the degree of hydration. Accordingly, Eq. 2.10 can be used to 

determine the degree of hydration as a function of the cumulative heat of hydration. 

 

 𝛼(𝑡) =
𝐻(𝑡)

𝐻𝑇
 Eq. 2.10 

Where, 

 α(t) =   degree of hydration at time t 

 H(t) =   cumulative heat of hydration at time t, J/m3 

 HT =   total heat of hydration of concrete at 100% hydration, J/m3 

2.6.3 Influence of Temperature on Hydration 

The rate of heat of hydration and, therefore, the degree of hydration α(t) and the 

cumulative heat of hydration H(t) in Eq. 2.10 are influenced by the temperature of the 

concrete at time t. The Arrhenius equation, presented in two equivalent forms in Eq. 2.11 
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(Glasstone et al., 1941), governs the temperature dependence of chemical reaction rates. 

According to the equation, the reaction rate k increases with increasing temperature T; the 

proportionality constant A and activation energy Ea can be considered constant for a 

given reaction for small to moderate temperature ranges (Glasstone et al., 1941). The 

activation energy represents the minimum energy needed for reactants to undergo a 

particular chemical reaction, and though the hydration of cementitious materials involves 

the simultaneous reactions of multiple minerals with varying reaction rates (Kada-

Benameur et al., 2000), the Arrhenius equation has been shown to apply to the hydration 

of cement with an “apparent” activation energy for the combined system of reactions 

(Schindler, 2004). Through tests over wide ranges of isothermal curing temperatures, the 

apparent activation energy of cement has been determined to be independent of 

temperature (Ma et al., 1994; Schindler, 2004). 

 

 
ln 𝑘 = ln 𝐴 −

𝐸𝑎

�̅�𝑇

𝑘 = 𝐴 exp (−
𝐸𝑎

�̅�𝑇
)

 Eq. 2.11 

 Where, 

 k =   reaction rate constant 

 A =   proportionality constant 

 Ea =   activation energy, J/mol (Btu/lbmol) 

R̅ =   universal gas constant, 8.3144 J/mol∙K (1.986 Btu/lbmol∙°R) 

 T =   temperature, K (°R) 

2.6.4 Nurse-Saul Maturity Function 

Due to the temperature dependence of the rate of hydration, identical batches of 

concrete at the same age but curing at different temperatures will have different 

maturities, which ASTM C1074 (2011) defines as “the extent of development of a 

property of a cementitious mixture.” McIntosh (1949) proposed that the relative time- 

and temperature-dependent strength development could be approximated by taking the 

product of the concrete age and the concrete temperature above a datum temperature, 
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suggested to be −1.1 °C (30 °F), but the experimental results did not support the 

effectiveness of this approach. 

Nurse (1949) also proposed a similar approach but did not incorporate a datum 

temperature and used the curing chamber temperatures rather than the concrete 

temperature for calculations. The general alignment of the relative strength development 

results according to the approach was the first indication that the effects of concrete age 

and temperature on strength development could be estimated by their product (Carino, 

2004). 

 Saul (1951) applied the same function as McIntosh but recommended a datum 

temperature of −10.5 °C (13 °F), below which strength gain would not occur. Saul 

introduced the term “maturity” to define the behavior described by the function, shown in 

Eq. 2.12, and determined that concretes with the same maturity, regardless of age and 

temperature history, had roughly equal strength. Saul noted that Eq. 2.12 was not valid 

when the concrete temperature increased too quickly: if the temperature reached 50 or 

100 °C (122 or 212 °F) within the first 2 or 6 hours, respectively, the function 

underestimated early-age strength gain, and the late-age strength was reduced. Eq. 2.12 is 

referred to as the Nurse-Saul maturity function, and the result is called the temperature-

time factor (Carino, 2004). 

 

 

𝑀(𝑡) = ∫ (𝑇𝑐 − 𝑇𝑜)𝑑𝑡
𝑡

0

𝑀(𝑡) = ∑(𝑇𝑐 − 𝑇𝑜)Δ𝑡

𝑡

0

 Eq. 2.12 

Where, 

 M(t) =   temperature-time factor at age t, °C-day or °C-hr (°F-day or °F-

hr) 

 t =   chronological age, day or hr 

 Tc =   average concrete temperature during interval, °C (°F) 

 To =   datum temperature, °C (°F) 
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Citing ACI 306R-78 Cold Weather Concreting, Carino (1984) stated that the 

traditional value for datum temperature To in North America was −10 °C (14 °F). 

However, Carino determined distinct datum temperature values appropriate for ordinary 

portland cement (OPC) concrete without admixtures in different environmental curing 

conditions: −4 °C (25 °F) for curing between 0 and 20 °C (32 and 68 °F) and 9 °C (48 °F) 

for curing between 20 and 40 °C (68 and 104 °F). ASTM C1074-11 (2011) recommends 

a datum temperature of 0 °C (32 °F) for concrete with Type I cement and without 

admixtures curing between 0 and 40 °C (32 and 104 °F). ASTM C1074 also provides a 

method of experimentally determining the datum temperature based on the strength 

development of 50-mm (2-in.) mortar cubes curing in water baths at three temperatures.  

 

2.6.5 Equivalent Age (Arrhenius) Maturity Function 

Based on the temperature history of the concrete of interest, the equivalent age 

approach converts the true curing age t of the concrete to an equivalent age te for 

isothermal curing at a reference temperature Tr. The concept is based mathematically on 

Eq. 2.13, which accounts for the different reaction rates due to the different curing 

temperatures (Carino, 1984). As shown in Eq. 2.14, the derivative of Eq. 2.13, the ratio of 

the equivalent and true time increments is equal to the ratio of the reaction rates at time t. 

This relationship is called the age conversion factor and allows the conversion of the time 

interval at concrete temperature Tc to its equivalent interval at reference temperature Tr 

(Carino, 1984). 

 

 𝑡𝑒 =  ∫
𝑘(𝑇𝑐)

𝑘(𝑇𝑟)

𝑡

0

𝑑𝑡 Eq. 2.13 

 

 
𝑑𝑡𝑒

𝑑𝑡
=

𝑘(𝑇𝑐)

𝑘(𝑇𝑟)
≡ 𝑓(𝑇𝑐) Eq. 2.14 

Where, 

 te =   equivalent age at reference temperature Tr, hr 
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 t =   chronological age, hr 

 k(Tc) =   reaction rate constant at concrete temperature Tc 

 k(Tr) =   reaction rate constant at reference temperature Tr 

 Tc =   concrete temperature, K 

 Tr =   reference temperature, K 

  f(Tc) =   age conversion factor determined at concrete temperature Tc 

 

Due to the previously described limitations of the Nurse-Saul function, other 

methods of determining concrete maturity were developed as alternatives. The use of the 

Arrhenius equation for determination of equivalent age for concrete applications was 

proposed by Hansen and Pedersen (1977) by defining the reaction rates in Eq. 2.14 

according to the Arrhenius equation (Eq. 2.11), resulting in the age conversion factor 

given in Eq. 2.15. Inserting this Arrhenius age conversion factor into Eq. 2.13 yields Eq. 

2.16 and its discretized form in Eq. 2.17, which ASTM C1074-11 (2011) provides as the 

equivalent age maturity function for use in estimating concrete strength as a function of 

temperature history. Hansen and Pedersen (1977) used 20 °C (68 °F) for the reference 

temperature Tr, but ASTM C1074-11 (2011) states that any reported reference 

temperature may be used for determining the equivalent age. Since standard curing in 

accordance with ASTM C192 (2013) is conducted at 23.0 ± 2.0 °C (73.5 ± 3.5 °F), 23 °C 

(73.5 °F) is often used as the reference temperature. 

Gajda (2007) notes that the Nurse-Saul maturity function doesn’t account for the 

acceleration of maturity at higher temperatures, typically resulting in underestimations of 

strength development at temperatures common in mass concrete applications. In contrast, 

the Arrhenius maturity function accounts for the non-linear increase in maturity at 

elevated temperatures and the material-specific temperature dependence of the concrete. 

Tank and Carino (1991) found the Arrhenius maturity function to be more accurate than 

the Nurse-Saul maturity function for modeling the temperature-dependence of concrete 

strength development with isothermal curing at 10, 23, and 40 °C (50, 73, and 104 °F). 
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 𝑓(𝑇𝑐) ≡
𝑘(𝑇𝑐)

𝑘(𝑇𝑟)
=

𝐴 exp (−
𝐸𝑎

�̅�𝑇𝑐
)

𝐴 exp (−
𝐸𝑎

�̅�𝑇𝑟
)

= exp (
𝐸𝑎

�̅�
(

1

𝑇𝑟
−

1

𝑇𝑐
)) Eq. 2.15 

 

 𝑡𝑒(𝑇𝑟) = ∫ exp (
𝐸𝑎

�̅�
(

1

𝑇𝑟
−

1

𝑇𝑐
)) 𝑑𝑡

𝑡

0

 Eq. 2.16 

 

 𝑡𝑒(𝑇𝑟) = ∑ exp (
𝐸𝑎

�̅�
(

1

𝑇𝑟
−

1

𝑇𝑐
)) Δ𝑡

𝑡

0

 Eq. 2.17 

Where, 

  te(Tr) =   equivalent age at reference curing temperature Tr, hr 

2.6.6 Three-Parameter Model for Degree of Hydration 

Hansen and Pedersen (1985) found that a three-parameter exponential function 

provided a good approximation of the cumulative heat of hydration as a function of 

equivalent age and presented Eq. 2.18 for the degree of hydration based on the relation 

given in Eq. 2.10. Pane and Hanson (2002) confirmed the accuracy of the three-parameter 

model for representing the sigmoidal progression of hydration. Figure 2.17 shows the 

influence of the three hydration parameters, αu, τ, and β, on the degree of hydration curve. 

The ultimate degree of hydration αu linearly scales the degree of hydration α; higher 

values of αu correspond to higher degrees of hydration at any equivalent age te. The 

hydration time parameter τ inversely scales the time variable of the degree of hydration; 

higher values of τ correspond to delayed acceleration of hydration and slower rates of 

hydration. The hydration shape parameter β affects the slope of the degree of hydration 

curve; higher values of β correspond to delayed, shorter time periods of more rapid 

hydration, whereas lower values of β correspond to longer periods of more gradual 

hydration. 

 

 𝛼(𝑡𝑒) = 𝛼𝑢 exp (− [
𝜏

𝑡𝑒
]

𝛽

) Eq. 2.18 

Where, 
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  α(te) =   degree of hydration at equivalent age te 

  αu =   ultimate degree of hydration 

  τ =   hydration time parameter, hr 

  te =   equivalent age, hr 

  β =   hydration shape parameter 

 

 
(a) Influence of increasing ultimate degree of hydration αu; τ = 15 hr, β = 1.0 

 

 
(b) Influence of increasing hydration time parameter τ; αu = 1.0, β = 1.0 

Figure 2.17: Influence of hydration parameters on the progression of hydration 
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(c) Influence of increasing hydration shape parameter β; αu = 1.0, τ = 15 hr 

Figure 2.17 (continued) 

2.6.7 Hydration Parameters 

The ultimate degree of hydration αu accounts for the fact that, when hydration 

ceases, the degree of hydration α is not necessarily 1. Though theoretically impossible, 

Poole et al. (2011) determined values of αu greater than 1 by curve-fitting isothermal 

calorimetry data with Eq. 2.18. The authors noted that the results were based on 

extrapolation of 44 to 100 hours of calorimetry data rather than complete hydration and 

that the degree of hydration data was determined according to Eq. 2.10 using the 

empirical relations for total heat release provided in Eq. 2.7 and Eq. 2.8. 

Noting that, even when cured in water, hardened concrete generally contains 

unhydrated cement, Mills (1966) measured the weight of chemically bound water in 

cement pastes and mortars upon the cessation of hydration to determine the ultimate 

degree of hydration, and Eq. 2.19 was developed empirically to estimate the ultimate 

degree of hydration αu as a function of w/c. According to Eq. 2.19, Mills (1966) notes 

that complete hydration is impossible for w/c < 6.25. Van Breugel (1997) acknowledges 

the improvements of Eq. 2.19 relative to alternative determinations of the ultimate degree 

of hydration but emphasizes that it does not account for the cement type or fineness, 
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noting that the ultimate degree of hydration increases with increasing fineness. Through 

multivariate regression analysis of semi-adiabatic calorimetry results for 150-by-300-mm 

(6-by-12-in.) concrete cylinders, Schindler and Folliard (2005) extended Eq. 2.19 to 

incorporate the influence of fly ash and slag on the ultimate degree of hydration, resulting 

in Eq. 2.20. 

 

 𝛼𝑢 =
1.031 ∙ 𝑤/𝑐

0.194 + 𝑤/𝑐
 Eq. 2.19 

Where, 

  αu =   ultimate degree of hydration 

  w/c =   water-to-cement ratio 

 

 𝛼𝑢 =
1.031 ∙ 𝑤/𝑐𝑚

0.194 + 𝑤/𝑐𝑚
+ 0.50𝑝𝐹𝐴 + 0.30𝑝𝑠𝑙𝑎𝑔 ≤ 1.0 Eq. 2.20 

 Where, 

  w/cm =   water-to-cementitious materials ratio 

  𝑝𝐹𝐴 =   fly ash mass ratio in terms of total cementitious content 

  𝑝𝑠𝑙𝑎𝑔 =   slag mass ratio in terms of total cementitious content 

 

Also using semi-adiabatic calorimetry of concrete cylinders, Riding et al. (2012) 

developed Eq. 2.21 by testing a wide range of ASTM C150 (2011) cement types, SCMs, 

and chemical admixtures, extending the application of Eq. 2.19 beyond the concrete 

pavement materials for which Eq. 2.20 and a comparable model by Ge (2005) were 

primarily developed. Eq. 2.21 is applicable for cement phase composition data 

determined by Rietveld analysis of cement X-ray diffraction results in accordance with 

ASTM C1365 (2012); Riding et al. (2012) also provided an analogous equation for 

cement composition data based on oxide analysis and Bogue calculations in accordance 

with ASTM C150 (2011). Fly ash, ASTM C494 (2013) Type B and D water 

reducer/retarder, and ASTM C494 (2013) Type F polycarboxylate high-range water 

reducer were found to decrease the ultimate degree of hydration; per ANOVA, the 

influences of the other tested SCMs and chemical admixtures were not warranted for 

inclusion in Eq. 2.21. 
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𝛼𝑢 =
1.031 ∙ 𝑤/𝑐𝑚 

0.194 + 𝑤/𝑐𝑚

+ exp (

− 0.297 − 9.73 ∙ 𝑝𝐶4𝐴𝐹 ∙ 𝑝𝑐𝑒𝑚

− 325 ∙ 𝑝𝑁𝑎2𝑂𝑒𝑞
∙ 𝑝𝑐𝑒𝑚

− 8.90 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂

− 331 ∙ 𝑊𝑅𝑅𝐸𝑇 − 93.8 ∙ 𝑃𝐶𝐻𝑅𝑊𝑅

) 

Eq. 2.21 

 Where, 

 w/cm = water-to-cementitious materials ratio 

 𝑝𝑐𝑒𝑚 = cement mass ratio in terms of total cementitious content 

 𝑝𝐶4𝐴𝐹 = mass ratio of C4AF in terms of total cement content 

 𝑝𝑁𝑎2𝑂𝑒𝑞
  

  = mass ratio of alkalis as Na2O equivalent in terms of total cement 

content 

 𝑝𝐹𝐴  = fly ash mass ratio in terms of total cementitious content 

 𝑝𝐹𝐴𝐶𝑎𝑂  = fly ash CaO mass ratio in terms of total fly ash content 
 WRRET  

  = ASTM C494 (2013) Type B and D water reducer/retarder, 

percent solids by mass per mass of cementitious material 
 PCHRWR  

  = ASTM C494 (2013) Type F polycarboxylate high-range water 

reducer, percent solids by mass per mass of cementitious material 

 

Eq. 2.22 and Eq. 2.23 are models for the hydration time parameter τ developed by 

Schindler and Folliard (2005) and Riding et al. (2012), respectively, and Eq. 2.24 and Eq. 

2.25 are models for the hydration shape parameter β developed by Schindler and Folliard 

(2005) and Riding et al. (2012), respectively. Eq. 2.23 and Eq. 2.25 are applicable for 

cement phase composition data determined by Rietveld analysis of cement X-ray 

diffraction results in accordance with ASTM C1365 (2012); Riding et al. (2012) also 

provided analogous equations for cement composition data based on oxide analysis and 

Bogue calculations in accordance with ASTM C150 (2011). The latter models accounts 

for a wide range of ASTM C150 (2011) cement types, SCMs, and chemical admixtures, 

however, the cement fineness was found to have insignificant effect on the parameters 

contrary to the earlier models by Schindler and Folliard. Experimentally, increasing 

dosages of WRRET were found to significantly increase τ and β while slightly reducing 

αu, and these effects were incorporated into the respective models (Riding et al., 2012). 
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𝜏 = 66.78 ∙ 𝑝𝐶3𝐴

−0.154 ∙ 𝑝𝐶3𝑆
−0.401 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒−0.804 ∙ 𝑝𝑆𝑂3

−0.758

∙ exp(2.187 ∙ 𝑝𝑠𝑙𝑎𝑔 + 9.50 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂)

 
Eq. 2.22 

 

 𝜏 = exp (

2.95 − 0.972 ∙ 𝑝𝐶3𝑆 ∙ 𝑝𝑐𝑒𝑚 + 152 ∙ 𝑝𝑁𝑎2𝑂 ∙ 𝑝𝑐𝑒𝑚

+ 1.75 ∙ 𝑝𝑠𝑙𝑎𝑔 +  4.00 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂

− 11.8 ∙ 𝐴𝐶𝐶𝐿 + 95.1 ∙ 𝑊𝑅𝑅𝐸𝑇

) Eq. 2.23 

 

 
𝛽 = 181.4 ∙ 𝑝𝐶3𝐴

0.146 ∙ 𝑝𝐶3𝑆
0.227 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒−0.535

∙ 𝑝𝑆𝑂3
0.558 ∙ exp(−0.647 ∙ 𝑝𝑠𝑙𝑎𝑔)

 
Eq. 2.24 

 

 

𝛽

= exp (
− 0.418 + 2.66 ∙ 𝑝𝐶3𝐴 ∙ 𝑝𝑐𝑒𝑚 − 0.864 ∙ 𝑝𝑠𝑙𝑎𝑔

+ 108 ∙ 𝑊𝑅𝑅𝐸𝑇 + 32.0 ∙ 𝐿𝑅𝑊𝑅 + 13.3 ∙ 𝑀𝑅𝑊𝑅 
+ 42.5 ∙ 𝑃𝐶𝐻𝑅𝑊𝑅 + 11.0 ∙ 𝑁𝐻𝑅𝑊𝑅

) 
Eq. 2.25 

 Where, 

 𝑝𝑁𝑎2𝑂 = mass ratio of Na2O in terms of total cement content 

 ACCL = ASTM C494 Type C accelerator, percent solids by mass per 

mass of cementitious material 

 Blaine = Blaine value, specific surface area of cement, m2/kg 

 LRWR = ASTM C494 (2013) Type A water reducer, percent solids by 

mass per mass of cementitious material 
 MRW

R 

= ASTM C494 (2013) Type A and F midrange water reducer, 

percent solids by mass per mass of cementitious material 
 NHRWR  

  = ASTM C494 (2013) Type F naphthalene sulfonate high-range 

water reducer, percent solids by mass per mass of cementitious 

material 

2.6.8 Determining Apparent Activation Energy 

In order to calculate the equivalent age according to Eq. 2.16 or Eq. 2.17, the 

apparent activation energy Ea of the cementitious mixture must be determined. This can 

be accomplished using the Arrhenius equation (Eq. 2.11), which can be expressed in 

slope-intercept form as shown in Eq. 2.26 as the natural logarithm of the reaction rate 

constant ln(k) varying linearly with the reciprocal of the absolute temperature 1/T with 

the slope equal to the negative of the apparent activation energy Ea divided by the 

universal gas constant R̅. The graphical presentation of ln(k) versus 1/T data is called an 

Arrhenius plot. ASTM C1074-11 (2011) provides an experimental method to determine 
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reaction rate constants k by measuring the strength development of mortar cubes curing at 

different temperatures T. Ma et al. (1994) approximated the reaction rate as the maximum 

linear slope of the acceleratory portion of the isothermal cumulative heat curve. With an 

Arrhenius plot of this data, the apparent activation energy can be calculated by dividing 

the negative of the slope of the simple linear regression by the universal gas constant R̅. 

For testing at two temperatures, say, Tc and Tr for consistency, the slope would be 

determined as shown in Eq. 2.27. 

 

 ln(𝑘) = (−
𝐸𝑎

�̅�
) (

1

𝑇
) + ln(𝐴) Eq. 2.26 

 

 [𝑀 = −
𝐸𝑎

�̅�
] =

ln(𝑘(𝑇𝑐)) − ln(𝑘(𝑇𝑟))

1
𝑇𝑐

−
1
𝑇𝑟

=
ln (

𝑘(𝑇𝑐)
𝑘(𝑇𝑟)

)

1
𝑇𝑐

−
1
𝑇𝑟

 Eq. 2.27 

Where, 

 M =   slope of the simple linear regression of the Arrhenius plot, K 

 

A modified ASTM C1074 method for determining the apparent activation energy 

was developed by Schindler (2004) using the hydration time parameter τ from the three-

parameter degree of hydration model (Eq. 2.18) and the age conversion factor (Eq. 2.14). 

In the method, isothermal calorimetry is conducted on cementitious pastes to measure the 

rate of heat release at different temperatures, and the three-parameter model is used to fit 

the experimental degree of hydration data determined using Eq. 2.7 to Eq. 2.10. Due to 

temperature fluctuations as the specimens are inserted into the calorimeter, the first hour 

of data is often discarded (Poole et al., 2007). Additionally, since the apparent activation 

energy of cement hydration has been shown to be relatively constant when the degree of 

hydration α is between 0.1 and 0.5 (Kada-Benameur et al., 2000), the isothermal 

calorimetry data used for determining the activation energy has been limited to values of 

α ≤ 0.5 (Jayapalan et al., 2014). 

Since the three-parameter model is expressed as a function of equivalent age at 

the reference curing temperature Tr, the hydration time parameter τ in the model also 



84 

corresponds to the reference curing temperature and can appropriately be labelled τr, as 

shown in Eq. 2.28 for the degree of hydration 𝛼𝑐 when curing at Tc. In consideration of 

the equivalent age maturity method, which only adjusts time t and can therefore only 

affect the hydration time parameter τ, the ultimate degree of hydration αu and the 

hydration shape parameter β are conceptually independent of the temperature for the 

same cementitious mix (Schindler, 2004). 

 

 𝛼𝑐(𝑡𝑒) = 𝛼𝑢 exp (− [
𝜏𝑟

𝑡𝑒
]

𝛽

) Eq. 2.28 

Where, 

 𝛼𝑐(𝑡𝑒) =   degree of hydration at temperature Tc at equivalent age te 

 τr =   hydration time parameter at reference temperature Tr 

 

For isothermal conditions, the age conversion factor (Eq. 2.14) no longer needs to 

be expressed incrementally with respect to time, and the age conversion factor f(Tc) for 

converting the chronological age of a mix curing at Tc to an equivalent age at Tr can be 

expressed as given in Eq. 2.29. Accordingly, the degree of hydration at temperature Tc 

can be expressed as a function of chronological age t as shown in Eq. 2.30. In order to 

incorporate, as shown in Eq. 2.31, the hydration time parameter τc determined at concrete 

temperature Tc, the hydration time parameter τc must equal the hydration time parameter 

τr divided by the age conversion factor f(Tc), as shown in Eq. 2.32. 

 

 
𝑓(𝑇𝑐) ≡

𝑘(𝑇𝑐)

𝑘(𝑇𝑟)
=

𝑡𝑒

𝑡

𝑡𝑒 = 𝑓(𝑇𝑐) ∙ 𝑡

 Eq. 2.29 

 

 𝛼𝑐(𝑡) = 𝛼𝑢 exp (− [
𝜏𝑟

𝑓(𝑇𝑐) ∙ 𝑡
]

𝛽

) Eq. 2.30 

 Where, 

 𝛼𝑐(𝑡) =   degree of hydration at temperature Tc at chronological age t 

 𝛼𝑐(𝑡) = 𝛼𝑢 exp (− [
𝜏𝑐

𝑡
]

𝛽

) Eq. 2.31 

Where, 

 τc =   hydration time parameter at concrete temperature Tc 

 



85 

 

𝜏𝑐 =
𝜏𝑟

𝑓(𝑇𝑐)

𝑓(𝑇𝑐) =
𝜏𝑟

𝜏𝑐

 Eq. 2.32 

 

From observation of Eq. 2.29 and Eq. 2.32, an inverse relationship is seen 

between the hydration time parameters τi and the reaction rates k(Ti) as expressed by the 

age conversion factor. As curing temperature Tc is increased relative to reference 

temperature Tr, the reaction rate k(Tc) increases relative to k(Tr), which increases the age 

conversion factor f(Tc) and the equivalent age te relative to the chronological age t. In 

contrast, the inversion of the hydration time parameter means that as Tc is increased 

relative to Tr, τc decreases relative to τr, conceptually indicating a reduction in the delay 

of hydration at Tc per the behavior shown in Figure 2.17b. 

As shown in Eq. 2.33, the age conversion factor f(Tc) in Eq. 2.29 and Eq. 2.32 can 

be substituted into Eq. 2.27 for the slope of the Arrhenius plot. Rearranging the τ terms 

results in Eq. 2.34, which has the form of the slope of the natural logarithm of the 

hydration time parameter ln(τ) as a function of the reciprocal of the absolute temperature 

1/T. Accordingly, the modified ASTM C1074 method uses the hydration time parameters 

τi determined at multiple temperatures Ti to develop a simple linear regression for the 

previously described function, the slope of which is multiplied by the universal gas 

constant to calculate the apparent activation energy per Eq. 2.34. 

 

 𝑀 = −
𝐸𝑎

�̅�
=

ln (
𝑘(𝑇𝑐)
𝑘(𝑇𝑟)

)

1
𝑇𝑐

−
1
𝑇𝑟

=
ln(𝑓(𝑇𝑐))

1
𝑇𝑐

−
1
𝑇𝑟

=
ln (

𝜏𝑟

𝜏𝑐
)

1
𝑇𝑐

−
1
𝑇𝑟

 Eq. 2.33 

 

 
𝐸𝑎

�̅�
=

ln (
𝜏𝑐

𝜏𝑟
)

1
𝑇𝑐

−
1
𝑇𝑟

= 𝑀′ Eq. 2.34 

 Where, 

 𝑀′ = slope of the linear regression of the natural logarithm of the 

hydration time parameter ln(τ) as a function of the reciprocal of 

the absolute temperature 1/T, K 
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Poole et al. (2007) noted that determination of the reaction rate according to the 

linear slope method by Ma et al. (1994) could be subjective due to difficulty in 

identifying the linear portion of the cumulative heat evolution curve for certain 

cementitious mixes. The modeled results of the modified ASTM C1074 method were 

found to be comparable to those of an incremental method that applies the linear slope 

method incrementally over a selected time period, and the modified ASTM C1074 

method was deemed more methodical than the linear or incremental methods.  

For cementitious mixtures containing inert nanoparticles, Jayapalan et al. (2014) 

measured greater apparent activation energy values using the linear slope method than the 

modified ASTM C1074 method, but the measured trend of increasing apparent activation 

energy values with increasing nanoparticle dosage was similar for both methods. 

2.6.9 Influence of Activation Energy on Rate of Hydration 

According to the Arrhenius equation (Eq. 2.11), the activation energy determines 

the temperature sensitivity of the hydration reaction (Schindler, 2004). However, the 

qualitative relationship between the activation energy and the temperature sensitivity of 

the reaction rate is not often addressed. Carino (1984) and Jayapalan et al. (2014) stated 

that increasing activation energy increases the temperature sensitivity of the reaction rate, 

and this behavior is confirmed by the increased temperature sensitivity of age conversion 

factor (Eq. 2.15) for higher values of activation energy, as shown in Figure 2.18. This 

influence of the activation energy on the conversion age factor was described by Carino 

(1984) and Carino (2004). Since the age conversion factor is defined by the ratio of the 

reaction rates at different temperatures, an increase in the age conversion factor with 

increasing activation energy indicates greater relative variation of the reaction rate with 

respect to temperature. The Arrhenius plot in Figure 2.19a illustrates the temperature 

sensitivity of the reaction rate: the greater the magnitude of the slope and, therefore, 
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activation energy, the greater the relative temperature sensitivity of the reaction rate. 

However, by plotting the natural logarithm of the reaction rates ln(k), proportional rather 

than absolute behavior is illustrated. In contrast, Figure 2.19b shows the same data 

without taking the natural logarithm of the reaction rates, and the rates are seen to vary 

over a narrower absolute range as the activation energy increases. This suggests that 

greater values of activation energy reduce the absolute temperature sensitivity of the 

reaction rate. 

Figure 2.19 also shows that, at all temperatures, increased activation energies 

correspond to reduced reaction rates, which can be understood from observation of the 

Arrhenius equation (Eq. 2.11). Therefore, increasing activation energy decreases the 

magnitude and absolute temperature sensitivity of the reaction rate but increases the 

relative temperature sensitivity of the reaction rate. Since the relative reaction rates are 

utilized in the age conversion factor and the determination of equivalent age, the relative 

behavior is of greater interest in the present study. In practice, greater absolute 

temperature sensitivity may be observed for higher values of activation energy due to 

change in the proportionality constant A, which is not used in maturity methods and 

therefore is typically not addressed in terms of influence. 
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Figure 2.18: Influence of activation energy on age conversion factor; Tr = 23 °C (73.4 

°F); 1 kJ/mol = 429.9 Btu/lbmol 

 
(a) Arrhenius plot for 250-to-400-K temperature range 
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(b) Natural logarithm of reaction rate as function of reciprocal of temperature 

Figure 2.19: Influence of activation energy on reaction rate constant; A = 450 

2.6.10 Literature Values for Apparent Activation Energy 

Literature values for the apparent activation energy of cementitious systems vary 

widely. Carino (2004) presented literature values of apparent activation energy ranging 

from 41 to 47 kJ/mol (18,000 to 20,000 Btu/lbmol) for various types of cement pastes, 

mortar, and concrete tested via strength or heat of hydration. With the addition of 50 and 

70% GGBFS to cement paste, values of 49 and 56 kJ/mol (21,000 and 24,000 Btu/lbmol), 

respectively, were reported. Carino and Tank (1992) tested concrete cylinders and 

obtained a value of 38.7 kJ/mol (16,600 Btu/lbmol) for concrete w/c values of 0.45 and 

0.6 with Type I cement and a retarding admixture. Ma et al. (1994) measured an 

experimental apparent activation energy of 39.0 kJ/mol (16,800 Btu/lbmol) for portland 

cement and values of 26.7, 30.4, and 49.3 kJ/mol (11,500, 13,000, and 21,200 Btu/lbmol) 

for blended cements with fly ash, silica fume, and slag, respectively. 

Due to the dependence of apparent activation energy on various parameters, 

numerous models have been proposed for estimating apparent activation energy. Hansen 

and Pedersen (1977) recommended the apparent activation energy model shown in Eq. 
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2.35 for use with the equivalent age maturity method based on compressive strengths of 

concrete specimens cured at temperatures ranging between -10 and 80 °C (14 and 176 

°F). Jonasson et al. (1995) recommended the model shown in Eq. 2.36 for use with 

Standard Swedish cements. Both of these models indicate that, for the values that are 

influenced by temperature, the apparent activation energy decreases with increasing 

temperature, but other contributing factors such as the composition and fineness of the 

cementitious materials are not considered. 

 

 𝐸𝑎(𝑇𝑐) = {
33,500 if 𝑇𝐶 ≥ 20 °C 

33,500 + 1470(20 − 𝑇𝑐) if 𝑇𝐶 < 20 °C
 Eq. 2.35 

 

 𝐸𝑎(𝑇𝑐) = 44,066 (
30

10 + 𝑇𝑐
)

0.45

 Eq. 2.36 

Where, 

 Ea(Tc) =   apparent activation energy at concrete temperature Tc, J/mol 

 Tc =   concrete temperature, °C 

 

Through multivariate regression analysis of isothermal calorimetry results for 

various cement pastes, Schindler (2004) developed Eq. 2.37, which accounts for cement 

composition and fineness, and proposed the apparent activation energy modification 

factor presented in Eq. 2.38 based on the previously mentioned experimental apparent 

activation energy values reported by Ma et al. (1994) for blended cements with Class F 

fly ash and GGBFS. 

 

 𝐸𝑎 = 22,100 ∙ 𝑝𝐶3𝐴
0.30 ∙ 𝑝𝐶4𝐴𝐹

0.25 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒0.35 Eq. 2.37 

 Where, 

  pi =   mass ratio of i-th compound in terms of total cement content 

  Blaine =   Blaine value, specific surface area of cement, m2/kg 

 

 𝑓𝐸 = 1 − 1.05𝑝𝐹𝐴(1 − 2.5𝑝𝐹𝐴𝐶𝑎𝑂) + 0.40𝑝𝑠𝑙𝑎𝑔 Eq. 2.38 

 Where, 

  fE =   apparent activation energy modification factor 

  𝑝𝐹𝐴 =   fly ash mass ratio in terms of total cementitious content 

  𝑝𝐹𝐴𝐶𝑎𝑂 =   fly ash CaO mass ratio in terms of total fly ash content 

  𝑝𝑠𝑙𝑎𝑔 =   slag mass ratio in terms of total cementitious content 
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Riding et al. (2011) extended the approach utilized in Schindler (2004) to pastes 

with various cement types, SCMs, and chemical admixtures. Through multivariate 

regression analysis of the experimental data, Eq. 2.39 was developed for the apparent 

activation energy of cementitious systems as a function of the cement chemistry, SCMs, 

and chemical admixtures. Eq. 2.39 is applicable for cement phase composition data 

determined by Rietveld analysis of cement X-ray diffraction results in accordance with 

ASTM C1365 (2012); Riding et al. (2012) also provided an analogous equation for 

cement composition data based on oxide analysis and Bogue calculations in accordance 

with ASTM C150 (2011). Poole et al. (2011) and Riding et al. (2012) found that air-

entraining admixtures had no effect on hydration parameters or apparent activation 

energy, whereas water-reducing and retarding admixtures were found to decrease the 

apparent activation energy. Poole et al. (2011) found that, independent of the cement 

composition, glucose-based WWRET slightly lowered the apparent activation energy and 

lignosulfonate-based WRRET significantly lowered the apparent activation energy. 

However, Riding et al. (2011) observed that the mixtures that deviated significantly from 

the model presented in Eq. 2.39 had relatively high dosages of ASTM C494 Type B and 

D low-range water-reducer/retarder or high content of GGBFS or Class C fly ash, and the 

deviation was attributed to the unique hydration behavior of the mixes containing those 

admixtures or SCMs. Riding et al. also noted that, for a given dosage, chemical 

admixtures may influence cement paste and concrete differently, so the direct 

applicability of the results to concrete mixtures may be limited. 

 

 

𝐸𝑎

= 39,200 + 1,069,000 ∙ [𝑝𝐶3𝐴 ∙ 𝑝𝑐𝑒𝑚(𝑝𝐶𝑎𝑆𝑂4∙𝑥𝐻2𝑂 + 𝑝𝐾2𝑆𝑂4
) ∙ 𝑝𝑐𝑒𝑚]

− 12.2 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒 + 12,400𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴−𝐶𝑎𝑂 + 12,000𝑝𝑠𝑙𝑎𝑔

− 53,300𝑝𝑆𝐹 − 3,020,000 ∙ 𝑊𝑅𝑅𝐸𝑇 − 343,000 ∙ 𝐴𝐶𝐶𝐿

 
Eq. 2.39 
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2.6.11 Heat Generation and Temperature Change 

When curing under adiabatic conditions, the temperature change in concrete can 

be determined according to Eq. 2.40 (Jonasson et al., 1994). According to Eq. 2.9 and Eq. 

2.10, the cumulative heat of hydration of the concrete per unit volume at time t is given 

by Eq. 2.41 such that the rate of heat generation can be expressed as shown in Eq. 2.42. 

Taking the derivative with respect to time of the three-parameter model of the degree of 

hydration as expressed in Eq. 2.30 yields Eq. 2.43, and the time- and temperature-

dependent rate of heat generation can finally be expressed as shown in Eq. 2.44. 

 

 
𝑑𝑇

𝑑𝑡
=

𝑄𝐻

𝜌𝑐𝑝
=

𝑑𝐻

𝑑𝑡
(

1

𝜌𝑐𝑝
) Eq. 2.40 

 Where, 

  T =   concrete temperature, °C 

  QH =   rate of heat generation, W/m3 

  ρ =   concrete density (unit weight), kg/m3 

  cp =   concrete specific heat capacity, J/kg∙K 

  H =   cumulative heat of hydration of concrete, J/m3 

 

 𝐻(𝑡) = 𝐻𝑢𝐶𝑐𝛼(𝑡) Eq. 2.41 

 Where, 

  Hu =   total heat of hydration of cementitious materials at 100% 

hydration, J/g 

  Cc =   cementitious materials content per unit volume of concrete, 

g/m3 

 

 𝑄𝐻 =
𝑑𝐻

𝑑𝑡
= 𝐻𝑢𝐶𝑐

𝑑𝛼

𝑑𝑡
 Eq. 2.42 

 

 

𝑑𝛼

𝑑𝑡
=

𝛼𝑢𝛽

𝑡𝑒
(

𝜏

𝑡𝑒
)

𝛽

exp (− [
𝜏

𝑡𝑒
]

𝛽

)
𝑑𝑡𝑒

𝑑𝑡

=
𝛼𝑢𝛽

𝑡𝑒
(

𝜏

𝑡𝑒
)

𝛽

exp (− [
𝜏

𝑡𝑒
]

𝛽

) exp (
𝐸𝑎

�̅�
(

1

𝑇𝑟
−

1

𝑇𝑐
)) 

Eq. 2.43 

 

 𝑄𝐻(𝑡) = 𝐻𝑢𝐶𝑐𝛼(𝑡𝑒) (
𝜏

𝑡𝑒
)

𝛽

(
𝛽

𝑡𝑒
) exp (

𝐸𝑎

�̅�
(

1

𝑇𝑟
−

1

𝑇𝑐
)) Eq. 2.44 
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2.7 Thermal Properties of Concrete 

In addition to the generation of heat due to the hydration of cementitious 

materials, the properties governing the transfer of heat through concrete and the resulting 

thermal strains are significant in mass concrete applications. The following sections 

discuss the specific heat capacity, thermal conductivity, thermal diffusivity, and 

coefficient of linear thermal expansion of concrete, including literature values and 

experimental methods of determination. 

2.7.1 Specific Heat Capacity 

The specific heat capacity c of a material is defined by ASTM E1142-14b (2014) 

as the amount of heat needed to raise the temperature of a unit mass of the material by 1 

°C (°F). In turn, the specific heat of a material is defined as the ratio of the specific heat 

capacity of the material to that of a reference material, typically water, at the same 

temperature. Because the specific heat capacity of water is 1.0 cal/g∙°C (1.0 Btu/lb∙°F), 

the specific heat capacity of a material is numerically equivalent to the dimensionless 

specific heat when expressed in units of cal/g∙°C (Btu/lb∙°F) (U.S. Army Corps of 

Engineers, 1973a). In the SI system, specific heat capacity is expressed in units of J/kg∙K, 

obtained by multiplying units of cal/g∙°C (Btu/lb∙°F) by the conversion factor 4186.8 

J/cal. The subscripts p and v are used to indicate the specific heat capacity determined at 

constant pressure (cp) or volume (cv), respectively. 

2.7.1.1 Typical Values 

The specific heat capacity values presented in Table 2.3 are representative for a 

wide range of concrete mix designs and curing conditions. Stating that the specific heat 

capacity of normalweight concrete is not significantly influenced by aggregate 

mineralogy and temperature, ACI 207.2R-07 (2007) gives a range of  840 to 1050 J/kg∙K 

(0.20 to 0.25 Btu/lb∙°F). Tatro (2006) reports a smaller range of values for normal 
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temperatures: 920 to 1000 J/kg∙K (0.22 to 0.24 Btu/lb∙°F). Tia et al. (2010) reported a 

volumetric heat capacity of 2,675,596 J/m3∙K for concrete containing Florida Ocala 

limestone aggregate; the density (unit weight) of the concrete was not provided, but 

assuming a density of 2323 kg/m3 (145 lb/ft3) yields a specific heat capacity of 1,152 

J/kg∙K (0.275 Btu/lb∙°F), within the reported 1100-to-1200-J/kg∙K (0.26-to-0.29-

Btu/lb∙°F) range and greater than most of the typical values presented in Table 2.3. 

Table 2.3: Specific heat capacity values of concrete 

Specific Heat Capacity, cp 
Reference 

J/kg∙K Btu/lb∙°F 

800–1200 0.2–0.3 Mindess et al., 2003 

837 0.200 Janna, 2000 

840–1050 0.20–0.25 ACI 207.2R-07, 2007 

880 0.21 Incropera et al., 2007 

920–1000 0.22–0.24 Tatro, 2006 

 

 

Table 2.4 presents literature values of specific heat capacity for the components of 

concrete. RILEM TC 42-CEA (1982) reported the specific heat capacity of cement and 

most aggregates is approximately 800 J/kg∙K (0.19 Btu/lb∙°F), which coincides 

reasonably with the values given in Table 2.4. The specific heat capacity of water is 

approximately 5 times that of the other components in concrete, and the U.S. Bureau of 

Reclamation (1940) determined this to be the case for a wide range of temperatures and 

aggregate types. Accordingly, the U.S. Bureau of Reclamation measured generally 

increasing values for concrete as the original water content in the mix was increased from 

4 to 8% of the concrete weight. For dry concrete, Janna (2000) reported a specific heat 

capacity of 837 J/kg∙K (0.200 Btu/lb∙°F), which is at the low end of the literature values 

listed for concrete. As shown in Figure 2.20, Osborne et al. (1939) measured the specific 

heat capacity of water to be relatively constant with respect to temperature: despite the 
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curvature, the range of specific heat capacities is only 39.5 J/kg∙K (0.009 Btu/lb∙°F), less 

than 0.1% of the values. 

Table 2.4: Specific heat capacity values of concrete components 

Material 

Specific Heat Capacity, 

cp Reference 

J/kg∙K Btu/lb∙°F 

Cement 840 0.19 Van Breugel, 1980 

Cement (CEM 

III/C 32.5) 
857 0.20 De Schutter and Taerwe, 1995 

Water 4186.8 1.00 U.S. Army Corps of Engineers, 1973a 

Limestone (Salem) 810 0.19 Incropera et al., 2007 

Sand 800 0.19 Incropera et al., 2007 

 

 

Figure 2.20: Specific heat capacity of water as a function of temperature at 1 atm 

(101.325 kPa) pressure (Osborne et al., 1939) 

Mindess et al. (2003) states that the specific heat capacities of aggregates vary 

little with mineralogy, and the U.S. Bureau of Reclamation (1940) found that values for 

concretes containing different aggregate types, each averaged from tests ranging from 10 
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to 66 °C (50 to 150 °F), varied within a narrow range of about 963 to 1030 J/kg∙K (0.230 

to 0.245 Btu/lb∙°F). Testing concrete containing Florida Ocala Limestone, Tia et al. 

(2010) measured specific heat capacity values at early ages ranging from 1100 to 1200 

J/kg∙K (0.26 to 0.29 Btu/lb∙°F). Those values were noted to be higher than examples in 

ACI 207.2R-07 (2007) of concrete containing limestone aggregate with specific heat 

capacities ranging from 925 to 1054 J/kg∙K (0.22 to 0.25 Btu/lb∙°F) at temperatures from 

10 to 66 °C (50 to 150 °F). For the same temperatures, the U.S. Bureau of Reclamation 

(1940) reported a similar range of 925 to 1100 J/kg∙K (0.221 to 0.262 Btu/lb∙°F) for the 

concrete containing limestone aggregate. Tia et al. attributed the higher specific heat 

capacity values to the distinct characteristics of the Florida Ocala Limestone relative to 

aggregate available elsewhere in the U.S. 

Increases in specific heat capacity as a function of temperature were presented in 

ACI 207.2R-07 (2007) for numerous mass concrete applications with various coarse 

aggregate types, averaging 920, 970, and 1040 J/kg∙K (0.22, 0.23, and 0.25 Btu/lb∙°F) for 

10, 38, and 66 °C (50, 100, and 150 °F), respectively. Book and Barnoff (1973) measured 

a 20% increase in specific heat capacity of uncured concrete as a result of temperature 

increasing from 24 to 78 °C (75 to 175 °F), and ACI 517.2R-80 (1980) notes that the 

higher water content before the completion of hydration appears to contribute to the rapid 

rise of specific heat capacity with temperature. Accordingly, Khan et al. (1998) measured 

increasing specific heat capacity of concrete for temperatures increasing from 30 to 70 °C 

(86 to 158 °F), but the relative increase was approximately 4.5 times greater for saturated 

concrete than oven-dried concrete, which seems unexpected considering the roughly 

constant specific heat capacity of water with respect to temperature. The U.S. Bureau of 

Reclamation (1940) reported a 20% increase in the specific heat capacity of concrete as 

the temperature increased from 10 to 66 °C (50 to 150 °F) and found the influence of 

temperature to be consistent for all concrete tested. RILEM TC 42-CEA (1982) cited 

work by Löfquist showing, at all ages, an approximately 3% increase in specific heat 
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capacity of cement paste for each 10-°C (18-°F) increase in temperature from 25 to 55 °C 

(77 to 131 °F). 

Some sources have found the specific heat capacity of cement paste and concrete 

to be constant with age. Rilem TC 42-CEA (1982) cites work by Löfquist that measured 

an insignificant decrease in specific heat capacity of cement paste from 1180 to 1160 

J/kg∙K (0.282 to 0.277 Btu/lb∙°F) from 3 to 10 days after casting. Similarly, the U.S. 

Bureau of Reclamation (1940) measured no significant change in the specific heat 

capacity of concrete between 3 and 180 days after casting.  

However, others have measured decreasing values with age. Testing concrete, 

Brown and Javaid (1970) measured a linear 23% decrease with time from 1151 to 888 

J/kg∙K (0.275 to 0.212 Btu/lb∙°F) between 6 hours and 7 days after casting. Testing 

cement pastes between 1 and 7 days after casting, De Schutter and Taerwe (1995) 

developed a linear regression of specific heat capacity as function of degree of hydration, 

roughly logarithmic with time. Accounting for aggregate content, the regression was 

converted to values for concrete, giving a 13% decrease from 1150 to 1000 J/kg∙K (0.275 

0.239 Btu/lb∙°F) with increasing hydration, and they suggested that the decrease in 

specific heat capacity was due to the conversion of water during hydration. 

Like De Schutter and Taerwe, van Breugel (1980) developed a model for specific 

heat capacity, given in Eq. 2.45, which varies as a linear function of degree of hydration. 

However, this model accounts for the temperature of the concrete and the mixture 

proportions according to the principle of superposition with respect to the relative mass 

content of each component. Schindler (2002) found the model to provide reasonable 

results for a representative mix design based on literature values for specific heat 

capacities of the components. 

 

 
𝑐𝑝 =

1

𝑚
(𝑚𝑐𝛼𝐻𝑐𝑝(𝑐𝑒𝑓) + 𝑚𝑐(1 − 𝛼𝐻)𝑐𝑝(𝑐) + 𝑚𝑎𝑐𝑝(𝑎)

+ 𝑚𝑤𝑐𝑝(𝑤)) 

Eq. 2.45 
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 Where, 

 cp = specific heat capacity of concrete, J/kg∙K 

 m = total mass of concrete mixture, kg 

 mc = mass of cement content, kg 

 ma = mass of aggregate content, kg 

 mw = mass of water content, kg 

 𝛼𝐻   degree of hydration 

 cp(cef) = fictitious specific heat capacity of hydrated cement, defined in 

Eq. 2.46,  J/kg∙K 

 cp(c) = specific heat capacity of cement, J/kg∙K 

 cp(a) = specific heat capacity of aggregate, J/kg∙K 

 cp(w) = specific heat capacity of water, J/kg∙K 

 

 𝑐𝑝(𝑐𝑒𝑓) = 8.4𝑇 + 339 Eq. 2.46 

 Where, 

 T =   temperature of concrete, ºC 

2.7.1.2 Experimental Methods 

Calorimeters are used to measure heat and temperature data for experimental 

determination of specific heat capacity (Tatro, 2006). Some methods are based on the 

conservation of energy described in the first law of thermodynamics, according to which 

an isolated system maintains constant internal energy. In such a system, when two 

substances at different temperatures are mixed, the amount of heat lost by the warmer 

substance is equal to the amount of heat gained by the cooler substance. 

In the procedure specified by CRD-C 124-73 (U.S. Army Corps of Engineers, 

1973a), a sample of dry aggregate or concrete is weighed and placed in a wire basket for 

submersion in either a hot or cold constant-temperature bath until reaching thermal 

equilibrium. Immediately after removal from the bath, the moist sample and basket are 

weighed in order to determine the mass of carry-over water transferred from the bath to 

the calorimeter. The basket and sample are then submerged in a calorimeter containing 

water at room temperature, and the temperature change of the water in the calorimeter is 

recorded at 1-minute intervals. The process is repeated for a reference specimen with 

known specific heat capacity in order to calculate, per Eq. 2.47, a water-equivalent mass 
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of the calorimeter to account for the influence of the heat gained or lost by the 

calorimeter. The mean specific heat capacity of the sample is then calculated using Eq. 

2.48. 

 

 𝑚𝑒 =
𝑐𝑟𝑒𝑓𝑚𝑟𝑒𝑓𝑇𝑟𝑒𝑓 + 𝑐𝑤𝑚𝑜𝑇𝑟𝑒𝑓 + 𝑐𝑏𝑚𝑏𝑇𝑟𝑒𝑓

𝑐𝑤𝑇𝑤
− 𝑚𝑤 Eq. 2.47 

Where, 

  me =   water-equivalent mass of calorimeter, kg (lb) 

  mref =   mass of reference specimen, kg (lb) 

  mo =   mass of carry-over water, kg (lb) 

  mb =   mass of wire basket, kg (lb) 

  mw =   mass of water in calorimeter, kg (lb) 

  cp(ref) =   specific heat capacity of reference specimen, J/kg·K (Btu/lb·°F) 

  cp(w) =   specific heat capacity of water, J/kg·K (Btu/lb·°F) 

  cp(b) =   specific heat capacity of wire basket, J/kg·K (Btu/lb·°F) 

  Tref =   temperature change of reference specimen, K (°F) 

  Tw =   maximum temperature change of water in calorimeter, K (°F) 

 

 𝑐𝑝 =
(𝑚𝑤 + 𝑚𝑒)𝑐𝑤𝑇𝑤 − (𝑚𝑜𝑐𝑤 + 𝑚𝑏𝑐𝑏)𝑇𝑠

𝑚𝑠𝑇𝑠
 Eq. 2.48 

Where, 

 cp(s)  =   mean specific heat capacity of sample, J/kg·K (Btu/lb·°F) 

  ms =   mass of reference specimen, kg(lb) 

  Ts =   temperature change of reference specimen, K (°F) 

 

De Schutter and Taerwe (1995) measured the specific heat capacity of cement 

paste using a nested two-bath calorimeter and monitoring the temperature history of the 

interior bath in response to heat inputs of known magnitude. The calorimeter was first 

calibrated without the sample by measuring the temperature increase ΔT1 due to heat 

input E1. The specimen was then submerged in the interior bath, and the temperature 

increase ΔT2 due to heat input E2 was measured. In order to account for the influence of 

the heat of hydration and the presence of a temperature spike immediately after applying 

the heat input, the linear portion of the temperature history after the heat input was 

extrapolated to the time immediately preceding the heat input for determination of ΔT2. 

The specific heat capacity of the sample was then calculated according to Eq. 2.49, which 
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is based on the change in the amount of heat required to increase the temperature due to 

the addition of the sample. 

 

 𝑐𝑝 =
1

𝑚
(

𝐸2

∆𝑇2
−

𝐸1

∆𝑇1
) Eq. 2.49 

 Where, 

  cp =   specific heat capacity of sample, J/kg·K (Btu/lb·°F) 

  m =   mass of sample, kg (lb) 

  E2 =   heat input with sample, J (Btu) 

  E1 =   heat input without sample, J (Btu) 

  ΔT2 =   temperature increase with sample, K (°F) 

  ΔT1 =   temperature increase without sample, K (°F) 

 

In contrast to the preceding methods, in which the sample is directly submerged in 

a liquid in the calorimeter, ASTM D2766-95 (2009) utilizes a sample container, allowing 

the testing of materials such as cement that would react with water. The test can be 

conducted for multiple temperatures over a range of interest in order to determine 

specific heat capacity as a function of temperature. In order to calibrate the calorimeter 

and to account for the enthalpy change in the calorimeter due to the sample container, the 

empty sample container is heated to equilibrium in a tube furnace at temperature Tf and is 

then transferred to an adiabatic calorimeter at fixed initial temperature Tc. The process is 

repeated at the same furnace and initial calorimeter temperatures with the sample in the 

container, and the enthalpy changes ΔHc and ΔHT in the calorimeter for the empty 

container and the container with the specimen, respectively, are calculated. The 

calibration and sample measurements are repeated for furnace temperatures Tf evenly 

distributed over the temperature range of interest. 

The net enthalpy change per mass of the sample ΔHs = (ΔHT − ΔHc)/m is 

calculated for each furnace temperature difference ΔT = Tf − Tc. A power function for ΔHs 

with respect to the temperature difference ΔT is obtained by curve-fitting, and 

differentiation of the power function with respect to furnace temperature Tf yields an 
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equation for specific heat capacity of the sample as a linear function of Tf over the range 

of temperatures tested. 

O’Neill (1966) presented a method of determining specific heat capacity by 

differential scanning calorimetry (DSC), in which an empty container and a test specimen 

in a container are subjected to a linear increase in temperature, and the difference in heat 

flow rate into the two containers is measured as a function of temperature. A calibration 

curve for the same temperature program is obtained by measuring the difference in heat 

flow rate into an empty container and a container with a standard specimen for which the 

specific heat capacity is known over the desired temperature range. A baseline heat flow 

rate curve is obtained for the same temperature program by testing two empty containers, 

and the calorimetric differentials between the baseline and both the test specimen and 

calibration curves equal the heat flow rates into the respective specimens. Since the heat 

flow rate into a material during a linear temperature increase is proportional to the 

instantaneous specific heat capacity of the material, the specific heat capacity of the test 

specimen can then be determined by scaling the known specific heat capacity of the 

standard specimen according to the ratio of the two calorimetric differentials. 

ASTM E1269-11 (2011) provides a standardized method for determining specific 

heat capacity via differential scanning calorimetry using a synthetic sapphire (α-

aluminum oxide) disk as the standard specimen. The recommended maximum specimen 

size is approximately 50 mg, so the method is not ideal for highly heterogeneous 

materials. If the same containers are used for the baseline measurements and the test 

specimen or standard specimen measurements, the specific heat capacity of the material 

can be calculated as a function of temperature according to Eq. 2.50. 

 

 𝑐𝑝(𝑠)(𝑇) = 𝑐𝑝(𝑠𝑡)(𝑇)
𝐷𝑠(𝑇)𝑚𝑠𝑡

𝐷𝑠𝑡(𝑇)𝑚𝑠
 Eq. 2.50 

 Where, 

 cp(s) = specific heat capacity of test specimen at temperature of interest, 

J/kg·K (Btu/lb·°F) 
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 cp(st) = specific heat capacity of sapphire standard at temperature of 

interest, J/kg·K (Btu/lb·°F) 

 Ds = calorimetric differential between test specimen and baseline heat 

flow rate curves, mW (Btu/hr) 

 Dst = calorimetric differential between sapphire standard and baseline 

heat flow rate curves, mW (Btu/hr) 

 mst = mass of sapphire standard, mg (lb) 

 ms = mass of test specimen, mg (lb) 

 

 

2.7.2 Thermal Conductivity 

Thermal conductivity λ is a measure of the rate at which heat is conducted 

through a material and is defined by Fourier’s law of heat conduction, given in one-

dimensional form in Eq. 2.51 (Carman and Nelson, 1921). Based on this relation, thermal 

conductivity is the ratio of heat flux density to the temperature gradient causing the heat 

flux or, similarly, the heat flux per unit area per unit temperature gradient (ACI207.2R-

07). In metric (SI) units, thermal conductivity is measured in W/m·K. However, in U.S. 

customary (Imperial) units, thermal conductivity is often measured in Btu∙in./hr∙ft2∙°F. 

For consistency of the units in both systems, thermal conductivity will be reported in U.S. 

customary (Imperial) units of Btu/hr∙ft∙°F, obtained by dividing values given in 

Btu∙in./hr∙ft2∙°F by 12 in./ft. 

 

 𝑞𝑥 =
𝑄𝑥

𝐴𝑥
= −𝜆

𝑑𝑇

𝑑𝑥
 Eq. 2.51 

 Where 

  qx =   heat flux density in positive x-direction, W/m2 (Btu/hr·ft2) 

  Qx =   heat flux in postive x-direction, W (Btu/hr) 

  Ax =   area of heat flux normal to x-direction, m2 (ft2) 

  λ =   thermal conductivity, W/m·K (Btu/hr∙ft∙°F) 

  T =   temperature, °C (°F) 

  x =   coordinate in three-dimensional Cartesian space, m (ft) 
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2.7.2.1 Typical Values 

At typical mass concrete temperatures and high moisture contents, ACI 207.2R-

07 (2007) reports a thermal conductivity range of 1.9 to 4.5 W/m∙K (1.1 to 2.6 

Btu/hr∙ft∙°F) for concretes containing various aggregate types. For concrete containing 

limestone aggregate, a range of 2.6 to 3.3 W/m∙K (1.5 to 1.9 Btu/hr∙ft∙°F) is given. Tatro 

(2006) reports values of 2.2 and 3.2 W/m∙K (1.25 and 1.83 Btu/hr∙ft∙°F) at normal 

temperatures for moist concrete containing limestone aggregate, and Tia et al. (2010) 

determined a value of 2.2 W/m∙K (1.25 Btu/hr∙ft∙°F) for concrete containing Florida 

limestone aggregate based on experimentally determined thermal diffusivity and specific 

heat capacity values and using Eq. 2.53 in Section 2.7.3. A thermal conductivity of 1.73 

W/m∙K (1.00 Btu/hr∙ft∙°F) was identified for the CR3 PCC concrete, but the source of the 

value was not identified, and the value is lower than the typically reported values for 

concrete (Performance Improvement International, 2010). 

As shown in Table 2.5, typical thermal conductivity values of concrete 

components are unique, and the relative proportions of these components influence the 

thermal conductivity of the concrete mix (Mindess, 2003). Kim et al. (2003) measured 

the thermal conductivity of concrete with varying mix designs and curing conditions and 

identified linear trends that would be expected from the relative thermal conductivities of 

the components. Increasing the content of aggregate, which has the highest thermal 

conductivity, resulted in a generally linear increase in concrete thermal conductivity. 

Increasing the w/c of cement paste reduced the thermal conductivity, and moist-cured 

concrete specimens had higher values than corresponding dry-cured specimens, in which 

air would replace a portion of the water volume. Accordingly, ACI 207.1R-05 (2012) 

notes that entrained air reduces thermal conductivity. Tatro (2006) also reported higher 

thermal conductivities for moist concrete, and Riding (2007) noted that mass concrete 

typically maintains a high moisture content at early ages. 
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Kim et al. also measured a slight increase in thermal conductivity as the fine 

aggregate fraction of the aggregate content was increased, and two possible causes were 

suggested: (1) the conductivity of the fine aggregate was higher than that of the coarse 

aggregate, or (2) the increased fine aggregate content resulted in a more uniform 

distribution of aggregate in the concrete. Like Kim et al., Carman and Nelson (1921) 

tested concrete with various aggregate volume ratios, but no significant difference in 

thermal conductivity was measured for the 100-to-200-°C (212-to-392-°F) test range, 

which was considered to be the more accurate set of results due to the number and 

consistency of the readings. 

Table 2.5: Thermal conductivity values of concrete components 

Material 
Thermal Conductivity, λ 

Reference 
W/m∙K Btu/hr∙ft∙°F 

Limestone 2.2–2.9 1.3–1.7 Zoldners, 1971 

Cement paste* 1.0 0.58 Bentz, 2007 

Water, 27 °C (80 °F) 0.613 0.354 Incropera et al., 2007 

Air, 27°C (80 °F),  

atmospheric pressure 
0.0263 0.0152 Incropera et al., 2007 

*Cement pastes prepared with Cement and Concrete Reference Laboratory (CCRL) 

cement proficiency sample 152 with w/c of 0.3 and 0.4. 

 

Testing at 20, 40, and 60 °C (68, 104, and 140 °F), Kim et al. (2003) measured a 

decrease in thermal conductivity with increasing temperature for concrete and cement 

paste specimens, and Zoldners (1971) reported that the thermal conductivity of rock 

typically decreases with increasing temperature. In contrast, Carman and Nelson (1921) 

identified negligible or inconsistent change in conductivity when testing different 

temperature gradients. Mindess et al. (2003) states that, for normal climatic temperatures, 

the thermal conductivity of concrete is independent of temperature. 

Carman and Nelson found the age of the concrete to have a negligible effect on 

the thermal conductivity, and they noted that the slight decrease measured at later ages 

may have been caused by reduction of the moisture content. Measuring statistically 



105 

insignificant variation in thermal conductivity of cement pastes for the tested variables, 

Bentz (2007) determined that a constant value of 1.0 W/m∙K 0.58 Btu/hr∙ft∙°F) would be 

a sufficient estimate at all degrees of hydration for cement pastes with w/c of 0.3 and 0.4 

and either saturated or sealed curing conditions. Kim et al. (2003) also found that the 

thermal conductivities of cement paste, mortar, and concrete were independent of age. 

The U.S. Bureau of Reclamation (1940) measured a gradual 4% increase in thermal 

conductivity of concrete between 3 and 180 days after casting, and van Breugel (1980) 

reported that the thermal conductivity of concrete varies within a narrow range with 

increasing hydration. However, van Breugel (1998) cited instances of significantly 

increasing and decreasing thermal conductivity with hydration. 

Brown and Javaid (1970) measured a 30% decrease from 2.176 to 1.515 W/m∙K 

(1.257 to 0.875 Btu/hr∙ft∙°F) between 6 hours and 7 days after casting, but they noted that 

heat of hydration may have influenced the results during the first 24 hours. For normal-

strength concrete, Khan et al. (1998) measured a similar 33% decrease between an initial 

value of 1.73 W/m∙K (1.00 Btu/hr∙ft∙°F) during the first 48 hours after casting and a final 

value of 1.16 W/m∙K (0.67 Btu/hr∙ft∙°F) at 28 days. They compensated for heat of 

hydration by measuring the temperature rise at the center of control specimens with no 

artificial heating. In accordance with CRD-C 44-63 (U.S. Army Corps of Engineers, 

1963) and assuming constant density, De Schutter and Taerwe (1995) calculated a 21% 

decrease in thermal conductivity of concrete as a function of degree of hydration based 

on experimentally determined trends for specific heat capacity (-13%) and thermal 

diffusivity (-9%).  

Based on the decreasing trends for thermal conductivity with increasing hydration 

in the literature, Schindler (2002) proposed Eq. 2.52, which corresponds to a linear 25% 

decrease in thermal conductivity with increasing hydration, similar to a logarithmic 

decrease in time for common cement types. Riding (2007) also used this equation for 

modeling thermal conductivity. 
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 𝜆(𝛼𝐻) = 𝜆𝑢(1.33 − 0.33𝛼𝐻) Eq. 2.52 

 Where, 

  λ =   thermal conductivity, W/m∙K (Btu/hr∙ft∙°F) 

λu =   ultimate thermal conductivity of mature concrete, W/m∙K 

(Btu/hr∙ft∙°F) 

𝛼𝐻 =   degree of hydration. 

2.7.2.2 Experimental Methods 

Thermal transmission properties, such as thermal conductivity, can be measured 

in accordance with ASTM C177-13, in which steady-state heat flux through flat slab 

specimens is measured using a guarded-hot-plate apparatus. The specimens are placed 

between constant-temperature heating and cooling plates in the apparatus, and the 

thermal conductivity is calculated using Eq. 2.51 with measurements of the cross-

sectional area of the heat flux, the heat input, the temperatures of the plates, and the 

specimen thickness. 

Whereas ASTM C177-13 allows direct determination of thermal conductivity, 

ASTM C518-10 (2010) is a comparative method that requires specimens of known 

thermal conductivity for calibration of the apparatus. Like C177, specimens are 

sandwiched between constant-temperature heating and cooling plates, but heat flux 

transducers are used to measure the heat flux through the specimen. 

CRD-C 45-65 (U.S. Army Corps of Engineers, 1965) provides a method of 

measuring the thermal conductivity of lightweight insulating concrete but is applicable to 

materials with thermal conductivities between 0.09 and 0.72 W/m∙K (0.05 and 0.42 

Btu∙/hr∙ft∙°F). The specimen, with a nominal 25-mm (1-in.) thickness, sits on a heating 

plate, and an evaporator containing boiling n-pentane serves as the cooling plate on the 

top face of the specimen. 

Carman and Nelson (1921) measured the thermal conductivity of long cylindrical 

specimens by generating heat through an electrical coil along the axis of the cylinder and 

measuring the temperature at two radial distances from the axis using embedded 
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thermocouples. They noted that 14 to 16 hours of heating were required before constant 

temperatures were obtained for taking measurements. 

In contrast to the preceding steady-state methods, in which constant temperature 

profiles are obtained and the corresponding heat flux and temperature gradient are 

measured, transient methods measure the change in temperature as a function of time due 

to the generated heat flux. Because steady-state conditions are not required, the tests can 

be completed in significantly less time.  Brown and Javaid (1970) tested curing concrete 

in a set-up similar to that described in ASTM C518-10, but the thermal conductivity 

could be determined from approximately 15 minutes of transient-state testing. Like 

Carman and Nelson, Khan et al. (1998) tested cylindrical concrete specimens with 

heating coils along the cylinder axis, but measurements were completed in less than 9 

minutes for each test. Using a commercial thermal conductivity measuring device, Kim et 

al. (2003) measured the thermal conductivity of concrete specimens within 60 seconds. 

Tatro (2006) states that thermal conductivity is usually calculated from 

experimentally determined values of thermal diffusivity and specific heat capacity 

because the latter properties are typically easier to measure than thermal conductivity, 

and CRD-C 44-63 (1963) specifies this approach for determining thermal conductivity of 

normalweight concrete. The relationship amongst these properties is discussed in Section 

2.7.3. 

2.7.3 Thermal Diffusivity 

Thermal diffusivity κ is defined by ASTM E1461-13 (2013) as the thermal 

conductivity λ divided by the volumetric heat capacity ρcp, which is the product of the 

density ρ and the specific heat capacity at constant pressure cp. This relationship for 

thermal diffusivity is given in Eq. 2.53 and indicates that thermal diffusivity measures the 

ability of a material to conduct thermal energy relative to its ability to store thermal 

energy. Per Eq. 2.53, thermal diffusivity increases as the thermal conductivity increases 
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or the volumetric heat capacity decreases, corresponding to more rapid transfer of heat or 

greater temperature change per unit heat, respectively. Therefore, larger values of thermal 

diffusivity correspond to higher rates of temperature change through the material or more 

rapid “flow” of temperature (Carman and Nelson, 1921). Accordingly, in mass concrete 

applications, larger values of thermal diffusivity would reduce the temperature 

differential in the concrete by increasing the rate at which the temperatures of the interior 

and near-surface concrete equalized. 

 

 𝜅 =
𝜆

𝜌𝑐𝑝
 Eq. 2.53 

 Where, 

  κ =   thermal diffusivity, m2/s (ft2/hr) 

  λ =   thermal conductivity, W/m∙K (Btu/hr∙ft∙°F) 

  ρ =   density, kg/m3 (lb/ft3) 

  cp =   specific heat capacity at constant pressure, J/kg∙K (Btu/lb∙°F) 

2.7.3.1 Literature Values 

Reported values of thermal diffusivity of concrete vary widely. A range of 0.6 to 

2.0 × 10-6 m2/s (0.02 to 0.08 ft2/hr) for typical concrete was given by Mindess et al. 

(2003). Much of the variation is due to the coarse aggregate type used in the concrete, 

and ACI 207.2R-07 provides a value of 1.28 × 10-6 m2/s (0.051 ft2/hr) for concrete 

containing limestone coarse aggregate. Concrete containing Florida Ocala limestone, 

which is known to have higher porosity and lower density than limestone from other 

areas of the United States (Ferraro, 2009), exhibited an 18% increase in thermal 

diffusivity from 0.70 to 0.83 × 10-6 m2/s (0.027 to 0.032 ft2/hr) when tested from 1 to 28 

days after mixing (Tia et al., 2010). 

As shown in Table 2.6, the reported variation of thermal diffusivity as a function 

of hydration has been inconsistent in the literature. The U.S. Bureau of Reclamation 

(1940) measured negligible variation in thermal diffusivity of concrete between 3 and 

180 days, with the maximum increase relative to the 3-day value being 2.0% at 60 days. 
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However, the testing would have missed changes that occurred during the first two days 

of curing. Chirdon et al. (2007) measured an 11% increase in thermal diffusivity of 

mortar during testing from 2 to 24 hours, after which the value remained consistent 

through testing up to 7 days. Similarly, Hansen et al. (1982) measured a 12% increase in 

cement paste. However, others have identified a decrease in thermal diffusivity of 

concrete with time. De Schutter and Taerwe (1995) measured a roughly linear decrease of 

about 9% as a function of degree of hydration, and Brown and Javaid (1970) measured a 

decrease of 16% from 6 hours to 7 days. Perumal (2008) measured a decrease of 32% 

between 10 and 20 hours after casting, followed by constant values through 60 hours, but 

the thermal diffusivity values are significantly lower than those reported by others, and 

no comparison with the literature was provided. 

De Schutter and Taerwe (1995) explained that the decrease in diffusivity should 

be expected due to the decrease in free water and porosity with increasing degree of 

hydration, and they noted that the thermal conductivity decreases more than specific heat 

capacity, so that with constant concrete density, as measured by the U.S. Bureau of 

Reclamation (1940) between 3 and 180 days, the diffusivity would decrease according to 

Eq. 2.53. However, Ferraro (2009) noted that the sealed specimens tested by De Schutter 

and Taerwe would be susceptible to self-desiccation, which would further decrease the 

free water and likely slow the transfer of heat in the specimens as hydration continued, 

resulting in decreased diffusivity and conductivity measurements. 
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Table 2.6: Thermal diffusivity trends (1 m2/s = 38,750 ft2/hr) 

Thermal 

Diffusivity, 𝜅 

(m2/s × 10-6) 

Change 

(%) 

Ages of 

Variation 
Description Reference 

Initial Final 

0.70 0.83 +18 1 to 28 days 
Concrete; Florida limestone 

aggregate 
Tia et al., 2010 

0.60 0.67 +11 
2 to 24 

hours 
Mortar 

Chirdon et al., 

2007 

1.22 1.11 -9 1 to 14 days 
Concrete; linear regression as 

function of degree of hydration 

De Schutter and 

Taerwe, 1995 

0.93 0.79 -16 
6 hours to 7 

days 
Concrete 

Brown and 

Javaid, 1970 

0.28 0.19 -32 
10 to 20 

hours 
Concrete Perumal, 2008 

 

2.7.3.2 Theoretical Solutions for Transient Heat Conduction 

The methods for experimentally determining the thermal diffusivity of concrete 

are based upon the theoretical solutions for transient heat conduction of a body subjected 

to a heating or cooling medium and the first-order approximations of those solutions for 

the temperature at the center of the body. For a cylindrical body with a length-to-diameter 

ratio similar to that of most standard concrete cylindrical specimens, the solution consists 

of components for longitudinal and radial heat flow. An overview of these theoretical 

solutions and approximations is provided in the following sections in order to identify the 

assumptions that are made in the selected experimental methods and as a basis for 

comparing the methods. 

2.7.3.2.1 Solution for Infinite Plane Slab 

The general partial differential equation governing heat flow in a body with no 

internal heat generation and constant thermal diffusivity is given in Eq. 2.54, known as 

the heat equation (Ingersoll et al., 1948). Many of the experimental methods assume that 
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the rate of heat of hydration is constant or zero during testing, allowing a term for the rate 

of internal heat generation to be excluded from Eq. 2.54. 

 

 
𝜕𝑇

𝜕𝑡
= 𝜅∇2𝑇 Eq. 2.54 

 Where, 

  T =   temperature at point of interest in body, °C 

  t =   time, s 

  κ =   thermal diffusivity, m2/s 

 

In Cartesian coordinates, Eq. 2.54 is expressed as shown in Eq. 2.55. In the 

theoretical case of an infinite plane slab or analogous body in which heat only flows in 

one direction, say, the x direction, Eq. 2.55 can be simplified to Eq. 2.56. An example of 

a physical representation of this case is a large finite slab in which the point of interest is 

thermally remote from all but two parallel faces. 

 

 
𝜕𝑇

𝜕𝑡
= 𝜅 (

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+

𝜕2𝑇

𝜕𝑧2
) Eq. 2.55 

 

 
𝜕𝑇

𝜕𝑡
= 𝜅

𝜕2𝑇

𝜕𝑥2
 Eq. 2.56 

 Where, 

  x, y, z =   coordinates in three-dimensional Cartesian space, m 

 

The theoretical solutions for transient heat conduction of a body at uniform 

temperature Ti subjected to a heating or cooling medium at constant temperature T∞ ≠ Ti 

are commonly given in terms of the dimensionless temperature θ*, which is defined in 

Eq. 2.57 as the temperature difference θ(t) ≡ T(t) – T∞ divided by the initial temperature 

difference θi ≡ Ti – T∞. The dimensionless temperature decreases monotonically from 1 to 

0 as the temperature T at the point of interest in the body changes from the initial 

temperature Ti to the temperature T∞ of the medium. The dimensionless temperature can 

be conceptualized as the normalized temperature difference between the point of interest 

in the body and the medium. 
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 𝜃∗ ≡
𝜃(𝑡)

𝜃𝑖
=

𝑇(𝑡) − 𝑇∞

𝑇𝑖 − 𝑇∞
 Eq. 2.57 

 Where, 

  𝜃∗ =   dimensionless temperature 

  θ =   time-dependent temperature difference, K 

  θi =   initial temperature difference, K 

  T =   temperature at point of interest in body, °C 

  T∞ =   medium temperature, °C 

  Ti =   initial body temperature, °C 

 

Similarly, Eq. 2.58 defines the Fourier number Fo, which is sometimes referred to 

as dimensionless time. For a plane slab of thickness 2L, the characteristic length Lc is 

taken as the half-thickness L, resulting in the Fourier number Fop for plane slabs given in 

Eq. 2.59. 

 

 𝐹𝑜 ≡
𝜅𝑡

𝐿𝑐
2
 Eq. 2.58 

 Where, 

  Fo =   Fourier number 

  κ =   thermal diffusivity, m2/s 

  t =   time, s 

  Lc =   characteristic length, m 

 

 𝐹𝑜𝑝 =
𝜅𝑡

𝐿2
 Eq. 2.59 

 Where, 

  Fop =   Fourier number for plane slab 

  L =   half-thickness of plane slab, m 

 

 Eq. 2.60 defines the dimensionless spatial coordinate x*, for which x* = 0 is the 

midplane of the slab and x* = 1 is the surface of the slab. 

 

 𝑥∗ =
𝑥

𝐿
 Eq. 2.60 

 Where, 

  x* =   dimensionless spatial coordinate 

  x =   distance from midplane of slab, m 

  L =   half-thickness of plane slab, m 

 

Lastly, Eq. 2.61 defines the Biot number Bi, which indicates the thermal 

resistance within the body relative to the thermal resistance of the body-medium 

interface. At higher values of convective heat transfer coefficient h, sometimes referred to 
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as the film coefficient, heat transfers more readily between the body and the medium. For 

Bi >> 1, the temperature gradient in the body is much greater than that between the 

surface and the medium. The Biot number Bip for plane slabs is given in Eq. 2.62. 

 

 𝐵𝑖 ≡
ℎ𝐿𝑐

𝜆
 Eq. 2.61 

 Where, 

  Bi =   Biot number 

  h =   convective heat transfer coefficient, W/m2∙K 

  λ =   thermal conductivity, W/m∙K 

 

 𝐵𝑖𝑝 =
ℎ𝐿

𝜆
 Eq. 2.62 

 Where, 

  Bip =   Biot number for plane slab 

 

Using these dimensionless parameters, the exact theoretical solution for an 

infinite plane slab is given in Eq. 2.63 (Newman, 1936). 

 

 𝜃𝑝
∗ = ∑ 𝐶𝑛 exp(−𝜁𝑛

2𝐹𝑜𝑝) cos(𝜁𝑛𝑥∗)

∞

𝑛=1

 Eq. 2.63 

 Where, 

  𝜃𝑝
∗ =   dimensionless temperature of plane slab 

  Cn =   coefficient defined in Eq. 2.64 

  ζn =   positive roots of Eq. 2.65, rad 

 

 𝐶𝑛 =
4 sin(𝜁𝑛)

2𝜁𝑛 + sin(2𝜁𝑛)
 Eq. 2.64 

 

 𝜁𝑛tan 𝜁𝑛 = 𝐵𝑖𝑝 Eq. 2.65 

  

The convective heat transfer coefficient h is influenced by the temperature 

difference at the interface and the thermodynamic properties of the medium (Low et al., 

1991). For a surface heated or cooled by contact with water, Ingersoll et al. (1948) reports 

the convective heat transfer coefficient h ranging from 300 to 17,000 W/m2∙K (50 to 3000 

Btu/hr∙ft2∙°R). In certain cases, the convective heat transfer coefficient is assumed to be 

infinite (h = ∞) such that the temperature Ts at the surface of the body changes suddenly 
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to the medium temperature T∞ when subjected to the medium (Olson and Schultz, 1942). 

Forced convection, such as by a circulating bath, can increase h, and Baïri et al. (2007) 

state that submerging a specimen in a stirred fluid conducive to heat transfer with the 

specimen achieves high values of h for which the assumption is reasonable. As discussed 

in Section 2.7.3.3, many of the experimental methods are based on calculations that 

utilize this assumption, but the discrepancy between this assumption and the actual 

boundary conditions is a motivation for methods developed more recently. 

Assuming an infinite convective heat transfer coefficient, the boundary condition 

is changed to Ts = T∞, and T∞ is be replaced with Ts in Eq. 2.57. With h = ∞, the Biot 

number is also infinite (Bi = ∞), and the roots of Eq. 2.65 are ζn = (2n − 1)π/2. Therefore, 

the coefficient Cn simplifies to Eq. 2.66, and evaluated at the midplane (x* = 0), Eq. 2.63 

becomes Eq. 2.67. 

 

 𝐶𝑛 =
4

𝜋

(−1)(𝑛−1)

2𝑛 − 1
 Eq. 2.66 

 

 𝜃𝑝
∗|

𝑥∗=0
= ∑ 𝐶𝑛 exp (− (

𝜋

2
(2𝑛 − 1))

2

𝐹𝑜𝑝)

∞

𝑛=1

 Eq. 2.67 

 

Heisler (1947) found that this infinite series solution given in Eq. 2.63 converges 

rapidly and that, for Fop > 0.2, the first term accurately approximates the solution. 

Accordingly, Eq. 2.68 gives the first-term approximation of Eq. 2.67. 

 

 𝜃𝑝
∗|

𝑥∗=0
=

4

𝜋
exp (

−𝜋2𝐹𝑜𝑝

4
) Eq. 2.68 

2.7.3.2.2 Solution for Infinite Right Cylinder 

In the theoretical case of an infinite right cylinder or analogous body in which 

only radial heat transfer occurs, the general partial differential equation for heat flow 

given in Eq. 2.54 is expressed with radial coordinates as shown in Eq. 2.69. 
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𝜕𝑇

𝜕𝑡
= 𝜅 (

𝜕2𝑇

𝜕𝑟2
+

1

𝑟

𝜕𝑇

𝜕𝑟
 ) =

𝜅

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝑇

𝜕𝑟
 ) Eq. 2.69 

 Where, 

  r =   radial coordinate, m 

 

For an infinite right cylinder, the characteristic length Lc is taken as the radius R 

of the cylinder. Therefore, the previously defined Fourier number (Eq. 2.58), 

dimensionless spatial coordinate (Eq. 2.60 ), and Biot number (Eq. 2.61) can be 

expressed for an infinite cylinder as in Eq. 2.70, Eq. 2.71, and Eq. 2.72, respectively. 

 

 𝐹𝑜𝑐 =
𝜅𝑡

𝑅2
 Eq. 2.70 

 Where, 

  Foc =   Fourier number for infinite right cylinder 

  R =   radius of cylinder, m 

 

 𝑟∗ =
𝑟

𝑅
 Eq. 2.71 

 Where, 

  r* =   dimensionless radial coordinate 

  r =   radial coordinate, m 

 

 𝐵𝑖𝑐 =
ℎ𝑅

𝜆
 Eq. 2.72 

 Where, 

  Bic =   Biot number for infinite cylinders 

 

Using these parameters, the exact theoretical solution for an infinite right cylinder 

is given in Eq. 2.73 (Newman, 1936). 

 

 𝜃𝑐
∗ = ∑ 𝐷𝑛 exp(−𝜑𝑛

2𝐹𝑜𝑐) J0(𝜑𝑛𝑟∗)

∞

𝑛=1

 Eq. 2.73 

 Where, 

 𝜃𝑝
∗ = dimensionless temperature of plane slab 

 Dn = coefficient defined in Eq. 2.74 

 φn = positive roots of Eq. 2.75, rad 

 Jm(∙) = Bessel function of the first kind defined in Eq. 2.76 for non-

negative integer order m 
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 𝐷𝑛 =
2

𝜑𝑛

J1(𝜑𝑛)

J0
2(𝜑𝑛) + J1

2(𝜑𝑛)
 Eq. 2.74 

 

 𝜑𝑛

J1(𝜑𝑛)

J0(𝜑𝑛)
= 𝐵𝑖𝑐 Eq. 2.75 

 

The Bessel function of the first kind of non-negative integer order m is defined in 

Eq. 2.76 as given by Gray and Mathews (1895), who also provided tabulated values of 

J0(x) and J1(x). 

 

 J𝑚(𝑥) = ∑
(−1)𝑘 (

𝑥
2)

2𝑘+𝑚

𝑘! (𝑚 + 𝑘)!

∞

𝑘=0

 Eq. 2.76 

 

For Bi = ∞, the positive roots φn satisfy J0(φn) = 0 and are tabulated with the 

corresponding values of J1(φn) by Gray et al. (1922). With J0(φn) = 0, Eq. 2.74 can be 

simplified to Eq. 2.77. Evaluating Eq. 2.73 at the axis (r* = 0), J0(0) = 1 and the 

expression simplifies to Eq. 2.78. 

 

 𝐷𝑛 =
2

𝜑𝑛 J1(𝜑𝑛)
 Eq. 2.77 

 

 𝜃𝑐
∗|𝑟∗=0 = ∑ 𝐷𝑛 exp(−𝜑𝑛

2𝐹𝑜𝑐)

∞

𝑛=1

 Eq. 2.78 

 

Like the infinite series solution for plane slabs, Heisler (1947) found that the 

solution for infinite cylinders is accurately approximated by the first term of the series for 

Foc > 0.2. Accordingly, Eq. 2.79 gives the first-term approximation of Eq. 2.78. 

 

 𝜃𝑐
∗|𝑟∗=0 =

2

𝜑1 J1(𝜑1)
exp(−𝜑1

2𝐹𝑜𝑐) Eq. 2.79 

 Where, 

  φ1 =   2.40483 rad 

  J1(φ1) =   0.51915 
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The convergence of the first-term approximations for infinite cylinders (Eq. 2.79) 

and infinite slabs (Eq. 2.68) with the respective theoretical solutions (Eq. 2.78 and Eq. 

2.67) is illustrated in Figure 2.21. The theoretical curves were obtained computationally 

using sixth-order approximations of the solutions, and the results were confirmed with 

tabulated values of the numerical solutions given by Olson and Schultz (1942). The first-

term approximation for θc converges to within 5 and 1% of the theoretical solution at Fo 

values of 0.107 and 0.171, respectively. Similarly, the first-term approximation for θs 

converges to within 5 and 1% of the theoretical solution at Fo values of 0.098 and 0.178, 

respectively, supporting the conclusions by Heisler. 

 

 
Figure 2.21: Convergence of first-term approximations with theoretical solutions for 

dimensionless temperature at the axis of an infinite right cylinder and midplane of an 

infinite plane slab 

2.7.3.2.3 Solution for Short Right Cylinder 

Olson and Schultz (1942) noted that a cylinder with a total length that is less than 

four times the diameter (2L/D < 4) should usually be analyzed as a finite cylinder, for 
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which both the radial effect of the cylindrical surface and the slab effect of the parallel 

circular faces contribute to the heat transfer. Therefore, the general partial differential 

equation for heat flow given in Eq. 2.54 is expressed in radial and longitudinal 

coordinates in Eq. 2.80 for a short cylinder. 

 

 
𝜕𝑇

𝜕𝑡
= 𝜅 (

𝜕2𝑇

𝜕𝑟2
+

1

𝑟

𝜕𝑇

𝜕𝑟
+

𝜕2𝑇

𝜕𝑥2
) Eq. 2.80 

 Where, 

  r =   radial coordinate, m 

  x =   longitudinal coordinate, m 

 

Newman (1936) proved that the solutions for two- and three-dimensional 

problems can be expressed as the product of the solutions of the corresponding one-

dimensional problems. Therefore, the solution for the short cylinder is obtained as the 

product of the solutions for the infinite right cylinder and infinite plane slab as shown in 

Eq. 2.81. The first-term approximation evaluated at the center of gravity of the cylinder, 

with r* = 0 and x* = 0, is given in Eq. 2.82. 

 

 𝜃𝑠𝑐
∗ = 𝜃𝑐

∗ × 𝜃𝑝
∗ Eq. 2.81 

 Where, 

  𝜃𝑠𝑐
∗  =   dimensionless temperature of short cylinder 

 

 𝜃𝑠𝑐
∗ |(𝑟∗,𝑥∗)=(0,0) =

8

𝜋𝜑1 J1(𝜑1)
exp (−𝜑1

2𝐹𝑜𝑐 −
𝜋2𝐹𝑜𝑝

4
) Eq. 2.82 

 

 Substituting the corresponding Fourier number expressions from Eq. 2.59 and Eq. 

2.70 into Eq. 2.82 yields Eq. 2.83. 

 

 
𝜃𝑠𝑐

∗ |(𝑟∗,𝑥∗)=(0,0) =
8

𝜋𝜑1 J1(𝜑1)
exp (−𝜅𝑡 (

𝜑1
2

𝑅2
+

𝜋2

4𝐿2
)) 

 

Eq. 2.83 

 

Taking the natural logarithm of both sides of Eq. 2.83, differentiating with respect 

to time t, and rearranging the terms yields Eq. 2.84 for thermal diffusivity κ of the body 
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based on the first-term approximation for the temperature at the center of gravity of a 

short right cylinder. 

 

 
𝜅 =

−1

(
𝜑1

2

𝑅2 +
𝜋2

4𝐿2)

𝑑 ln 𝜃𝑠𝑐
∗

𝑑𝑡
=

− ln(10)

(
𝜑1

2

𝑅2 +
𝜋2

4𝐿2)

𝑑 log 𝜃𝑠𝑐
∗

𝑑𝑡
  

Eq. 2.84 

 

Similarly, by letting T1 and T2 be the temperatures at times t1 and t2, respectively, 

dividing Eq. 2.83 at time t1 by itself at t2 yields Eq. 2.85. Taking the natural logarithm of 

both sides and rearranging yields Eq. 2.86, which is a slightly different form of Eq. 2.84 

for calculating the thermal diffusivity. 

 

 
𝑇1 − 𝑇𝑠

𝑇2 − 𝑇𝑠
= exp (𝜅(𝑡2 − 𝑡1) (

𝜑1
2

𝑅2
+

𝜋2

4𝐿2
)) Eq. 2.85 

 

 𝜅 =
−1

(
𝜑1

2

𝑅2 +
𝜋2

4𝐿2)

ln (
𝑇2 − 𝑇𝑠

𝑇1 − 𝑇𝑠
)

(𝑡2 − 𝑡1)
=

− ln(10)

(
𝜑1

2

𝑅2 +
𝜋2

4𝐿2)

log (
𝑇2 − 𝑇𝑠

𝑇1 − 𝑇𝑠
)

(𝑡2 − 𝑡1)
 Eq. 2.86 

 

For a short right cylinder with known radius R, half-length L, initial body 

temperature Ti, and surface temperature Ts, the temperature history T(t) at the center of 

gravity of the cylinder can be used with Eq. 2.84 or Eq. 2.86 to experimentally determine 

the thermal diffusivity κ of the body. 

Eq. 2.84 and Eq. 2.86 can be rewritten for infinite cylinders by taking the limit as 

L approaches infinity, resulting in Eq. 2.87 and Eq. 2.88 in which the π2/4L2 term has 

become zero. These equations for thermal diffusivity are based on the first-term 

approximation for the temperature at the axis of an infinite cylinder and are applicable 

when the slab heat transfer effect of the cylinders is negligible. 

 

 𝜅 = − (
𝑅

𝜑1
)

2 𝑑 ln 𝜃𝑠𝑐
∗

𝑑𝑡
= − ln(10) (

𝑅

𝜑1
)

2 𝑑 log 𝜃𝑠𝑐
∗

𝑑𝑡
  Eq. 2.87 
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𝜅 = − (

𝑅

𝜑1
)

2 ln (
𝑇2 − 𝑇𝑠

𝑇1 − 𝑇𝑠
)

(𝑡2 − 𝑡1)
= − ln(10) (

𝑅

𝜑1
)

2 log (
𝑇2 − 𝑇𝑠

𝑇1 − 𝑇𝑠
)

(𝑡2 − 𝑡1)
 

Eq. 2.88 

 

2.7.3.3 Experimental Methods 

From observation of Eq. 2.84 and Eq. 2.86, it can be seen that, for the first-term 

approximation of the temperature at the center of a cylinder, the slope of log 𝜃∗ or 

log(T(t) − Ts) with respect to time t is directly related to the first-term approximation of 

thermal diffusivity κ by a coefficient that depends only on the dimensions of the 

specimen. This behavior is utilized in many of the experimental methods for determining 

thermal diffusivity by calculating the slope of the roughly linear portion of the 

experimental 𝜃∗ curve. 

The procedure for CRD-C 36-73 (1973b) details the determination of the thermal 

diffusivity of a 152-by-305-mm (6-by-12-in.) cylinder, but functions for determining the 

thermal diffusivity of prisms and cylindrical specimens of other dimensions via the same 

procedure are provided as well. A thermocouple is embedded in the center of mass of the 

specimen, and the specimen is heated in boiling water until the temperature at the center 

of the specimen reaches 100 °C (212 °F). The specimen is then placed in a constant-

temperature bath of running cool water such that all surfaces of the specimen are exposed 

to the water. The temperature of the cooling bath is not specified, but based on the 

recording requirements of the procedure, the temperature should be no more than 33 °C 

(92 °F). The time t and temperature difference θ(t) = T(t) – T∞ between the center of the 

specimen and the bath are recorded at 60-second intervals for values of θ from 67 to 4 K 

(120 to 8 °R). The heating and cooling process is conducted twice for each specimen. 

From the recorded temperature history, the times t1 and t2 at which θ1 = T1 – T∞ = 

44 K (80 °R) and θ2 = T2 – T∞ = 11 K (20 °R), respectively, are used in Eq. 2.86 to 

calculate the thermal diffusivity κ. With radius R = 76 mm (3 in.) and half-length L = 152 
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mm (6 in.), Eq. 2.86 simplifies to Eq. 2.89 for SI units and Eq. 2.90 for US customary 

(Imperial) units. The form of Eq. 2.90 matches that given in CRD-C 36-73 (U.S. Army 

Corps of Engineers, 1973b), and the conversion factor between the two unit systems for 

thermal diffusivity is 1 m2/s = 38,750 ft2/hr. 

 

 𝜅 =
0.00125191 

𝑡2 − 𝑡1
 Eq. 2.89 

 Where, 

  κ =   thermal diffusivity, m2/s 

  t1 =   time when θ1 = 44 K (80 °R), s 

  t2 =   time when θ2 = 11 K (20 °R), s 

 

 𝜅 =
0.812278 

𝑡2 − 𝑡1
 Eq. 2.90 

 Where, 

  κ =   thermal diffusivity, ft2/hr 

  t1 =   time when θ1 = 44 K (80 °R), min 

  t2 =   time when θ2 = 11 K (20 °R), min 

 

 

CRD-C 36-73 acknowledges that the thermal diffusivity value obtained from Eq. 

2.90 is a first-order approximation but notes that, for 152-by-305-mm (6-by-12-in.) 

cylinders, the result is generally sufficiently accurate. Although the assumption of Bi = ∞ 

such that the surface temperature Ts is immediately equal to the bath temperature T∞ is 

utilized in arriving at Eq. 2.89 and Eq. 2.90, the procedure does not acknowledge this 

assumption or address its applicability for concrete. 

In order to avoid artificially increasing the maturity of early-age specimens prior 

to testing, Ferraro (2009) utilized a modified CRD-C 36-73 method, determining the 

thermal diffusivity using the temperature history of specimens initially at 23 °C (73 °F) 

for standard curing and then heated in a hot water bath. Ferraro cites results in an 

unpublished report indicating that there was negligible difference in the thermal 

diffusivity values obtained using the CRD-C 36-73 method, in which the specimens are 
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cooled during the test segment, and the modified method, in which the specimens are 

heated during the test segment. 

The procedure developed by De Schutter & Taerwe (1995) is similar to CRD-

C36-73 except that the bath and initial specimen temperatures are not prescribed and the 

tested specimens were sealed. The relationship between the slope of log(T(t) − Ts) as a 

function of time t and the thermal diffusivity is noted but not quantified, so insufficient 

details are provided for the method used to calculate the thermal diffusivity. Furthermore, 

there is no mention of whether the slope of the linear portion of the curve is determined 

by linear regression or by a pair of points, such as in CRD-C 36-73. 

Low et al. (1991) provided a method of calculating the thermal diffusivity from 

the temperature history at the center of cylindrical specimens using graphs of the first-

term approximations of the theoretical solutions for short cylinders. Curves were 

provided for specimens with radius R = 50 mm (2 in.), lengths ranging from 50 to 200 

mm (2 to 8 in.), and thermal conductivities representative of construction materials. A 

thermal diffusivity value is determined for heating and cooling segments at θ* = 0.8, 0.5, 

and 0.2 using the times to reach those dimensionless temperatures, the specimen length, 

and the appropriate graphs. The average of the six values gives the thermal diffusivity of 

the specimen. 

The various specimen lengths are handled by using a length correction factor that 

normalizes the curves to that of a specimen with reference length 2L = 200 mm (8 in.). 

However, this factor is based on a plot in which the linear portions of three of the six 

curves, including that of the reference length, have values of Fo < 0.2, for which the first-

term approximations have not converged with the exact solutions. Low et al. attribute the 

poorer alignment of the normalized curves at values of θ* > 0.8 to the error in the first-

term approximation at those values of Fo, but the accuracy of the linear regions roughly 

spanning θ* = 0.2 to 0.8 is not addressed for the same values of Fo. 
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As noted in the discussion following Eq. 2.65, the convective heat transfer 

coefficient h is commonly assumed to be infinite for the experimental determination of 

thermal diffusivity of concrete. Low et al. note that h depends on the temperature 

difference at the interface between the specimen and heating/cooling medium and then 

show that the range of temperature differences tested doesn’t have a significant impact on 

the dimensionless temperature history. However, the handling of h to arrive at the 

simplified solution is not discussed. Theoretical curves showing the influence of thermal 

conductivity are provided, but the only dependence of the exact solution and the first-

order approximation on thermal conductivity is in the Biot number. If the convective heat 

transfer coefficient is assumed to be infinite (h = ∞), Biot number is also infinite (Bi = 

∞), meaning that both the Biot number and the solution are independent of thermal 

conductivity. This suggests that the curves provided by Low, which depend on thermal 

conductivity, do not assume that h is infinite. 

Methods developed more recently have accounted for the various assumptions 

involved in the preceding derivations and methods by applying different thermal inputs or 

recording different temperature histories. Like De Schutter and Taerwe, Ukrainczyk 

(2009) tested sealed specimens, but instead of assuming that the surface temperature of 

the specimen immediately changes to that of the heating/cooling medium, the 

temperature was recorded at the center of the specimens and at the inside surface of the 

containers. The thermal diffusivity was then determined numerically based on the 

temperature histories at the two locations. The rate of heat of hydration was assumed to 

be sufficiently constant during the tests such that Eq. 2.54 would be valid. 

Perumal (2008) experimentally determined the thermal diffusivity of curing 

concrete by measuring the thermal response at the center of a fresh concrete sample in a 

150-by-300-mm (6-by-12-in.) cylindrical container in an oven rather than a water bath. 

The temperature in the oven was gradually cycled between 30 and 70 °C (86 and 158 °F) 

while maintaining a 5-K (9-°R) temperature difference between the oven and the center 
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of the specimen during each heating or cooling segment. The adiabatic temperature rise 

of a different specimen of the same concrete was measured concurrently in order to 

account for the heat of hydration, and the constant temperature differential in the 

specimen during each segment of the test was used as a boundary condition in the 

determination of the thermal diffusivity. 

In order to minimize the variation of temperature-dependent thermal properties 

during the testing of hydrating cement mortar, Chirdon et al. (2007) developed a method 

to measure the thermal diffusivity over a small temperature range. The exposed face of an 

insulated rectangular specimen was subjected to an oscillating boundary temperature via 

alternating water baths at 35 and 50 °C (95 and 122 °F), and the temperature in the 

specimen was recorded at two distances from the exposed face. The ratio of the peak 

amplitudes or the time-lag between peak amplitudes at the two recording locations could 

be used to determine the thermal diffusivity. Chirdon et al. found that the method was 

effective during hydration because the frequency of the temperature oscillation was high 

enough that the rate of heat generation could be considered constant during each cycle. 

2.7.3.4 Initial Temperature Differential 

Eq. 2.84 and Eq. 2.86 suggest that the determination of the thermal diffusivity κ is 

independent of the initial specimen temperature Ti and the initial temperature difference 

θi. In theoretical analysis, Low et al. (1991) showed graphically that, for cylinders with 

radius R = 50 mm (2 in.), half-length L = 31.75 mm (1.25 in.), and a minimum 

temperature of 30 °C (86 °F), initial temperature differences ranging from 10 to 40 K (18 

to 72 °R) had negligible influence on the dimensionless temperature history θ* as a 

function of log(Fo), and the slopes of the curves appeared qualitatively uniform. Their 

results were confirmed experimentally by constant thermal diffusivity results for 

hardened cement paste specimens with initial temperature differences ranging from 10 to 

30 K (18 to 54 °R). 
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De Schutter and Taerwe (1995) showed numerically that, for thermal diffusivity 

testing at early ages, the heat of hydration influences the results when small temperature 

differences are applied, and they imply that 5 or 10 K (9 or 18 °R) be the minimum initial 

temperature difference applied when testing via submersion in a constant-temperature 

water bath. 

2.7.3.5 Discussion of Short and Infinite Cylinders 

Since the method used by De Schutter and Taerwe (1995) to calculate the thermal 

diffusivity was not given, an effort was made to calculate the thermal diffusivity using 

Eq. 2.84 knowing that the cylinder radius R was 50 mm (2 in.) and assuming that the 

cylinder half-length L was 100 mm (4 in.). Data were sampled from a figure in De 

Schutter and Taerwe displaying an experimental dimensionless temperature history θ*(t) 

is plotted in Figure 2.22 with a regression of the linear portion of the plot. Though not 

evident in the sampled data, as θ* decreased below 0.1 in the original figure, scatter 

began appearing in the data. With the given radius, assumed half-length, and exponential 

regression slope of -10.0447 hr-1, Eq. 2.84 yields a thermal diffusivity of 1.09 x 10-6 m2/s 

(0.0422 ft2/hr), which is lower than the minimum value plotted by De Schutter and 

Taerwe. 
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Figure 2.22: Dimensionless temperature history data sampled from diffusivity test in De 

Schutter and Taerwe (1995) 

Noting that the cylinder lengths were not identified and that the temperature 

history was recorded at the cylinder axis rather than at the volumetric center of the 

cylinder, the above calculation was repeated for the case of an infinite cylinder. Using 

Eq. 2.87 with the known radius and the sampled data, the thermal diffusivity was 

calculated to be 1.21 x 10-6 m2/s (0.0467 ft2/hr), which fits well with the diffusivity 

results plotted by De Schutter and Taerwe at lower degrees of hydration. 

For common lab-prepared cylindrical concrete specimens with half-length L = 2R, 

the assumption of an infinite cylinder and use of Eq. 2.87 results in an increase in 

calculated thermal diffusivity by a factor of (π/4φ1)
2 ≈ 10.7% relative to the result of Eq. 

2.84. Figure 2.23 shows the contribution of the cylindrical and slab heat transfer effects 

on the dimensionless temperature at the center of such a specimen. The plots are shown 

for a 152-by-305-mm (6-by-12-in.) cylinder, but the curves scale proportionally along the 

abscissa for different specimen sizes with half-length L = 2R. 
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Of note in Figure 2.23 is that the cylindrical heat transfer effect largely governs 

the behavior of the specimen; approximately 50% of the temperature change has occurred 

before any visible contribution from the slab effect begins. Figure 2.23a shows that the 

first-term approximation of 𝜃𝑐
∗ converges with 𝜃𝑠𝑐

∗  at lower values of κt than the first-term 

approximation of 𝜃𝑠𝑐
∗ , suggesting that the assumption of an infinite cylinder is appropriate 

for cylinders with L = 2R. However, Figure 2.23b shows that the first-term approximation 

of 𝜃𝑐
∗ diverges from θ* at later values when the slab effect begins to contribute. The first-

term approximation of 𝜃𝑐
∗ is within 5 and 1% of 𝜃𝑠𝑐

∗  over κt ranges of 0.007 to 0.024 ft2 

and 0.011 and 0.015 ft2, respectively. In contrast, the first-term approximation of 𝜃𝑠𝑐
∗  

converges within 5 and 1% of 𝜃𝑠𝑐
∗  at κt values of 0.025 and 0.044 ft2, respectively, and as 

κt increases, 𝜃𝑠𝑐
∗  approaches the approximation asymptotically (Olson and Jackson, 

1942). 

 

 
(a) 

Note: (1 m2/s = 38,750 ft2/hr) 

Figure 2.23: Dimensionless temperature history at the center of a 152-by-305-mm (6-by-

12-in.) cylinder as a function of κt with the ordinate shown (a) linearly and (b) 

logarithmically 
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(b) 

Figure 2.23 (continued) 

Since the slope of 𝜃𝑠𝑐
∗  is not constant, the point or range of values for which the 

slope is taken will impact the determination of the thermal diffusivity. At κt = 0.013 ft2, 

the slope of 𝜃𝑠𝑐
∗  is equal to that of the first-term approximation of 𝜃𝑐

∗, and as κt increases, 

the slope of 𝜃𝑠𝑐
∗  approaches that of its first-term approximation asymptotically. Since the 

slope of the experimental 𝜃∗ curve is used to determine the thermal diffusivity, the 

measured thermal diffusivity will depend on the range of temperature data collected. 

Noting that the slopes of the two approximations bound the slope of the theoretical 

solution and differ by about 10%, it may be reasonable to calculate the thermal diffusivity 

using the two approximations as bounds for the experimental value. 

As an example, CRD-C 36-73 specifies that the slope of the experimental curve 

be taken between points where θ1 = 44 K (80 °R) and θ2 = 11 K (20 °R). The maximum 

allowable bath temperature is θ∞ = 33 °C (92 °F), for which the first-term approximation 



129 

of 𝜃𝑠𝑐
∗  yields (via Eq. 2.86) a thermal diffusivity that is 7.6% lower than the theoretical 

value and the first-term approximation of 𝜃𝑐
∗ yields (via Eq. 2.88) a thermal diffusivity 

that is 2.23% higher than the theoretical value. The lowest possible bath temperature 

without solvents or pressurization is 0 °C (32 °F), for which the first-term approximation 

of 𝜃𝑠𝑐
∗  yields a thermal diffusivity that is 5.2% lower than the theoretical value and the 

first-term approximation of 𝜃𝑐
∗ yields a thermal diffusivity that is 4.89% higher than the 

theoretical value. Therefore, throughout the entire range of possible bath temperatures for 

CRD-C 36-73, the first-term approximation for 𝜃𝑐
∗ overestimates the thermal diffusivity 

but yields more accurate values than the approximation for 𝜃𝑠𝑐
∗  that is used in the 

standard, which underestimates the thermal diffusivity. 

These results indicate that, with a known thermal diffusivity, the first-term 

approximation for an infinite cylinder provides a better approximation than the 

corresponding approximation for a short cylinder of the temperature at the center of a 

cylinder with half-length L = 2R for the first 84% of the temperature change, and the 

absolute difference for the remainder of the temperature change is not significant since 

the dimensionless temperature is so small. The first-term approximation for a short 

cylinder provides a better estimate of the thermal diffusivity at later times, but the ability 

to obtain smooth data at those times is uncertain. Therefore, for experimental 

determination of the thermal diffusivity of concrete, using cylindrical specimens with L/R 

> 2 may be preferable due to the reduced influence of the slab heat transfer effects and, 

therefore, the greater precision of the first-term approximation of 𝜃𝑐
∗ for a wider range of 

experimental 𝜃∗ values. 

2.7.4 Coefficient of Linear Thermal Expansion 

The coefficient of linear thermal expansion (CTE) is an important thermal 

property for mass concrete because it governs the dimensional change of concrete due to 

changes in temperature. ASTM E228-11 (2011) defines the CTE as the ratio of thermal 
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strain to the temperature change that is causing the strain, so higher values of CTE 

indicate greater thermal strain for a given temperature change. The following sections 

discuss typical values of CTE for concrete, particularly concrete containing limestone 

coarse aggregate, and common methods of measuring the CTE of concrete. 

2.7.4.1 Literature Values 

The CTE of concrete is largely dependent on the amount and CTE of coarse 

aggregate in the concrete (ACI 207.1R-05, 2012). Won (2005) found that the CTE of 

concrete decreases linearly with increasing coarse aggregate content. Due to the high 

CTE of cement paste, the cement content can also influence the CTE of concrete, but for 

typical ranges of cement contents, the aggregate type has a greater influence (Mindess et 

al., 2003). 

The moisture content of concrete has been found to have a significant influence 

on the measured CTE of concrete due to hygrothermal expansion. Meyers (1940) 

subjected concrete specimens to varying humidity environments and found that the 

measured CTE of fully dried and fully saturated specimens was lower than that of 

specimens with intermediate moisture contents. Testing cement paste with w/c = 0.22 and 

0.4, Zoldners (1971) measured maximum CTE values when the moisture content was 

about 65-70% for concrete aged up to 6 months. At these ages, the peak CTE was about 

double the minimum values at oven-dried or saturated conditions, but this effect would be 

reduced for concrete due to the aggregate. After 16 years, the CTE peaks decreased in 

magnitude and shifted to lower moisture contents of about 45-50%. 

Table 2.7 provides values of CTE reported in the literature for concrete containing 

limestone coarse aggregate. The 11.7-με/°C (6.5-με/°F) CTE reported for the CR3 PCC 

concrete is higher than all of the other identified values for concrete containing limestone 

aggregate (Performance Improvement International, 2010). Varying trends in early-age 

CTE variation have also been observed. Won (2005) measured generally constant values 
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of concrete CTE testing daily from 1 to 21 days. Khan et al. (1998) also measured 

consistent values for normal-strength concrete with limestone aggregate tested at 16 

hours, 24 hours, and 28 days after casting. For ordinary Portland cement concrete with 

Florida Ocala Limestone coarse aggregate, Tia et al. (2010) measured a 1-day CTE of 9.2 

με/°C (5.1 με/°F), which increased to approximately 10.0 με/°C (5.6 με/°F) by 7 days and 

remained constant through 28 days. Testing sealed, high-performance concrete with 

limestone coarse aggregate, Cusson and Hoogeveen (2006) measured an initial decrease 

in CTE between approximately 12 and 24 hours after setting to a minimum value of 6.0 

με/°C (3.3 με/°F), followed by a gradual increase through 7 days to approximately 8.7 

με/°C (4.8 με/°F). Kada et al. (2002) measured similar CTE behavior for sealed concrete 

with limestone-based coarse aggregate and a w/c of 0.30, but for w/c of 0.35 and 0.45, 

the CTE was constant following the decease at about 8 to 12 hours with no later increase. 

Book and Barnoff (1973) measured a 90% decrease in concrete CTE during the first 10 

hours after mixing, followed by constant values through 3 days. Kada et al. and Glisic 

(2000) note that, at the relevant temperatures for curing concrete, the CTE of water is 

significantly higher than that of the other concrete components and the hydrated cement 

products, resulting in the high CTE values measured soon after mixing that decrease 

rapidly as hydration progresses. 

The increasing CTE values measured on sealed specimens may have been caused 

by self-desiccation of the specimens (Cusson and Hoogeveen, 2006). As noted 

previously, the measured CTE of concrete increases as the moisture content decreases 

from a saturated to intermediate moisture content, and the ages at which the increases in 

CTE were measured coincide with the decrease in internal relative humidity of sealed 

cement paste measured by Lura et al. (2003). 
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Table 2.7: Coefficient of linear thermal expansion values for concrete containing 

limestone coarse aggregate 

Concrete Coefficient of 

Linear Thermal Expansion 
Coarse Aggregate 

Description 
Reference 

με/°C με/°F 

5.4–8.6 3.0–4.8 Limestone ACI 207.4R-93, 1998 

6.91 3.84 Georgia limestone Kim, 2012 

7.77–8.47 4.32–4.71 Texas limestone Won, 2005 

7.80 4.34 Limestone 
Federal Highway 

Administration, 2011 

8.18 4.54 Limestone Jahangirnejad et al., 2009 

9.16–9.97 5.09–5.54 
Florida Ocala 

Limestone 
Tia et al., 2010 

9.76–10.44 5.43–5.80 Porous limestone Alungbe et al., 1992 

9.50–10.00 5.3–5.6 Limestone Khan et al., 1998 

10.48–11.05 5.82–6.14 Dense limestone Alungbe et al., 1992 

11.7 6.5 
Brooksville limestone 

(limerock) 

Performance Improvement 

International, 2010 

 

 

Varying trends in CTE values at later ages have also been observed. Alungbe et 

al. (1992) measured insignificant change in CTE values of moist-cured, water saturated 

specimens tested at 28 and 90 days. In contrast, Jahangirnejad et al. (2009) found that 

concrete CTE values measured at 90, 180, and 365 days were statistically significantly 

higher than values measured at 28 days for several aggregate types, including limestone. 

Kim (2012) measured decreasing CTE values between 28 and 120 days for lab-prepared 

specimens containing granite and dolomite aggregate and for cored concrete pavement 

specimens containing granite aggregate. 

2.7.4.2 Experimental Methods 

Several test methods have been developed for determining the CTE of concrete. 

The most widely used method is AASHTO T 336, which was used by all but one state 

Department of Transportation (DOT) as recently as 2012 (Tanesi et al., 2012). The Texas 

Department of Transportation (TxDOT) uses Tex-428-A, a modified version of the 

AASHTO T 336 procedure based on findings by Won (2005). In an interlaboratory study 
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conducted by the Federal Highway Administration (FWHA) (Crawford et al., 2010), 

thirteen of the fifteen research laboratories and universities used AASHTO T 336. The 

study did not identify the two laboratories that used Tex-428-A, but TxDOT was one of 

the study participants. In preliminary tests by the FHWA, the precision of an older 

method by the Army Corps of Engineers, CRD-C 39-81, was found to be lower than that 

of the AASHTO methods (Tanesi et al., 2010). 

Generally, the test methods require the specimens to be submerged in water 

during the tests, but the moisture content of concrete has been found to influence the 

measured CTE due to hygrothermal expansion. Meyers (1940) subjected concrete 

specimens to varying humidity environments and found that the measured CTE of fully 

dried and fully saturated specimens was lower than that of specimens with intermediate 

moisture contents. Testing cement paste with w/c = 0.22 and 0.4, Zoldners (1971) 

measured maximum CTE values when the moisture content was about 65-70% for 

concrete aged up to 6 months. At these ages, the peak CTE was about double the 

minimum values at oven-dried or saturated conditions, but this effect would be reduced 

for concrete due to the aggregate. After 16 years, the CTE peaks decreased in magnitude 

and shifted to lower moisture contents of about 45-50%. 

In order to limit the influence of these hygrothermal effects during testing and 

improve consistency amongst results (Jahangirnejad et al., 2009), the test methods 

typically require that specimens be submerged in limewater prior to testing to ensure 

saturation. For comparison, general descriptions of the three predominant test methods 

are provided in the following sections; further details are given in the corresponding 

standards. 

2.7.4.2.1 CRD-C 39-81 

The U.S. Army Corps of Engineers test method for measuring the CTE of 

concrete is CRD-C 39-81 (1981). The procedure involves measuring the change in length 
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of saturated concrete specimens over a temperature range of 5 to 60 °C (40 to 140 °F), 

though the moisture condition of the specimens and the temperature range of the test can 

be modified to better suit the conditions of interest. The method details the use of 

separate isothermal water baths for the two test temperatures, but other methods of 

heating and cooling the specimens to thermal equilibrium at the test temperatures are also 

permitted. Various methods of measuring length change, including horizontal length 

comparators and embedded strain gauges, are permitted. 

When testing saturated specimens, they should be submerged in water for at least 

48 hours before testing. The initial gauge lengths of the specimens are measured, and the 

specimens are placed in the heating or cooling environment. Once thermal equilibrium is 

achieved, the lengths of the specimens are measured. If needed, the specimens can be 

removed from the thermal environment for measurement, but the readings should be 

taken promptly to minimize the influence of ambient conditions on the specimens. The 

specimens are then transferred to the remaining thermal environment, and the final length 

measurements are taken after thermal equilibrium is achieved. The CTE is then 

calculated according to Eq. 2.91. 

 

 𝛼𝑇 =
∆𝐿

𝐿𝑔∆𝑇
 Eq. 2.91 

 Where, 

  𝛼𝑇 =   coefficient of linear thermal expansion, ε/°C (ε/°F) 

  ΔL =   length change of specimen, mm (in.) 

  Lg =   gauge length, mm (in.) 

  ΔT =   temperature difference between length readings, °C (°F) 

2.7.4.2.2 AASHTO TP 60 and AASHTO T 336 

In contrast to CRD-C 39-81, the AASHTO method requires that the specimens be 

continuously submerged in a water bath that cycles through the specified temperature 

range of 10 to 50 °C (50 to 122 °F). Each specimen is placed in a submersible fixture that 

measures the change in length while the specimen is submerged, but the thermal 
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deformation of the specimen fixture must be accounted for, requiring a calibration 

specimen with a known CTE. AASHTO TP 60 (AASHTO, 2007) identified 304 stainless 

steel as a suitable material for calibrating the specimen fixtures and listed the CTE of 304 

stainless steel as 17.3 με/°C (9.6 με/°F). As a result, many labs used 304 stainless steel 

and the given CTE value when calibrating the fixtures for the AASHTO TP 60 

procedure. All fifteen of the labs participating in the FHWA interlaboratory study on 

CTE used 304 stainless steel calibration specimens, and all but one used the given CTE 

value. 

The CTE of 304 stainless steel calibration specimens used by FHWA were later 

measured in accordance with ASTM E228-06 by two independent laboratories. The CTE 

was found to vary with temperature, and for the 10-to-50-°C (50-to-122-°F) range of 

AASHTO TP 60, the measured CTE was approximately 15.8 με/°C (8.8 με/°F), about 9% 

lower than the value stated in AASHTO TP 60 (Tanesi et al., 2010).  From a reference 

temperature of 20 °C (68 °F), the measured CTE approached the given 17.3-με/°C (9.6-

με/°F) value as the temperature approached 300 °C (572 °F), well beyond the AASHTO 

TP 60 test range. 

As a result of these findings, an updated test method, AASHTO T 336 (AASHTO, 

2009), was approved in 2009 with requirements that calibration specimens be tested by a 

third-party laboratory for CTE in accordance with ASTM E228 or ASTM E289 over the 

10-to-50-°C (50-to-122-°F) range. 

The AASHTO T 336 test is conducted on cylinders or cores with a diameter of 

100 mm (4 in.) and sawn to a length of 177.8 ± 2.54 mm (7.0 ± 0.1 in.). Tests are 

conducted on at least two specimens from each concrete mixture, and the specimens must 

be submerged in a limewater storage tank at 23 ± 2 °C (73 ± 4 °F) for at least 48 hours 

prior to testing and until the weight of the surface-dried specimens increases by less than 

0.5% over a 24-hour interval. 
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The length of each saturated specimen is measured at room temperature, then 

each specimen is placed in a specimen fixture with a device for measuring length change 

and placed in the temperature-controlled bath. The bath is cycled from room temperature 

through the following sequence: 

 cooled to 10 °C (50 °F) 

 heated to 50 °C (122 °F) 

 cooled 10 °C (50 °F) 

 

At each set temperature, once the specimens have reached thermal equilibrium, 

the temperature of the water and the length of the specimen are recorded. The CTE for 

each specimen and temperature change segment is calculated according to Eq. 2.91. The 

heating and cooling segments are repeated until two consecutive CTE measurements for 

each specimen are within 0.3 με/°C (0.2 με/°F), and the CTE for each specimen is 

reported as the average of the CTE values measured on the final two segments. 

2.7.4.2.3 Tex-428-A 

The Tex-428-A (Texas Department of Transportation, 2011) procedure generally 

follows the AASHTO T 336 procedure, and with proper programming and data 

collection, the CTE can be calculated in accordance with both methods during a single 

test. Whereas the AASHTO T 336 method uses the total change in length of the 

specimens over the temperature range to determine CTE, the Tex-428-A method uses the 

average rate of length change with respect to temperature to determine CTE. 

The specimens are submerged in a temperature-controlled bath and cycled 

through the same temperature sequence, but temperature, displacement, and time 

readings are taken at 1-minute intervals during the entire test. For each specimen, the 

displacement is plotted as a function of temperature during the heating and cooling 

segments, and the slopes of the linear regressions of the two segments are used to 

calculate the CTE for each segment according to Eq. 2.92. Though not stated in Tex-428-
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A, the method (Won, 2005) on which Tex-428-A is based excluded from regression 

analysis the data for temperatures outside the 15-to-45-°C (59-to-113-°F) temperature 

range because of inconsistent temperature gradients in the specimens outside that range. 

 

 𝛼𝑇 =
𝑀

𝐿𝑔
+ 𝐶𝑓 Eq. 2.92    

 Where, 

 𝛼𝑇 = coefficient of linear thermal expansion, ε/°C (ε/°F) 

 M = slope of the linear regression, mm/°C (in./°F) 

 Lg = gauge length, mm (in.) 

 Cf = correction factor for thermal deformation of specimen fixture, 

ε/°C (ε/°F) 

 

Similar to AASHTO T 336, the heating and cooling segments are repeated until 

two consecutive CTE measurements for each specimen are within 0.5 με/°C (0.3 με/°F) 

of each other, and the CTE for each specimen is taken as the average of the CTE values 

measured on the final two segments. Unlike AASHTO T 336, however, the heating and 

cooling segments are also repeated until the CTE values of each specimen are within 0.5 

με/°C (0.3 με/°F) of each other. The average CTE value of the tested specimens is 

reported as the final CTE value for the test. 

2.7.4.2.4 Test Sequence 

In contrast to the AASHTO T 336-11 and Tex-428-A testing sequences, the 

manual (Pine Instrument Company, 2011) for commercial equipment available for these 

tests recommends beginning by heating the bath and submerged specimens from room 

temperature to 50 °C (122 °F) before proceeding with the first segment of the tests. The 

initial temperature increase and resulting expansion of the specimen is said to allow the 

specimens to settle in the fixtures before displacement measurements are recorded during 

the test segments, potentially reducing the number of test segments required for 

convergence of results. Since alternating tests segments of heating and cooling are 

conducted until consecutive CTE values are within tolerance, the selection of the initial 
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test segment should not impact the results of the AASHTO T 336 and Tex-428-A 

methods. 
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CHAPTER 3 

INFLUENCE OF MASS CONCRETE THERMAL BEHAVIOR ON 

DEVELOPMENT OF CONCRETE PROPERTIES 

3.1 Introduction 

For concrete members with large dimensions, the heat of hydration is generated 

more quickly at early ages than it is able to escape from the member, resulting in higher 

temperatures at the center of the member compared to temperatures at the surface. If the 

temperature difference is large enough, thermal stresses will cause surface cracking that 

can be detrimental to the durability of the structure. 

Another concern regarding the temperature rise in large concrete members is the 

susceptibility to delayed ettringite formation (DEF). In this form of sulfate attack, the 

sulfate is present within the cement paste rather than in the environment. Ettringite 

decomposes at the high temperatures, releasing sulfate ions that are adsorbed by the 

calcium silicate hydrate of the cement paste (Mehta and Monteiro, 2006). Expansion and 

potential cracking result when the sulfate is later desorbed and new ettringite is formed. 

Concrete temperatures exceeding approximately 70 °C (158 °F) have been identified as 

the critical factor in the occurrence of DEF (Taylor et al., 2001; Gajda, 2007). 

The present research investigates the potential that these mass concrete effects 

contributed to the extensive laminar cracking (delamination) identified in the Crystal 

River 3 post-tensioned concrete containment building in 2009, after which the nuclear 

power plant never resumed operation and was permanently shut down in 2013. 
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3.1.1 Criteria and Restrictions for Mass Concrete 

Various definitions of mass concrete have been presented by professional 

organizations and state departments of transportation (DOTs). ACI Concrete Terminology 

(American Concrete Institute, 2013) defines mass concrete as “any volume of structural 

concrete in which a combination of dimensions of the member being cast, the boundary 

conditions, the characteristics of the concrete mixture, and the ambient conditions can 

lead to undesirable thermal stresses, cracking, deleterious chemical reactions, or 

reduction in the long-term strength as a result of elevated concrete temperature due to 

heat from hydration.” ACI 207.2R-07 indicates that concrete members with a minimum 

dimension of at least 460 mm (18 in.) are generally evaluated for mass concrete effects. 

For most bridge components, the Florida Department of Transportation (FDOT) 

Structures Manual (2015) requires mass concrete considerations when the minimum 

dimension of a placement is greater than 914 mm (3 ft) and the volume-to-surface area 

ratio (V/SA) is greater than 305 mm (1 ft). 

ACI 301-10 specifies that the maximum concrete temperature after placement not 

exceed 70 °C (158 °F) and that the maximum temperature difference in the concrete not 

exceed 19 °C (35 °F) as measured between the center of mass of the placement and the 

center of the nearest exterior surface. Gajda and VanGeem (2002) note that project 

specifications may limit the maximum temperature to as low as 57 °C (135 °F). The 

maximum temperature limits are generally established in consideration of DEF, which 

can occur at concrete temperatures greater than 70 °C (158 °F) (Taylor et al., 2001; 

Gajda, 2007). 

Since the cementitious materials content and admixtures influence the rate and 

extent of heat of hydration, criteria have also been established to control mix designs for 

mass concrete applications. Gajda (2007) suggested that concrete with cementitious 

materials content exceeding 355 kg/m3 (600 lb/yd3) of concrete be considered mass 

concrete, though Tia et al. (2010) note that different cement types generate different 
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amounts of heat and that concrete typically releases less heat when supplementary 

cementitious materials (SCMs) are used to replace some portion of the cement (Malhotra 

and Mehta, 1996). For mass concrete applications, ACI 301-10 specifies the use of 

moderate- or low-heat hydraulic cement or the use of portland cement with Class F fly 

ash and/or slag. 

The criteria and restrictions for mass concrete amongst 18 state DOTs tabulated 

by Tia et al. (2010) vary widely: the minimum dimensions for classification as mass 

concrete ranged from 0.9 to 2.0 m (3 to 6.5 ft), and the maximum permissible placement 

temperatures, curing temperatures, and temperature differentials ranged between 18 and 

27 °C (65 and 80 °F), 71 and 85 °C (160 to 185 °F), and 15 and 28 °C (27 to 50 °F), 

respectively. 

3.1.2 Crystal River 3 Containment Building 

3.1.2.1 Structure 

The reactor and steam generators of the Crystal River 3 nuclear power plant are 

housed in a cylindrical, shallow-domed, post-tensioned concrete containment building 

(PCC) with an interior steel liner. A representative section of the PCC wall is shown in 

Figure 3.1. The concrete walls are generally 1.07 m (42 in.) thick and have a 300-by-300-

mm (12-by-12-in.) grid of #8 bars located near the outer surface with 57.2 mm (2.25 in.) 

of concrete cover. Greased, unbonded post-tensioning tendons were housed inside 

galvanized steel pipes with a 133.4-mm (5.25-in.) outer diameter; the specified minimum 

inner diameter and wall thickness were 127 and 1.7 mm (5.0 and 0.065 in.), respectively 

(Gilbert Associates, 1970), and wall thicknesses of 2.0 and 3.2 mm (0.08 and 0.125 in.) 

have been indicated in post-delamination analysis (Performance Improvement 

International, 2010). 
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The circumferential (hoop) tendons are centered at a depth of 248 mm (9.75 in.) 

from the surface of the wall with on-center spacing alternating between 324 and 647 mm 

(12.75 and 25.5 in.), and the vertical tendons are centered at a depth of 381 mm (15 in.) 

with 0.89-m (2.93-ft) on-center spacing, corresponding to an angular spacing of 2.5°. The 

steel liner is 9.5-mm (0.375-in.) thick, and L3x2x¼ steel angles are stitch welded to the 

liner at 457-mm (18-in.) spacing to provide stiffness during concrete placement and to 

anchor the liner to the concrete. Progress Energy (2009) shows that the majority of the 

concrete pours for the CR3 PCC walls were 3 m (10 ft) high and nominally 6 m (20 ft) 

long. 
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Note: Displayed components are not necessarily in the same vertical plane 

Figure 3.1: Typical section of CR3 PCC wall 

3.1.2.2 Materials 

The primary concrete mix design used in the region of the delamination identified 

in 2009 is shown in Table 3.1 and was designated as “DM-5-Mod.” The cement content 

of 405 kg/m3 (682 lb/yd3) of concrete is relatively high, exceeding by 14% the 355-kg/m3 

(600-lb/yd3) guideline from Gajda (2007) for consideration as mass concrete. The 

concrete was designed for a specified minimum 28-day compressive strength of 34.5 
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MPa (5000 psi) using ASTM C150-67 Type II cement with moderate heat of hydration 

and no pozzolanic admixtures (Gilbert Associates, 1968). Table 2 gives the ASTM C150-

67 limits that are unique for Type II cement with moderate heat of hydration along with 

the modern ASTM C150-11 limits applicable to the cement used in the present 

experimental work. Additionally, ASTM C150-67 required a minimum average Blaine 

fineness of 280 m2/kg (152 yd2/lb) for Type II cement, and the project specifications 

required a maximum fineness of 400 m2/kg (217 yd2/lb) (Gardner, 1974). 

Table 3.1: Primary concrete mix design (saturated-surface dry) used in delaminated 

region of the CR3 PCC (Performance Improvement International, 2010) 

Material 

Measure per unit volume concrete 

Mass 

(kg/m3) 

Weight 

(lb/yd3) 

Water 164 276 

Cement 405 682 

Coarse aggregate 1068 1800 

Fine aggregate 653 1100 

 
Volume 

(mL/m3) 

Volume 

(fl. oz./yd3) 

Water reducer/retarder 812 21.0 

Air entrainer 182 4.7 

Table 3.2: ASTM C150 limits for Type II cement with moderate heat of hydration 

ASTM 

Standard 

Chemical Requirements (%) 
Heat of 

hydration,1 (J/g) 

SiO2, 

min 

Al2O3, 

max 

Fe2O3, 

max 

C3A, 

max 

C3S + 

C3A, 

max 

C3S + 

4.75C3A, 

max 

7 days, 

max 

28 days, 

max 

C150-67 21.0 6.0 6.0 8 58 - 293 335 

C150-11 - 6.0 6.02 8 - 1002 290 - 
1These limits only apply if specifically requested 

2Does not apply when heat of hydration limit is specified 

The project specifications did not indicate a minimum tensile strength, but design 

documents used the relationship shown in Eq. 3.1 to determine an allowable tensile stress 

of 1.5 MPa (212 psi) for concrete with a 28-day compressive strength of 5000 psi 
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(Performance Improvement International, 2010). A 0.405 maximum water-to-cement 

ratio (w/c) was specified, and a report by Performance Improvement International (2010) 

on the delamination identified in 2009 states that the average w/c of the containment 

concrete was 0.41. 

 

 
𝑓𝑡𝑠𝑝 = 0.25√𝑓𝑐′ [MPa]

𝑓𝑡𝑠𝑝 = 3√𝑓𝑐′ [psi]
 Eq. 3.1 

 Where, 

  f't =   allowable tensile stress in concrete, MPa or psi 

  fc =   compressive strength of concrete, MPa or psi 

 

Table 3.3 presents the composition of the cement used for the CR3 PCC as 

reported in 1974, and the Blaine fineness of the cement was determined to be 401 m2/kg 

(218 yd2/lb) (Gardner, 1974). Though the cement was slightly finer than specified, it was 

deemed acceptable for use. The sulfate-to-aluminate molar ratio (SO3/Al2O3) was 0.69, 

greater than the 0.45 value above which cement has been found to be susceptible to DEF 

(Heinz et al., 1999). 

Based on the composition, the total heat of complete hydration of the cement was 

determined to be 436 J/g (188 Btu/lb) of cement using Eq.7 in Section 2.6.1. Natural sand 

with a fineness modulus (FM) of 2.2 to 2.7 was used as the fine aggregate, and local 

Brooksville limestone (limerock) was used as the coarse aggregate with a specified 

maximum size of aggregate (MSA) of 19 mm (0.75 in.). Petrography studies identified 

the coarse aggregate as an calcareous, oolitic limestone (Naus, 2009), and investigations 

by Moreadith and Pages (1983) and Performance Improvement International (2010) into 

the properties of the containment concrete found the aggregate to be gap graded with high 

levels of soft particles and high porosity. Darex AEA, an air-entraining admixture (AEA) 

conforming to ASTM C260 (2011), was used to obtain a specified total air content of 3 to 

6% by volume (Gilbert Associates, 1971), and Daratard HCF, an ASTM C494 (2013) 
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Type D water-reducing and retarding admixture (WRRET), was added at a dosage rate of 

200 mL/100 kg (3.08 fl.oz./100 lb) cement (Gilbert Associates, 1968). 

Table 3.3: Oxide analysis and phase composition of CR3 PCC cement (Gardner, 1974) 

Oxide Analysis and Phase Composition (percent by mass) 

SiO2 Al2O3 Fe2O3 CaO* MgO SO3 LOI C3S C2S C3A C4AF 

22.45 4.42 2.93 63.97 1.09 2.52 1.80 48.8 27.6 6.8 8.9 

*CaO content was back-calculated from the reported C3S content 

Three pour cards for the concrete mix shown in Table 3.1 indicate that ice was 

substituted for 12 to 19% of the total water content by mass (McGillivray, 1973), and the 

recorded range of concrete temperatures during placement was 10 to 16 °C (50 to 60 °F) 

(Performance Improvement International, 2010), below the specified maximum 

temperature of 21 °C (70 °F) (Gilbert Associates, 1968). The concrete was to be 

continuously sprinkled and ponded for at least 7 days with an ambient temperature no 

less than 10 °C (50 °F), and the procedures for concrete curing and form removal for the 

CR3 PCC specified that forms be kept in place for at least 1 day or that a concrete 

compressive strength of at least 500 psi be developed prior to formwork removal 

(McGillivray, 1973). The record for the uppermost region of the delamination, where a 

concrete mix different from that shown in Table 3.1 was used, indicates that the 

formwork was still in place 9 days after concrete placement (McGillivray, 1973). 

3.1.2.3 Properties 

Sets of 150-by-300-mm (6-by-12-in.) cylinders were prepared from each batch of 

concrete and standard-cured in accordance with ASTM C31-69 (1969) to be tested for 

acceptance and quality control. Based on tests of pairs of these cylinders for the mix 

shown in Table 3.1, the average compressive strength of the concrete at 7, 28, and 90 

days was 31.6, 41.6, and 46.6 MPa (4,581, 6,029, and 6,756 psi), respectively, with 64 
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cylinders reported for both 7 and 28 days and 63 cylinders reported for 90 days 

(Performance Improvement International, 2010). Since factors such as the consolidation 

and curing temperature of the in-place concrete are not necessarily consistent with the 

standard-cured specimens, these strengths serve as indicators of the potential strength of 

the concrete rather than the actual strength of the in-place strength (Neville, 2001). 

Post-delamination cores were tested to evaluate the mechanical properties of the 

concrete when the delamination was identified, approximately 36 years after concrete 

placement. The diameter of the tested cores was 102 mm (4 in.), and since no ACI 

214.4R-03 correction factors were applied, the lengths of the cores were likely between 

178 and 213 mm (7 and 8.4 in.) to conform with the 1.75-to-2.1 range of length-to-

diameter ratio (L/D) values permitted by ASTM C42-04 (2004). The average density of 

the cores was 2515 kg/m3 (157 lb/ft3), and the average of 13 reported percent void values 

was 15.0% (Performance Improvement International, 2010). 

The average compressive strength fc of all cores was 50.9 MPa (7,385 psi), well 

above the design strength of 34.5 MPa (5000 psi). The average compressive strength 

reported for 18 core specimens taken from regions of the PCC with the mix shown in 

Table 3.1 was 53.1 MPa (7707 psi) with a standard deviation of 4.4 MPa (634 psi). This 

average strength is slightly higher than that of all cores. 

Table 3.4 presents the previously discussed compressive strength development of 

the CR3 PCC concrete specimens and the relative strength at each age. For comparison, 

Table 3.5 presents the compressive strength development of concrete made with Type II 

cement at a content of 335 kg/m3 (564 lb/yd3) of concrete and an MSA of 38 mm (1.5-in.) 

(U.S. Bureau of Reclamation, 1981). The tests were conducted on 150-by-300-mm (6-by-

12-in.) cylinder specimens that were moist-cured at 21 °C (70 °F) until testing. 

At each age, the CR3 PCC specimens have greater strengths than the reference 

specimens, likely due to the greater cement content of the CR3 PCC concrete. The 7-day 

strength of the CR3 PCC specimens is also a higher percentage of the late-age strength 
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than that of the reference specimens, indicating that the CR3 PCC concrete exhibited 

relatively rapid early-age strength gain and slower late-age strength gain. Beyond the first 

7 days, the relative strength gain of the CR3 PCC specimens is approximately half that of 

the reference specimens. For example, the relative strength gain between 28 and 90 days 

for the CR3 PCC specimens was 12 %, approximately half the corresponding 25% gain 

for the reference specimens. Comparing the relative strength gain for the 7-, 28-, and 90- 

day results, as well as the 36-year cores for CR3 and the 5-year specimens for the 

reference concrete, the rate of strength gain for the CR3 PCC specimens varied between 

45% and 53% of that of the reference specimens. The only exception was the relative 

strength gain between 90 days and the 36-year cores for CR3 and between 90 days and 5 

years for the reference specimens, for which the CR3 rate was about 64% of the reference 

specimens. 

This difference may have been due to the significantly longer time period over 

which the cores were able to develop strength. Additionally, 100-by-200-mm (4-by-8-in.) 

cylinders, with the same diameter as the cores, have been shown to have strengths up to 

5% greater than corresponding 150-by-300-mm (6-by-12-in.) cylinders, though for 

strengths between 20 and 60 MPa (2900 and 8700 psi) the difference can reasonably be 

neglected (Day, 1994). In contrast, ASTM C42-13 (2013) states that the compressive 

strength of cores tends to be less than that of corresponding standard-cured cylinders of 

the same age and notes that there is no uniform relationship between the compressive 

strength of the two specimens types. A factor of 1.06 is often applied to core strengths to 

account for anticipated strength reductions due to damage occurring during the drilling 

process (ACI 214.4R-03), though no factor was applied to the reported core results. 

Furthermore, ACI 318-08 permits compressive strength results of core tests to indicate 

satisfactory in-place concrete ACI 318-08 permits compressive strength results of core 

tests to indicate satisfactory in-place concrete “if the average of three cores is at least 85 

percent of f’c and if no single core is less than 75 percent of f’c.” Performance 
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Improvement International (2010) also notes that the 4.37-MPa (634-psi) standard 

deviation of the cores indicates a relatively wide spread of the measured cores strengths, 

likely due to variations in the concrete batches, varying orientation of the cores, and 

environmental exposure of the different regions of the structures from which the cores 

were taken. With all of these factors, it is difficult to directly compare the core results 

with those of the standard-cured specimens from CR3 and with those in Table 3.5. 

Table 3.4: Compressive strength development of CR3 PCC concrete specimens 

Age 

Compressive 

Strength, fc 

(psi) 

Relative Compressive Strength (%) 

fc/fc-7 fc/fc-28 fc/fc-90 fc/fc-cores 

7 days 4581 100 76 68 59 

28 days 6029 132 100 89 78 

90 days 6756 147 112 100 88 

36 years (cores) 7707 168 128 114 100 

 

Table 3.5: Compressive strength development of concrete made with Type II cement 

(U.S. Bureau of Reclamation, 1981) 

Age 
fc (psi) 

Relative Compressive Strength (%) 

(days) (years) fc/fc-7 fc/fc-28 fc/fc-90 fc/fc-5years 

7 - 2550 100 61 49 40 

14 - 3400 133 81 65 53 

28 - 4200 165 100 80 66 

90 - 5250 206 125 100 82 

180 - 5650 222 135 108 88 

365 1 5950 233 142 113 93 

730 2 6200 243 148 118 97 

1825 5 6400 251 152 122 100 

 

 

The average splitting tensile strength ftsp measured for all cores was 4.14 MPa 

(600 psi), well above the allowable tensile stress of 1.5 MPa (212 psi) determined via Eq. 

3.1 (Performance Improvement International, 2010). The average splitting tensile 

strength reported for 10 core specimens taken from regions of the PCC with the mix 
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shown in Table 3.1 was 4.1 MPa (594 psi) with a standard deviation of 0.4 MPa (59 psi). 

This average splitting tensile strength is slightly less than that of all cores. 

The average direct tensile strength ft of all tested core specimens was 3.12 MPa 

(453 psi), and the average value for 3 core specimens taken from a region of the PCC 

with concrete mix design DM-5-Mod was 3.15 MPa (457 psi) (Performance 

Improvement International, 2010). In both cases, the direct tensile strengths are 

approximately 75% of the corresponding splitting tensile strengths. Per Neville (2011), 

direct tensile strength tends to be about 89 to 95% of the splitting tensile strength; the 

lower direct tensile strength of the cores was attributed to the soft and highly porous 

aggregate, to which the direct tensile strength is more sensitive (Performance 

Improvement International, 2010). However, the average measured direct tensile strength 

of cores from bay 34 was approximately 10% lower than that of cores from an adjacent 

bay and bay 61 (Performance Improvement International, 2010). The 10% decrease in 

tensile strength matches the 10% standard deviation for the entire population of 

measurements. 

The average modulus of elasticity Ec of 22 tested cores was 23.8 GPa (3,450 ksi), 

but the average Poisson’s ratio ν for all tested cores was not available from Performance 

Improvement International (2010). The average modulus of elasticity of 12 core 

specimens taken from a region of bay 61 (opposite bay 34) with the mix shown in Table 

3.1 was 24.7 GPa (3,579 ksi) with a standard deviation of 2.1 GPa (302 ksi), and the 

average Poisson’s ratio of the 12 cores was 0.18 with a standard deviation of 0.02. An 

average modulus of elasticity of 26.9 GPa (3,900 ksi) and Poisson’s ratio of 0.24 were 

reported for cores from an area of the SGR opening for which the mix shown in Table 3.1 

was used, but the number of specimens included in the average was not identified. The 

0.24 Poisson’s ratio is well above the typical range of 0.15 to 0.20 for concrete (Mehta 

and Monteiro, 2006), but no additional information was provided. Whereas the modulus 
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of elasticity increases with time, Poisson’s ratio has been shown to be independent of 

curing conditions and age (Higginson, 1961; Oluokun et al, 1991). 

The coefficient of thermal expansion (CTE) of the CR3 PCC concrete was 

determined to be 11.7 με/°C (6.5 με/°F), and thermal conductivity values of 1.73 W/m∙K 

(1.00 Btu/hr∙ft∙°F) and 43 W/m∙K (25 Btu/hr∙ft2∙°F) were identified for concrete and steel, 

respectively (Performance Improvement International, 2010). However, these CTE and 

thermal conductivity values are outside of typical ranges for concrete with limestone 

aggregate, and the source or method of determining these values was not stated. 

Additionally, 0.75 was used as a conservative estimate of the degree of restraint Kr for 

mid-thickness concrete in regions of the bays away from the buttresses (Performance 

Improvement International, 2010). 

3.1.2.4 Post-Tensioning 

According to concrete pour data for bays 12 and 34 of the CR3 PCC and a 

diagram of the pour locations (Performance Improvement International, 2010), the final 

primary concrete pour for the PCC walls was on March 3, 1973, at the top of bay 12. 

Serhan and Adler (1997) documented the original sequence of tendon tensioning for the 

CR3 PCC and indicated that post-tensioning began on August 30, 1974, approximately 

16 months after the final concrete pour for the PCC walls. The 16-month delay was likely 

due to the construction timeline rather than consideration of concrete strength gain; as 

shown in Table 3.4, the CR3 PCC concrete had an average 28-day strength of 5752 psi, 

15% greater than the 5000-psi specified strength. Serhan and Adler (1997) indicated that, 

except for four tendons that had to be retensioned, tensioning of the vertical tendons of 

the CR3 PCC was completed before tensioning of the horizontal tendons began. 

As part of the SGR opening process for the CR3 PCC, the tendons in the region of 

the SGR opening were detensioned. The two vertical tendons at the center of the opening 

were removed first, then two more vertical tendons were removed (Performance 
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Improvement International, 2010). The final four tendons to be removed were horizontal 

tendons, but the sequence of removing the other tendons has not been identified. 

3.2 Objective 

The CR3 PCC design meets many of the previously described criteria for mass 

concrete considerations. The 1.07-m (42-in.) thickness exceeds the ACI guidelines and 

FDOT requirement for minimum cross-sectional dimension, and the V/SA for a typical 

pour was calculated in Appendix A.1 to be 351 mm (13.8 in.), exceeding the FDOT limit. 

Furthermore, the cement content of 405 kg/m3 (682 lb/yd3) of concrete exceeds by 14% 

the guidelines of ACI 301-05 and Gajda for consideration as mass concrete. Despite these 

factors, analysis that was conducted following the identification of the PCC delamination 

in 2009 did not thoroughly account for the effects of mass concrete behavior on the early-

age behavior and property development of the concrete. 

This research investigated the thermal behavior of the CR3 PCC at early ages via 

temperature and strain monitoring of full-scale mock-ups of a portion of the CR3 PCC. 

The influence of that behavior on the development of the concrete properties was 

investigated by experimental determination of mechanical and thermal properties of 

specimens cured in accordance with ASTM C192-13a at 23 ± 2 °C (73.5 ± 3.5 °F) and 

two sets of specimens match-cured with the temperature of the mock-up concrete. These 

results were incorporated into analysis of the mock-up strains to identify potential 

cracking. 

3.3 Experimental Work 

The following sections discuss the experimental approach for investigation of the 

mass concrete behavior of the CR3 PCC. Details are provided on the full-scale mock-ups 

of the CR3 PCC, the materials used in the experimental work, and the tests for 

characterization of the properties of the mock-up concrete.  
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3.3.1 Mock-Ups 

In order to investigate the mass concrete behavior of a representative CR3 PCC 

pour, two full-scale planar mock-ups of a portion of the PCC were constructed and 

monitored with strain and temperature gauges. The mock-ups were prepared and kept in a 

facility exposed to ambient temperatures and humidity with brief daily exposure to direct 

sunlight. Plan, front elevation, and section drawings of the mock-ups as cast and cured 

are shown in Figure 3.2, Figure 3.3, and Figure 3.4, respectively. The mock-ups maintain 

the 1.07-m (42-in.) wall thickness of the CR3 PCC, and the 3.00-m (118-in.) height of the 

mock-ups is comparable to the 3.05-m (10-ft) height of typical CR3 PCC pours. The 

2.64-m (104-in.) length of the mock-ups is slightly less than half the 6-m (20-ft) length of 

typical CR3 PCC pours. 

The mock-ups contain six horizontal and three vertical post-tensioning ducts with 

representative spacing. With an outer diameter of 12.7 mm (5.0 in.) and wall thickness of 

3 mm (0.120 in.), the welded carbon steel tubes used for the post-tensioning ducts in the 

mock-ups are slightly smaller than and of comparable thickness to those used in the CR3 

PCC. Due to the smaller diameter, the vertical ducts were shifted 6 mm (0.25 in.) towards 

the front of the mock-ups to maintain contact with the horizontal ducts as in the CR3 

PCC. A nominal 300-by-300-mm (12-by-12-in.) grid of #8 bars is located near front face 

of the mock-ups with 57.2 mm (2.25 in.) of concrete cover; due to post-tensioning 

reinforcement at the ends of the mock-ups, the actual spacing of the #8 bars varies. The 

A36 steel plate at the back of the mock-ups with stitch-welded L3x2x¼ steel angles at 

457-mm (18-in.) spacing is representative of the CR3 PCC liner. 

In order to thermally simulate a longer wall, 50-mm-thick (2-in.-thick) 

polystyrene rigid foam insulation with an R-value of 1.7 m2∙K/W (10 ft2∙°F∙hr/Btu) was 

attached to the interior of the left and right ends of the formwork, and 165-mm-thick 

(6.25-in.-thick) paper-faced fiberglass roll insulation with an R-value of 3.3 m2∙K/W (19 
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ft2∙°F∙hr/Btu) was applied to the exterior of the left and right sides of the formwork, 

enveloping the aluminum beams in those areas. 

The wall was elevated 254 mm (10 in.) off the ground to allow access beneath the 

wall for vertical post-tensioning. To better simulate the concrete being poured directly on 

existing concrete, as in the CR3 PCC, the polystyrene rigid foam was also applied to the 

top and bottom of the plywood base, which consisted of two layers of 19-mm-thick (0.75-

in.-thick) plywood with openings for the 76-by-381-by-381-mm (3-by-15-by-15-in.) A36 

steel bearing plates. In order to limit water loss from the concrete into the forms during 

curing, 0.15-mm-thick (0.006-in.-thick) plastic sheeting was stapled to the interior 

insulation, and the plywood faces in contact with the concrete were painted and treated 

with a water sealer. The top surface of the concrete was regularly ponded with water and 

was loosely covered with plastic sheeting until formwork removal 14 days after 

placement. 

 

Note: Post-tensioning anchorage reinforcement is not shown 

Figure 3.2: Plan drawing of mock-ups as cast and cured 
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Note: Post-tensioning anchorage reinforcement is not shown 

Figure 3.3: Front elevation drawing of mock-ups as cast and cured 
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Note: Post-tensioning anchorage reinforcement not shown 

Figure 3.4: Section A-A (see Figure 3.3) drawing of mock-ups as cast and cured 

The location and orientation of 153-mm (6-in.) vibrating wire strain gauges and 

temperature gauges in the mock-ups are shown in Figure 3.5 and Figure 3.6. Each low-

modulus strain gauge had a nominal range of 3000 με and contained a thermistor to 

measure temperature at the center of the gauge length. The CTE of the gauges was 12.2 

με/°C (6.78 με/°F) and was used to correct for thermal strain of the gauges themselves. 

Twelve series of six transverse gauges, arranged in three rows and four columns in the 

front elevation of the mock-ups (Figure 3.5c), allowed measurement of strain and 

temperature profiles through the thickness of the mock-ups. The vertical and horizontal 
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gauges parallel with the post-tensioning ducts allowed comparison of the post-tensioning 

strains with expected values for the applied post-tensioning loads. 

Temperature gauges were located at depths of 51 and 127 mm (2 and 5 in.) from 

the front face of the mock-ups and 76 and 127 mm (3 and 5 in.) from the steel liner at the 

back side of the mock-ups for of the series of transverse gauges. These gauges were used 

to determine the degree of restraint Kr, defined by ACI 207.2R-07 as “the ratio of actual 

stress resulting from volume change to the stress that would result if completely 

restrained.” In accordance with ACI 301-10, a temperature probe was located at a depth 

of 51 mm (2 in.) from the center of the front face of the mock-ups, and a second probe 

was located at the center of mass of the mock-ups, 533 mm (21 in.) from the front face. 

In addition to recording temperature at these locations for determining the maximum 

temperature difference in the mock-up concrete, each of these probes was connected to a 

match-curing tank containing standard cylinder specimens prepared from the same 

concrete as the mock-ups. 
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Figure 3.5: Drawings of gauge location and orientation: (a) plan, (b) side elevation, (c) 

front elevation 
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Figure 3.6: Detail A (see Figure 3.5) of series of transverse gauges 

3.3.2 Post-Tensioning 

The mock-ups were post-tensioned using 75-mm (3-in.) threaded post-tensioning 

rods with an ultimate tensile strength of 1030 MPa (150 ksi) and a guaranteed ultimate 

tensile strength (GUTS) of 7088 MPa (1028 kips). Details of the anchorage system for 

the threaded rods are shown in Figure 3.7. Load cells with nominal 76-mm (3-in.) lengths 

were fabricated from seamless, hot-rolled 4140/4142 annealed steel tubing with an outer 

diameter of 152 mm (6 in.) and a wall thickness of 32 mm (1.25 in.). With a cross-

sectional area of 1.21 × 104 mm2 (18.7 in2) and a yield stress fy of 413 MPa (60 ksi), the 

yield capacity of each load cell was 4980 kN (1120 kips). Therefore, for a 3600-kN (800-

kip) load, the applied longitudinal stress was 296 MPa (43 ksi) or 0.72fy. 
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(b) (c) 

Figure 3.7: Post-tensioning anchorage system (a) Section A-A, (b) elevation, and (c) 

picture 

The A36 steel bearing plates used for the mock-up were 76 mm (3 in.) thick. The 

plates for the three vertical rods and the top and bottom horizontal rods were 381-mm 

(15-in.) squares. Due to the 324-mm (12.75-in.) spacing of the pairs of remaining rods, 

four 406-by-730-mm (16-in.-by-28.75-in.) two-hole plates spanning the paired rods were 

used for the remaining rods. In order to center the horizontal post-tensioning rods within 

the ducts and reduce the likelihood of friction losses along the length of the rod, plywood 

spacers were used to support the bearing plates as they were tightened against the 

concrete wall as shown in Figure 3.8. 
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(a) (b) (c) 

Figure 3.8: (a) Post-tensioning rod resting on duct embedded in concrete, (b) plywood 

spacer beneath bearing plate lifting rod to center of duct, and (c) full stack of plates and 

plywood spacers against the concrete 

As shown in Figure 3.3, the concrete for the main block of the mock-up was cast 

directly onto the three bottom bearing plates of the vertical post-tensioning rods. The 

remaining eleven bearing plates were placed after formwork removal, and a non-shrink, 

cementitious grout was used to ensure uniform and level bearing between the plates and 

the concrete. The grout was mixed with a handheld drill and paddle mixer attachment and 

had a 0.12 water-to-grout mass ratio with a dry-pack consistency. 

The grout was applied to the concrete surface behind the bearing plate, the plates 

were hammered against the grout to flatten the grout surface, and the nuts were tightened 

to ensure that the plates were perpendicular to the rods. The bearing plates at each end of 

each horizontal rod or pair of rods were grouted simultaneously. Figure 3.9 shows the 

grouting sequence for the top bearing plate for one of the vertical rods. 
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(a) (b) (c) 

Figure 3.9: (a) Fresh grout placed on concrete surface beneath bearing plate, (b) bearing 

plate lowered onto grout, and (c) finished grout after hammering bearing plate and 

tightening nut 

As shown in Table 3.6, the measured flow of the grout was 33% as tested in 

accordance with ASTM C1437-13, except that the flow was measured after 5 drops of the 

flow table in 3 seconds in accordance with ASTM C1107-14. The least flowable grout 

consistency defined by ASTM C1107-14 is plastic consistency, which is classified by a 

flow of 100 to 125%, so the grout used for the bearing plates could be considered non-

plastic. Since ASTM C1107-14 does not specify a sample preparation procedure for 

compressive strength of non-plastic grouts, the grout was prepared and tested in 

accordance with ASTM C109-13 with appropriate modifications prescribed in ASTM 

C1107-14 for plastic grouts, to which the tested grout was most similar. The results from 

six 2-inch cube specimens tested for compressive strength at 28 days, the age at which 

post-tensioning began, are shown in Table 3.7. The average compressive strength of the 

specimens was 12,610 psi. 

Table 3.6: Results of flow test for cementitious grout used for bearing plates 

Reading 
Base Diameter 

Flow 
(in) (mm) 

1 5.229 132.82 31% 

2 5.389 136.87 35% 

3 5.352 135.94 34% 

4 5.246 133.26 31% 

Average 5.304 134.72 33% 

St. Dev. 0.078 1.99 2% 
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Table 3.7: Results of compression tests on cementitious grout specimens 

Specimen 
Ultimate 

Load (kips) 

Compressive 

Strength (psi) 

1 51.84 12,960 

2 48.48 12,120 

3 52.40 13,100 

4 47.60 11,900 

5 51.44 12,860 

6 50.88 12,720 

Average 50.44 12,610 

St. Dev. 1.94 486 

 

 

The post-tensioning and detensioning sequences for the mock-ups are illustrated 

in Figure 3.10 and were based on the original sequence of tendon tensioning for the CR3 

PCC in the center region of the SGR opening and the detensioning sequence for 

preparation of the SGR opening (Serhan and Adler, 1997). During tensioning and 

detensioning, load cell readings were taken every 10 seconds and gauge readings were 

taken every 30 seconds. 

Each rod was jacked in five steps of approximately 600 kN (135 kips) each 

followed by a final step of approximately 890 kN (200 kips) so that the rods could be 

locked off at approximately 3600 kN (800 kips), as shown in Figure 3.11. Before locking 

off each rod, the nut at the end with the jack was tightened using a wrench and mallet in 

order to minimize the seating losses. The horizontal rods were tensioned approximately 

55 hours after the vertical rods, and the mock-up was fully post-tensioned for 

approximately 7.5 days before complete detensioning. 

The 75-mm (3-in.) rods used for post-tensioning the mock-up were the largest 

available. Multi-strand systems with larger capacities were considered, but due to the 

relatively short 2.64-m (104-in.) horizontal post-tensioning length, the expected 6-mm 

(0.25-in.) wedge seating would have resulted in a loss of approximately 1350 kN (300 

kips), making the post-tensioning rods a more effective approach. 
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Figure 3.10:  Identification of post-tensioning rods and post-tensioning and detensioning 

sequences 
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Figure 3.11: Tensile forces in post-tensioning rods 

3.3.3 Materials 

In order to represent the CR3 PCC concrete, the mix design shown in Table 3.1 

was used for the mock-up concrete. The w/c was 0.40 with a specified slump of 72 to 127 

mm (3 to 5 in.) and a specified minimum 28-day compressive strength of 34.5 MPa (5000 

psi). As discussed in the following sections, materials were selected to match those used 

in the CR3 PCC. 

The slumps of the concrete from the two trucks for the first mock-up were 

determined to be 102 and 108 mm (4.0 and 4.25 in.) in accordance with ASTM C143-12 

(2012), and the slumps for the second mock-up were determined to be 121 and 133 mm 

(4.75 and 5.25 in.). The density (unit weight) of the concrete from the first truck for the 

second mock-up was determined to be 2,276 kg/m3 (142.1 lb/ft3) in accordance with 

ASTM C138-12 (2012). 
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3.3.3.1 Cement 

The cement used for the mock-ups was an ASTM C150-11 Type I/II low-alkali 

(LA) cement from the Buzzi Unicem USA plant in Chattanooga, Tennessee. Though not 

indicated by the producers, the cement also met the standard composition and physical 

requirements of ASTM C150-11 listed in Table 3.2 for Type II moderate heat of 

hydration (MH) cement. Table 3.8 presents the oxide analysis results as determined by 

chemical analysis in accordance with ASTM C114-11b (2011) and the phase composition 

as determined by Bogue calculations in accordance with ASTM C150-11 and by Rietveld 

analysis in accordance with ASTM C1365-06 (2012). Based on the composition, the total 

heat of complete hydration of the cement was determined to be 465 J/g (200 Btu/lb) of 

cement using Eq.7 in Section 2.6.1, 29 J/g (12 Btu/lb) greater than that of the CR3 PCC 

cement. The Blaine fineness of the cement was determined in accordance with ASTM 

C204-11 to be 373 m2/kg (202 yd2/lb), 28 m2/kg (16 yd2/lb) less than the value measured 

for the cement used for the CR3 PCC, meaning the difference in heat release may not be 

as great as predicted by the total heats of complete hydration. 

Table 3.8: Oxide analysis and phase composition of mock-up cement 

Oxide Analysis* (percent by mass) 

SiO2 Al2O3 Fe2O3 CaO MgO SO3 (Na2O)e TiO2 Mn2O3 fCaO LOI 

19.41 4.59 3.89 62.14 2.07 2.63 0.69 0.25 0.22 0.12 2.43 

Phase Composition (percent by mass) 

Method C3S C2S C3A C4AF C3S + C3A C3S + 4.75C3A 

Bogue Calculation 61.6 9.2 5.6 11.8 67.1 88.1 

Rietveld analysis 63.6 14.0 2.3 13.2 65.9 74.4 

*oxides contributing less than 0.1% of the total content are not reported 

Figure 3.12 through Figure 3.14 present a summary of C3S, C3A, and 7-day heat 

of hydration data for Type II cements reported in various cement surveys since the 1950s 
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(Clifton and Mathey, 1971; Gebhardt, 1995; Tennis, 1999; Tennis and Bhatty, 2006) and 

seven current Type II cements available from various producers in the U.S.  

Figure 3.12 shows that since 1994 most Type II cements have exceeded the 58% 

C3S + C3A limit given by ASTM C150-67 for Type II cement with moderate heat of 

hydration, which was the cement type that was specified for the CR3 PCC. The increase 

over time is due to the increasing C3S content of the cement; Figure 3.13 shows that C3A 

content has not varied significantly, and the same 8% limit on C3A content is present in 

the current specifications for Type II cement. The modern composition limit for moderate 

heat of hydration is C3S + 4.75∙C3A = 100% (ASTM C150-11, 2011). 

Per Table 3.8, the C3S + C3A content of the cement used for the mock-ups as 

determined by Rietveld analysis is 65.9%, slightly greater than the 63.5% average of 

current cements shown in Figure 3.12. The cements with lower C3S plus C3A contents 

were not available locally and would not have been practical to transport for use at a 

ready mix plant for the concrete volume needed for the mock-ups. 

Figure 3.14 shows the increasing trend of heat of hydration as determined in 

accordance with ASTM C186 (2005). As in Figure 3.12, cements produced since 1994 

have typically had 7-day heats of hydration greater than the ASTM C150-11 moderate 

heat of hydration limit of 290kJ/g, which only applies if specifically requested. This 

indicates that modern Type II cements, even when meeting the modern requirements for 

moderate heat of hydration, may have different hydration behavior than the cement used 

in the CR3 PCC concrete. Though the cumulative 7-day heats of hydration were not 

provided for the CR3 PCC or mock-up cements, the total heats of complete hydration per 

unit mass of cement were estimated according to Eq. 7 in Section 2.6.1 to be 436 and 465 

J/g (187 and 200 Btu/lb) for the CR3 PCC and mock-up cements, respectively. 

 



168 

 

Figure 3.12: C3S and C3S plus C3A contents of cements produced in different years 

 

Figure 3.13: C3A content of cements produced in different years 
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Figure 3.14: Cumulative 7-day heat of hydration of cements produced in different years 

3.3.3.2 Coarse Aggregate  

The coarse aggregate was ASTM C33 (2013) #67 limerock from the CEMEX 

quarry in Brooksville, Florida, the city from which the coarse aggregate for the CR3 PCC 

was sourced. The gradation curve for the limerock aggregate is shown in Figure 3.15, and 

the absorption capacity, oven-dry specific gravity, and SSD specific gravity were 

determined in accordance with ASTM C127-12 (2012) to be 6.13%, 2.301, and 2.442, 

respectively. 
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Figure 3.15: Gradation curve of limerock coarse aggregate (1 in. = 25.4 mm) 

3.3.3.3 Fine Aggregate 

The fine aggregate was natural silica sand from Lambert Materials in Shorter, 

Alabama, meeting the physical and chemical requirements of ASTM C33 (2013). The 

gradation curve for the sand is shown in Figure 3.16, and the fineness modulus was 

determined in accordance with ASTM C136-06 (2006) to be 2.65, within the 2.2-to-2.7 

range of the fine aggregate used for the CR3 PCC concrete. The absorption capacity and 

SSD specific gravity were determined in accordance with ASTM C128-12 (2012) to be 

0.53% and 2.634, respectively. 
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Figure 3.16: Gradation curve of natural silica sand (1 in. = 25.4 mm) 

3.3.3.4 Admixtures 

As in the CR3 PCC, Darex AEA was used as the AEA for the mock-up concrete. 

Daratard HC, a modern version of the Daratard HCF admixture used in the CR3 PCC 

concrete, was used as the WRRET. Both admixtures are produced by W.R. Grace and are 

compatible for use together. 

3.3.4 Property Characterization 

The following sections discuss the curing conditions of the test specimens and the 

experimental tests conducted to characterize the properties of the mock-up concrete. 

3.3.4.1 Curing Conditions 

Standard cylinder specimens were prepared from the mock-up concrete for 

experimental testing to characterize the properties of the mock-up concrete. The 

specimens were grouped into three series according to the curing conditions to which 

they were subjected. A series of control specimens was cured in accordance with ASTM 
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C192-13a (2013) in a moist room at a temperature of 23 ± 2 °C (73.5 ± 3.5 °F), matching 

the curing condition of the standard-cured specimens used for testing compressive 

strength of the CR3 PCC concrete. A second series of specimens was match-cured with 

the temperature of the concrete at a depth of 51 mm (2 in.) from the center of the front 

face of the mock-ups, and a third series was match-cured with the temperature of the 

concrete at the center of mass of the mock-ups. The match-cured specimens were 

submerged in temperature-controlled storage tanks containing water saturated with 

calcium hydroxide in accordance with ASTM C511-13 (2013). The locations of the 

match-curing temperature probes in the mock-ups are shown in Figure 3.5, and 

specimens in one of the match-curing storage tanks are shown in Figure 3.17. 

Except for specimens from the second truck of the second mock-up, which were 

only subjected to standard curing, specimens tested for compressive strength, splitting 

tensile strength, modulus of elasticity, and Poisson’s ratio were subjected to all three 

curing conditions. All other tests were conducted on standard-cured specimens. 

 

 

Figure 3.17: Specimens in match-curing storage tank 
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3.3.4.2 Mechanical Properties 

Tests for compressive strength, splitting tensile strength, modulus of elasticity, 

and Poisson’s ratio were conducted 1, 2, 3, 7, 10, 14, 28, 90, and 180 days after casting. 

The compressive strength and splitting tensile strength were measured in accordance with 

ASTM C39-12 (2012) and ASTM C496-11 (2011), respectively, on sets of four 100-by-

200-mm (4-by-8-in.) cylinders at each age and curing condition. The modulus of 

elasticity and Poisson’s ratio were measured in accordance with ASTM C469-10 (2010) 

on sets of three 150-by-300-mm (6-by-12-in.) cylinders at each age and curing condition, 

and the compressive strength of each cylinder was determined in accordance with ASTM 

C39-12 after the loadings for modulus of elasticity and Poisson’s ratio were completed. 

3.3.4.3 Coefficient of Linear Thermal Expansion 

Three methods of determining the coefficient of linear thermal expansion (CTE) 

were conducted: CRD-C 39-81, AASHTO T 336, and Tex-428-A. For each method, 

standard-cured specimens from the first mock-up were tested at 1, 2, 3, 7, 14, 28, 56, and 

90 days after casting, except that a set was also tested at 10 days in accordance with 

CRD-C 39-81. Each specimen was tested only once so that variations in maturity due to 

thermal cycling during the test would not influence later test results. 

The specimens were cured in accordance with ASTM C192-13a in a moist room. 

In order to ensure consistent moisture content and prevent hygrometric expansion during 

testing, the specimens were placed in a limewater storage tank inside the moist room for 

at least the final 48 hours before testing to ensure that the specimens were fully saturated. 

The specimens tested at 1 and 2 days were moved into the limewater storage tank at 12 

hours, demolded at 16 hours, and kept in the limewater storage tank until testing. 

For consistency, the specimens were subjected to the same temperature sequence 

for all tests three test methods: 

 23 ± 2 °C (73 ± 4 °F) 
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 50 °C (122 °F) 

 10 °C (50 °F) 

 50 °C (122 °F) 

 

As discussed in Section 2.7.4.2.4, this sequence follows the suggestion of the 

manual for the commercial equipment used for the AASHTO T 336 and Tex-428-A test 

methods. 

 

3.3.4.3.1 CRD-C 39-81 

The CRD-C 39-81 test method was conducted on 150-by-300-mm (6-by-12-in.) 

cylinders. Each specimen had two pairs of diametrically opposite embedded inserts 

spanning nominal 254-mm (10-in) gauge lengths for measuring longitudinal length 

change with a 254-mm (10-in.) demountable mechanical (DEMEC) gauge with a 

precision of ± 0.0025 mm (0.0001 in.). The molds used for preparing the specimens and 

the use of the DEMEC gauge to measure the gauge lengths of the specimens are shown in 

Figure 3.18. 

 

   
(a) (b) (c) 
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Figure 3.18: Specimens for CTE testing in accordance with CRD-C 39-81: (a) cylinder 

mold with inserts, (b) specimen with embedded inserts circled in red, and (c) reading 

taken with DEMEC gauge 

Specimens from both trucks were tested at 7, 14, 28, 56, and 90 days after casting, 

and specimens from one of the two trucks were tested at 1, 2, 3, and 10 days after casting. 

The specimens were tested in triplicate except at 1 day after casting, when the inserts for 

one of the specimens were outside the range of the DEMEC gauge and only two 

specimens could be measured. 

For each length measurement, the specimens were removed from the limewater 

storage tank or constant-temperature bath and promptly measured in air with the DEMEC 

gauge. The specimens were then returned to the same storage tank or bath, and 

measurements were repeated at the same temperature until the change in each length 

between successive readings at 1-hour intervals was less than or equal to 0.0051 mm 

(0.0002 in.). The final length measurements were recorded for the corresponding 

temperature condition, the specimens were transferred to the next constant-temperature 

bath, and the process was repeated for all temperature conditions. 

The change in length for each side of each specimen over the tested temperature 

range was taken as the average of the change in length over the cooling and heating 

segments. The CTE for each specimen was calculated as the average of the apparent CTE 

values for each side as determined according to Eq. 91 in Section 2.7.4.2.1. The results 

are reported as the average and standard deviation of the three specimens tested for each 

truck at each age. 

3.3.4.3.2 AASHTO T 336 and Tex-428-A 

The AASHTO T 336 and Tex-428-A methods for determining CTE were 

conducted using commercial equipment (Pine Instrument AFCT2 Coefficient of Thermal 
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Expansion (CTE) of Hydraulic Cement Concrete System) available at the Georgia 

Department of Transportation (GDOT) Office of Materials and Research. The specimen 

fixtures were made of a corrosion-resistant alloy and had submersible LVDTs for 

measuring length change. The fixture calibration standard was AISI 410 stainless steel 

with a CTE of 10.296 με/°C (5.720 με/°F) over the test temperature range as determined 

in accordance with ASTM E228. The test set-up is shown in Figure 3.19. 

 

 

Figure 3.19: Set-up for AASHTO T 336 and Tex-428-A CTE testing 

The tests were conducted on pairs of 100-mm-by-200-mm (4-by-8-in.) cylinders 

from the first truck of the first mock-up sawn to lengths of 177.8 ± 2.54 mm (7.0 ± 0.1 

in.). After the specimens reached saturation at room temperature, the length of each 
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specimen was measured in accordance with ASTM C1542 (2010) except that the lengths 

were recorded to the nearest 0.1 mm (0.004 in.) rather than the nearest 0.25 mm (0.01 

in.). 

The water temperature, taken as the average reading of two temperature sensors, 

and the change in length of the specimens were recorded every 60 seconds until 

completion of the test. The measured temperature change and length change for each 

segment were used with the length of the specimen at room temperature to calculate the 

CTE according to Eq. 91 in Section 2.7.4.2.1. 

The raw temperature and length change data collected during the AASHTO T 336 

test was also used to determine the CTE in accordance with Tex-428-A using EQ92 in 

Section 2.7.4.2.3. However, since the program operating the equipment was not set up for 

Tex-428-A, the specified inter-specimen CTE tolerance of 0.5 με/°C (0.3 με/°F) was not 

used as criteria for completion of the test. Additionally, only the values between 15 and 

45 °C (59 to 113 °F) were used in regression analysis, as recommended by Won (2005). 

3.3.4.4 Time of Final Setting 

The time of final setting approximates the time of complete solidification and the 

beginning of hardening, during which mechanical strength develops (Mehta and 

Monteiro, 2006). As the concrete would begin sustaining stress at this time, the time of 

final setting was used to help establish the time at which the strain gauges in the mock-up 

would be tared. 

Dodson (1994) demonstrated that, for mortars screened from concrete, the times 

of initial and final setting decreased as the temperature at which the specimens were 

tested increased. This indicates that the results of testing for time of setting at room 

temperature would not necessarily be indicative of the setting behavior of the mock-up 

concrete with rapidly increasing temperatures over the first several hours after the 

beginning of concrete placement. Christensen (2006) found that the time of the maximum 
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rate of change of concrete temperature with respect to time correlated well with times of 

final setting of companion mortar specimens tested in accordance with ASTM C403. 

Therefore, the rate of temperature change of the mock-up concrete as measured by the 

embedded gauges was used to assist in determination of the time at which the gauges 

would be tared. 

3.3.4.5 Density, Percent Absorption, and Percent Voids of Hardened Concrete 

Three 100-by-200-mm (4-by-8-in.) cylinders were prepared from both trucks for 

the second mock-up for determination of the density, percent absorption, and percent 

permeable voids in accordance with ASTM C642-13 (2013) for comparison with values 

reported for cores taken from the CR3 PCC in 2009. At an age of 180 days, the bottom 51 

mm (2 in.) of each cylinder was cut off with a wet saw, and the subsequent 51 mm (2 in.) 

of each cylinder was cut and used as a test specimen with a nominal volume of 4.12 × 105 

mm3 (25.1 in.3). 

3.3.4.6 Statistical Analysis 

One-way analysis of variance (ANOVA) was conducted on all sets of property 

data to test the null hypothesis that, for each mock-up and curing condition and at each 

age, the mean value of the given property of the concrete from the two trucks was the 

same. A significance level of α = 0.05 (5%) was used for all statistical analysis, and if the 

null hypothesis could not be rejected according to the significance level, the results for 

the two trucks were combined. Complete property results and ANOVA p-values are 

provided in Appendix B. 
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3.4 Results and Discussion 

3.4.1 Density, Percent Absorption, and Percent Voids of Hardened Concrete 

The SSD bulk density of the hardened concrete for the second mock-up was 

determined to be 2,283 kg/m3 (142.5 lb/ft3), similar to the measured density of the fresh 

concrete. The apparent density was determined to be 2,558 kg/m3 (159.7 lb/ft3), slightly 

higher than the 2515-kg/m3 (157-lb/ft3) density reported for the cores. The average 

permeable voids volume was 16.9%, also higher than the 15.0% reported for the cores. 

Results of the density, percent absorption, and percent permeable voids are tabulated in 

Appendix B.1. 

3.4.2 Naming Convention 

Each mock-up required two trucks of concrete, and the companion specimens for 

each mock-up were exposed to three curing conditions. In the figures, tables, and 

discussion that follow, the first term in each label is a Roman numeral indicating the 

mock-up for which the concrete was used: “I” indicates the first mock-up, and “II” 

indicates the second mock-up. 

The terms “Fog,” “Ext,” and “Int” refer to the curing condition of the specimens. 

“Fog” specimens were cured in a moist room at 23 ± 2 °C (73.5 ± 3.5 °F), “Ext” 

specimens were match-cured with the temperature of the concrete near the center of the 

front face of the mock-ups, and “Int” specimens were match-cured with the temperature 

of the concrete at the center of mass of the mock-ups. 

The final numerical term indicates the ready-mix truck from which the specimens 

were obtained: “1” indicates the first truck for the identified mock-up, and “2” indicates 

the second truck for the identified mock-up. Therefore, “II-Ext-1” identifies specimens 

from the second mock-up that were match-cured to the near-surface temperature of the 

mock-up concrete and were obtained from the first truck for that pour. When the final 
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numeral is not provided, the label refers to concrete from both trucks of the given mock-

up and curing condition. 

The label “CR3” refers to the standard-cured 150-by-300-mm (6-by-12-in.) 

concrete cylinders tested for acceptance and quality control of the DM-5-Mod concrete 

used in the CR3 PCC, and the label “Cores” refers to cores measuring 102 mm (4 in.) in 

diameter taken from the region of delaminated DM-5-Mod concrete and tested by 

Performance Improvement International (2010) as-received in 2009-2010 at an age of 

approximately 36 years. 

3.4.3 Mock-Up Temperatures 

Figure 3.20 shows the temperature histories recorded at the center and near the 

surface of the two mock-ups, the same histories to which the match-curing specimens 

were matched, and the 23-°C (73.5-°F) curing temperature of the “Fog” specimens. The 

initial temperature of the concrete at the time of placement was 25.5 and 22.5 °C (77.9 

and 72.5 °F) for the first and second mock-up, respectively, close to the measured 

ambient temperatures of 26 and 21 °C (79 and 70 °F), respectively. This behavior is 

consistent with ACI 207.2R-07, which indicates that the temperature of concrete at the 

time of placement can be approximated as being equal to or slightly greater than the 

average ambient temperature. 

The maximum recorded temperature in the first mock-up was 71.9 °C (161 °F) 

approximately 24 hours after concrete placement, and the maximum temperature 

difference was 7.5 °C (45.5 °F) approximately 30 hours after placement. The maximum 

recorded temperature in the second mock-up was 64.7 °C (148 °F) approximately 28 

hours after placement, and the maximum temperature difference was 10.4 °C (50.7 °F) 

approximately 49 hours after placement. Therefore, the first mock-up exceeded the 70-°C 

(158-°F) maximum temperature limit specified by ACI 301-10 and may have been 

susceptible to DEF, but neither mock-up exceeded the 19-°C (35-°F) maximum 
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temperature difference specified by ACI 301-10. The higher temperatures in the first 

mock-up were likely related to the lower slump of the concrete, which may have had a 

slightly lower water content than that of the second mock-up. 

In contrast to the large-magnitude temperature changes shown in Figure 3.20a 

during the first 14 days of curing, Figure 3.20b shows that relatively little variation 

occurred at later ages and ambient conditions controlled the temperature. For each mock-

up, the similar temperatures near the surface and at the center of the mock-ups at later 

ages suggest that the presence of the post-tensioning ducts, which were only covered 

while the forms were in place and during post-tensioning, increased the influence of the 

ambient conditions on the temperatures of the concrete at the interior of the mock-ups. 

After hydration has slowed, the concrete surface temperature is typically similar to that of 

the air when not directly exposed to sunlight or other heat sources, whereas the variation 

of the interior concrete temperature may be only 10% of that of the surface concrete 

temperature (ACI 207.2R-07). The lack of consistent direct sunlight on the mock-ups also 

contributed to the limited temperature difference between the surface and interior 

concrete. 

Due to seasonal variations, the second mock-up cured in generally lower ambient 

temperatures, which may have contributed to the lower temperatures values and larger 

temperature variation measured in the second mock-up. 
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(a) 

 

 

(b) 

Figure 3.20: Concrete specimen curing temperature histories through (a) 28 days and (b) 

180 days 
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The temperature profile through the thickness of the second mock-up as measured 

by the C gauges at the time of maximum temperature differential is shown in Figure 3.21. 

The balance line is the value of the average temperature across the section so that the 

compressive and tensile stresses due temperatures greater than and less than the balance 

line sum to zero. Based on the quadratic fit of the temperature profile, the temperature of 

the balance line was determined to be 58.2 °C (137 °F) in Appendix A.5. The depth of 

the internal stress block ds, where the quadratic fit intersects the balance line, was 

determined to be 236 mm (9.3 in.). For the 2.64-m (104-in.) length of the mock-up, the 

length-to-depth ratio L/ds of the stress block was 11.2 at this time. Using this value as the 

length-to-height ratio L/H and taking the surface to be the full height H from the point of 

restraint, the degree of restraint Kr at the center of the front of the mock-up was estimated 

to be 0.77 according to ACI 207.2R-07. 

 

 

 
Figure 3.21: Section detail and temperature profile through thickness of second mock-up 

measured by C gauges at time of maximum temperature differential 
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The temperature profiles in Figure 3.22 show the variation of the temperature in 

the C gauges during the first 4 days of curing. At 6 hours, the temperature profile was 

relatively flat, with little variation in temperature. As the temperature increased rapidly 

during the first 24 hours, more curvature developed in the temperature profiles, with the 

temperature at the center of the mock-up increasing more rapidly than the temperatures 

near the surfaces. Little change occurred between 24 and 36 hours, and during the gradual 

decrease in temperature through 96 hours, the temperature profile began slowly flattening 

out again. 

As shown in Figure 3.22b, the temperatures towards the front of the mock-up 

were higher than those towards the back at early ages, but by 18 hours, the parabolic form 

of the temperature profiles had shifted to the center of the thickness of the mock-up. The 

lower temperatures at the back of the mock-up were likely due to the steel liner, which 

would have drawn heat away from the concrete as it was being placed more rapidly than 

the plywood in contact with the front face. The variation in the depth of the internal stress 

block due to the varying temperature profiles resulted in slight variation of the degree of 

restraint as shown in Figure 3.36 in Section 3.4.8; as the depth of the stress block 

increased with time, the degree of restraint decreased, contributing to lower stresses if all 

other factors were constant. 
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(a) 

 

 
(b) 

Figure 3.22: Quadratic regressions of temperature profiles through thickness of second 

mock-up shown with (a) actual magnitudes and (b) balance lines shifted to 0 °C (32 °F) 
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Temperature contours at midheight of the second mock-up are shown in Figure 

3.23. The vertical axis indicates the depth from the front face of the mock-up, and the 

horizontal axis indicates the horizontal distance from the vertical midplane of the mock-

up. As the concrete temperature was rising during the first day, the temperature was 

asymmetric across the midplane of the mock-up, with slightly higher temperatures 

centered towards the left side as shown in Figure 3.23a at 12 hours. This behavior may 

have been caused by the non-uniform placement of concrete from the first ready-mix 

truck in order to avoid displacing the gauges at the center of the mock-up. If more 

concrete from the first truck was placed in the left side of the form than the right, the 

temperature would have begun rising earlier on the left side due to the larger volume of 

concrete and earlier initiation of hydration in the concrete at that height on the left side. 

However, by 24 hours (Figure 3.23b), when the concrete temperatures approached 

maximum values, the temperature contours became more uniform along the length of the 

mock-up. Between 24 and 36 hours, the temperature contours were relatively consistent. 

As shown in Figure 3.23c at 48 hours, the contours remained relatively uniform along the 

length as the temperatures decreased. At 96 hours (Figure 3.23d), the temperature contour 

was still mostly uniform along the length except for a small region of slightly higher 

temperatures just left of the center of the mock-up. Aside from the asymmetry during the 

first day, the temperature contours suggest that the variation of the temperature at any 

time in the region of the mock-up with the gauges was generally one-dimensional and 

primarily dependent on the depth from the concrete surface. This behavior also suggests 

that, by insulating the ends of the mock-ups, the temperatures in the region of the gauges 

are comparable to what would have been measured for a mock-up measuring the full 6-m 

(20-ft) length of typical CR3 PCC pours rather than the 2.64-m (104-in.) length of the 

mock-ups. 
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(a) 

 

(b) 

  
(c) (d) 

Figure 3.23: Temperature contours at midheight of second mock-up at (a) 12 hours (b) 24 

hours (c) 48 hours, and (d) 96 hours after concrete placement began 

3.4.5 Mechanical Properties 

The following sections discuss the results of the tests for the mechanical 

properties of the mock-up concrete. Except for the compressive strength and modulus of 

elasticity results of the II-Fog concrete, the results for the two trucks for each mechanical 

property and curing condition were combined based on ANOVA results. 
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3.4.5.1 Compressive Strength 

The compressive strength results for the mock-up concrete are shown in Figure 

3.24 and Table 3.9. Whereas the results for the first mock-up are shown as the average of 

the two trucks for each curing condition, the results for the II-Fog specimens for the 

second mock-up are shown separated by truck due to statistical significance of the two 

sets of data per ANOVA and rejection of the null hypothesis that the two sets of data 

were from the same set. The complete results are presented in Appendix B.2. 

At 7, 28, and 90 days, the compressive strength of the first mock-up concrete was 

lower than that of the standard-cured 150-by-300-mm (6-by-12-in.) cylinders tested for 

the CR3 PCC concrete, particularly at the later ages. At 28 days, the I-Fog specimens 

achieved an average compressive strength of 35.9 MPa (5,203 psi) with a sample 

standard deviation ss of 0.92 MPa (133 psi). According to Eq. 3.2 from ACI 318-08, the 

required average compressive strength f’cr of the I-Fog specimens would have been 35.7 

MPa (5,179 psi) for the design strength of 34.5 MPa (5000 psi), meaning the specimens 

would have met the design requirements for the CR3 PCC concrete. In contrast, the I-Ext 

and I-Int specimens had 28-day strengths of 34.0 and 30.9 MPa (4,927 and 4,481 psi), 

respectively, and would not have met the design requirements. Each set of specimens 

tested for the second mock-up developed sufficient 28-day strength to meet the design 

requirements according to Eq. 3.2. 

 

 

𝑓𝑐𝑟
′ = max {

𝑓𝑐
′ + 1.34𝑠𝑠

𝑓𝑐
′ + 2.33𝑠𝑠 − 3.5

[MPa]

𝑓𝑐𝑟
′ = max {

𝑓𝑐
′ + 1.34𝑠𝑠

𝑓𝑐
′ + 2.33𝑠𝑠 − 500

[psi]

 Eq. 3.2 

 Where, 

  f’cr =   required average compressive strength, MPa (psi) 

  f’c =   specified compressive strength, MPa (psi) 

 

For each curing condition and age, the strength of the concrete for the second 

mock-up was greater than that of the first. The II-Fog-2 specimens had similar strengths 
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to those tested for the CR3 PCC at 7, 28, and 90 days, and the II-Ext and II-Int specimens 

had strengths slightly lower than the CR3 specimens at 28 and 90 days. All specimens 

had strengths lower than the 53.1-MPa (7707-psi) average strength of the post-

delamination core specimens of DM-5-Mod concrete. 

For both mock-ups, the development of the compressive strength exhibits the 

crossover effect. For the first mock-up, the I-Int specimens had the highest strength and 

the I-Fog specimens had the lowest strength over the first two days, but at 28 days and 

beyond, the I-Fog specimens had the highest strength and the I-Int specimens had the 

lowest strength. Similar behavior was observed for the second mock-up, though the II-

Ext specimens didn’t surpass the II-Int specimens until after 28 days. The rapid early 

increase in strength at higher temperatures is due to more rapid hydration at higher 

temperatures, but the microstructure of the resulting cement paste is not as uniform, 

resulting in regions of weakness that limit strength (Mehta and Monteiro, 2006; Mindess 

et al., 2003). 

The sample standard deviation ss of the experimental specimens ranges from 0.15 

MPa (22 psi) (I-Fog at 56 days) to 4.43 MPa (642 psi) (II-Int-1 at 28 days). Per ACI 

214R-11, the 4.43-MPa (642-psi) standard deviation for 28-day compressive strength 

results meets the “fair” standard of concrete control for concrete with a specified 

compressive strength no greater than 5000 psi. With a standard deviation of 502 psi at 28 

days, the CR3 cylinders met the “good” standard of concrete control. However, most of 

the experimental tests had lower standard deviation values than the CR3 results; this may 

be due to the fact that the experimental results were obtained from two trucks of concrete, 

whereas the CR3 results were obtained from pairs of specimens from numerous different 

batches of concrete poured over a period of about 8 months. Performance Improvement 

International (2010) also notes an instance of potential testing error in the compressive 

strength results of the cylinders and suggests that other instances of error may have 

occurred. 
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Note: 1 MPa = 145 psi 

(a) 

 

 
Note: 1 MPa = 145 psi 

(b) 

Figure 3.24: Compressive strength of (a) first and (b) second mock-up concrete 
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Table 3.9: Compressive strength of the mock-up concrete 

Batch 

ID 
Measure 

Compressive Strength (psi) 

1-day 2-day 3-day 7-day 
10- 

day 

14- 

day 

28- 

day 

56- 

day 

90- 

day 

180-

day 

I-Fog 
Avg. 2028 2774 3570 4151 4305 4454 5203 5412 5784 6066 

Std. Dev. 127 308 258 450 426 502 133 22 416 434 

I-Ext 
Avg. 2868 3749 4016 4336 

- - 
4927 

- 
5072 5852 

Std. Dev. 149 202 507 385 255 303 250 

I-Int 
Avg. 3177 3841 3928 4169 

- - 
4481 

- 
4755 5308 

Std. Dev. 227 486 329 498 408 430 200 

II-Fog-

1 

Avg. 2486 
- 

3714 5421 
- - 

6749 
- 

6953 
- 

Std. Dev. 222 370 197 196 95 

II-Fog-

2 

Avg. 
- - - 

4387 
- - 

6073 
- 

6499 
- 

Std. Dev. 157 50 258 

II-Ext-

1 

Avg. 3522 
- 

4351 6003 
- - 

5988 
- 

6018 
- 

Std. Dev. 624 360 121 136 179 

II-Int-1 
Avg. 3950 

- 
4519 5833 

- - 
5730 

- 
6355 

- 
Std. Dev. 102 642 93 339 248 

CR3 Avg. 
- - - 

4581 
- - 

6029 
- 

6756 
- 

 Std. Dev. 619 502 498 

Note: 1 MPa = 145 psi 

3.4.5.2 Splitting Tensile Strength 

The splitting tensile strength results for the mock-up concrete are shown in Figure 

3.25 and Table 3.10. At 180 days, the match-cured specimens for the first mock-up had 

achieved the 4.10-MPa (594-psi) average splitting tensile strength of the post-

delamination core specimens of DM-5-Mod concrete, whereas the I-Fog specimens 

achieved a splitting tensile strength of approximately (700 psi) by 90 days. In contrast, 

the 90-day splitting tensile strength of the specimens from all three curing conditions of 

the second mock-up similar to that of the cores. Whereas the splitting tensile strength of 

the I-Fog specimens increased by 2.24 MPa (325 psi) between 1 and 90 days, the strength 

of the II-Fog specimens increased by 0.97 MPa (141 psi) over the same period. The first 

mock-up specimens exhibited more clearly defined crossover effect behavior than the 
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second mock-up, though for both mock-ups, the Int and Ext specimens tended to exhibit 

comparable strength at each age. 

Figure 3.25 also shows the splitting tensile strengths predicted by Eq. 3.3, an 

empirical relationship between compressive strength and splitting tensile strength 

provided by ACI 318-08. Using the average compressive strengths of the CR3 PCC 

concrete at 7, 28, and 90 days, the tensile splitting strength of the CR3 PCC concrete is 

predicted by Eq. 3.3 to be 3.12, 3.59, and 3.80 MPa (453, 520, and 551 psi) at the 

respective ages. Except for the I-Ext and I-Int specimens at 28 days, each set of mock-up 

specimens at 7, 28, and 90 days equaled or exceeded the predicted splitting tensile 

strength for the CR3 PCC concrete. 

 

 
𝑓𝑡𝑠𝑝 = 0.56√𝑓𝑐′ [MPa]

𝑓𝑡𝑠𝑝 = 6.7√𝑓𝑐′ [psi]
 Eq. 3.3 

Where, 

  ftsp =   splitting tensile strength, MPa or psi 

  f’c =   specified compressive strength, MPa or psi 
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Note: 1 MPa = 145 psi 

(a) 

 

 
Note: 1 MPa = 145 psi 

(b) 

Figure 3.25: Splitting tensile strength of (a) first and (b) second mock-up concrete 
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Table 3.10: Splitting tensile strength of the mock-up concrete 

Batch 

ID 
Measure 

Splitting Tensile Strength (psi) 

1-day 2-day 3-day 7-day 10-day 14-day 28-day 90-day 
180-

day 

I-Fog 
Average 388 448 487 510 530 531 559 713 701 

Std. Dev. 24 16 17 46 58 20 40 43 48 

I-Ext 
Average 482 489 544 530 

- - 
500 586 590 

Std. Dev. 35 14 52 39 37 18 46 

I-Int 
Average 416 498 477 491 

- - 
498 556 588 

Std. Dev. 19 6 43 19 25 52 67 

II-Fog 
Average 456 

- 
555 542 

- - 
542 597 

- 
Std. Dev. 7 40 53 50 36 

II-Ext 
Average 520 

- 
584 616 

- - 
643 576 

- 
Std. Dev. 13 20 30 30 18 

II-Int 
Average 523 

- 
641 613 

- - 
640 583 

- 
Std. Dev. 12 35 56 63 47 

Note: 1 MPa = 145 psi 

Figure 3.26 shows a failed I-Int-1 splitting tensile strength specimen tested at 1 

day with approximately 70 to 80% of the coarse aggregate fractured along the plane of 

failure during testing. Typically, the aggregate is the strongest component material in 

concrete, especially at early ages when the cement paste has not developed substantial 

strength. Therefore, fracturing usually occurs around rather than through a significant 

portion of the aggregate at early ages. Similar fracturing of a large portion of the 

aggregate was also observed at early ages for the compressive strength specimens but is 

more clearly displayed in the splitting tensile strength specimens. The high rate of coarse 

aggregate fracture is consistent with the high content of soft and friable particles 

identified in the CR3 PCC coarse aggregate. Though the compressive and splitting tensile 

strengths of the concrete increased beyond the 1-day results due to strengthening of the 

cement paste between the aggregate particles, the failure of the aggregate at relatively 

early ages indicates that it limits the potential late-age strength of the concrete. 
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Figure 3.26: Failed I-Int-1 splitting tensile strength specimen tested at 1 day 

3.4.5.3 Modulus of Elasticity 

The modulus of elasticity results for the mock-up concrete are shown in Figure 

3.27 and Table 3.11. Whereas the results for the first mock-up are shown as the average 

of the two trucks for each curing condition, the results for the II-Fog specimens for the 

second mock-up are shown separated by truck due to statistical significance of the two 

sets of data per ANOVA and rejection of the null hypothesis that the two sets of data 

were from the same set. 

The values measured for the I-Ext specimens were generally slightly higher than 

those for the I-Int specimens, and both sets had generally consistent values at all ages, 

fluctuating around the 24.7-GPa (3,579-ksi) average modulus of elasticity of 12 post-

delamination core specimens of DM-5-Mod concrete taken from bay 61 of the CR3 PCC. 

The crossover effect is more clearly observed in the results for the first mock-up, for 

which the modulus of elasticity of the I-Fog specimens increased by about 8.3 GPa (1200 
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ksi) over the first 90 days. In contrast, the lower 4.8-GPa (700-ksi) increase of the II-Fog 

specimens over the first 90 days results in less distinct crossover behavior. Except for the 

7-day Ext specimens, the modulus of elasticity of the second mock-up specimens was 

greater than that of the first mock-up for the corresponding curing conditions and ages. 
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Note: 1 GPa = 145 ksi 

(a) 

 

 
Note: 1 GPa = 145 ksi 

(b) 

Figure 3.27: Modulus of elasticity of (a) first and (b) second mock-up concrete 
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Table 3.11: Modulus of elasticity of mock-up concrete 

Batch 

ID 

Meas-

ure 

Modulus of Elasticity (ksi) 

1-day 2-day 3-day 7-day 10-day 14-day 28-day 56-day 90-day 
180-

day 

I-Fog 
Avg. 3,175 3,129 3,485 3,627 4,143 4,071 3,989 4,449 4,391 4,260 

ss 407 270 203 325 513 242 321 402 403 377 

I-Ext 
Avg. 3,376 3,693 3,548 3,731 

- - 
3,621 3,589 3,663 3,828 

ss 82 97 136 127 359 320 321 200 

I-Int 
Avg. 3,496 3,507 3,469 3,475 

- - 
3,271 3,281 3,671 3,489 

ss 164 128 91 81 287 305 512 214 

II-Fog 
Avg. 

- 
3,929 4,068 3,968 

- - 
4,622 

- 
4,641 

- 
ss 310 389 529 409 298 

II-Ext-

1 

Avg. 
- 

4,006 4,240 3,709 
- - 

4,546 
- 

4,488 
- 

ss 253 263 345 90 97 

II-Int-1 
Avg. 

- 
4,025 4,325 3,892 

- - 
4,038 

- 
4,370 

- 
ss 208 241 385 305 12 

Note: 1 GPa = 145 ksi 

An empirical relationship for the modulus of elasticity based on the unit weight 

and compressive strength of the concrete is given in Eq. 3.4 (ACI 318-08), and this 

relationship was determined to be valid for ages greater than or equal to 12 hours 

(Oluokun et al., 1991). 

Since the 2515-kg/m3 (157-lb/ft3) average unit weight reported for the CR3 PCC 

cores is similar to the 2,558-kg/m3 (159.7-lb/ft3) apparent density measured in accordance 

with ASTM C642, the reported unit weight is not likely representative of the unit weight 

of the fresh concrete, which includes the mass of the water and the volume of the water 

and air in the concrete. Therefore, the 2,276-kg/m3 (142.1-lb/ft3) unit weight of the fresh 

mock-up concrete was used in Eq. 3.4 with the corresponding compressive strengths to 

determine predicted modulus of elasticity values of 26.1, 29.9, and 31.7 GPa (3783, 4340, 

and 4595 ksi) at 7, 28, and 90 days, respectively, for the CR3 PCC concrete. 

At the corresponding ages, the modulus of elasticity of the I-Fog specimens is 

slightly lower than the predicted values for the CR3 PCC concrete, but the general 
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behavior is comparable. At 28 and 90 days, the I-Ext and I-Int specimens have 

considerably lower values of modulus of elasticity than those predicted for the CR3 PCC 

concrete. In contrast, the modulus of elasticity values for the second mock-up are 

generally consistent with the predicted values at the corresponding ages, and a similar 

trend is present amongst all tested sets between 7 and 90 days. 

 

 
𝐸𝑐 = 0.043𝑤𝑐

1.5√𝑓𝑐′ [MPa]

𝐸𝑐 = 33𝑤𝑐
1.5√𝑓𝑐′ [psi]

 Eq. 3.4 

 Where, 

  Ec =   modulus of elasticity of concrete, MPa or psi 

  wc =   unit weight of concrete, kg/m3 or lb/yd3 

  f’c =   compressive strength of concrete, MPa or psi 

 

Figure 3.28 shows the relationship between the measured modulus of elasticity 

and compressive strength for each age and curing condition in comparison with the ACI 

318 relationship (Eq. 3.4). For both mock-ups, the Fog specimens generally follow the 

curve predicted by ACI 318. Since the modulus of elasticity of the match-cured 

specimens from the first mock-up increased a relatively small amount, the I-Ext and I-Int 

curves have a lower slope and cross the ACI 318 curve at approximately 27.6-MPa 

(4000-psi) compressive strength and 24.1-GPa (3500-ksi) modulus of elasticity. 

Aside from the left-most II-Fog point, which corresponds to 3-day values, the 

relationship between the modulus of elasticity and compressive strength of the II-Fog 

specimens is comparable to the ACI 318 prediction. The match-cured specimens for the 

second mock-up also deviate significantly from the ACI 318 prediction at early ages, and 

the later ages are more comparable to the ACI 318 prediction, but the general trend of the 

II-Ext and II-Int specimens is inconsistent with the predicted relationship. 

The most significant outlier is the point for the post-delamination cores, which 

had an average compressive strength of 53.1 MPa (7707 psi) with a standard deviation of 

4.4 MPa (634 psi) and an average modulus of elasticity of 24.7 GPa (3,579 ksi) with a 

standard deviation of 2.1 GPa (302 ksi). The modulus of elasticity is 73% of the 53.1-
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GPa (4907-ksi) value predicted by Eq. 3.4, which, when overestimating, tends to be 

within 9.41% of the measured modulus of elasticity. This difference may have been 

caused by damage to the cores during drilling that affected the stiffness of the cores more 

than the strength. Additionally, as previously discussed, the numerous factors influencing 

core strengths may have influenced the predicted modulus of elasticity value. 
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(a) 

 

 
(b) 

Figure 3.28: Modulus of elasticity versus compressive strength for (a) first and (b) second 

mock-up concrete 
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3.4.5.4 Poisson’s Ratio 

The Poisson’s ratio results for the mock-up concrete are shown in Figure 3.29 and 

Table 3.12. The I-Fog specimens increased from an initial value of 0.14 at 1 day to a 

value of approximately 0.22 at 10 days, and was roughly constant for the remainder of 

testing. The II-Fog specimens exhibited a gradual increase from an initial value of 0.20 at 

2 days to a maximum of 0.22 at 90 days. In contrast, the match-cured specimens for both 

mock-ups generally varied within the range of 0.18 to 0.22 with no distinct trend. Aside 

from the I-Fog specimens, the general consistency of the Poisson’s ratio values for the 

different curing conditions and ages is consistent with the literature (Higginson, 1961; 

Oluokun et al, 1991). 

Most of the measured Poisson’s ratio values were higher than the 0.18 average 

Poisson’s ratio of 12 post-delamination core specimens of DM-5-Mod concrete taken 

from bay 61 of the CR3 PCC. Furthermore, many values were above the typical range of 

0.15 to 0.20 for concrete (Mehta and Monteiro, 2006). However, the 0.24 average value 

reported for post-delamination cores taken from the region of the SGR opening with DM-

5-Mod concrete suggests that the high values for the mock-up concrete may be 

representative. 

The high values may have been caused by longitudinal microcracking during the 

loading, which would have increased the measured transverse strains and resulted in 

higher Poisson’s ratio values. Such microcracking typically occurs at high stresses, 

leading to rapidly increasing Poisson’s ratio values until failure (Persson, 1999). 

However, some of the mock-up specimens cracked longitudinally into halves during the 

loading segments before reaching 40% of the ultimate strength, indicating that 

microcracking may have been occurring at lower stresses and increasing the measured 

Poisson’s ratio. Figure 3.30 shows a 7-day Ext specimen from the second mock-up that 

cracked during the first cycle of testing. Despite the planar crack, which did not coincide 

with any of the pin contacts of the compressometer, the specimen was able to sustain an 
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ultimate load of 582 kN (131 kips), corresponding to a strength of 32.0 MPa (4,634 psi). 

Such cracking at low stresses while still achieving reasonable strength results suggests 

that the behavior would not necessarily evident in the original compressive strength 

results obtained for the CR3 PCC concrete. 
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(a) 

 

 
(b) 

Figure 3.29: Poisson’s ratio of the (a) first and (b) second mock-up concrete 
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Table 3.12: Poisson’s ratio of the mock-up concrete 

Batch 

ID 

Meas-

ure 

Poisson's Ratio 

1-day 2-day 3-day 7-day 10-day 14-day 28-day 56-day 90-day 
180-

day 

I-Fog 
Avg. 0.14 0.14 0.19 0.19 0.23 0.22 0.21 0.22 0.22 0.22 

ss 0.009 0.010 0.003 0.022 0.028 0.014 0.023 0.025 0.027 0.018 

I-Ext 
Avg. 0.18 0.17 0.20 0.20 

- - 
0.18 0.20 0.22 0.22 

ss 0.014 0.012 0.003 0.028 0.016 0.012 0.028 0.014 

I-Int 
Avg. 0.20 0.17 0.21 0.21 

- - 
0.19 0.20 0.21 0.21 

ss 0.009 0.017 0.005 0.008 0.021 0.018 0.040 0.017 

II-Fog 
Avg. 

- 
0.20 0.21 0.21 

- - 
0.21 

- 
0.22 

- 
ss 0.028 0.025 0.031 0.029 0.025 

II-Ext 
Avg. 

- 
0.19 0.20 0.19 

- - 
0.23 

- 
0.21 

- 
ss 0.027 0.026 0.034 0.011 0.001 

II-Int 
Avg. 

- 
0.19 0.21 0.19 

- - 
0.18 

- 
0.20 

- 
ss 0.014 0.031 0.010 0.016 0.009 

 

 

 

Figure 3.30: Cracked specimen from modulus of elasticity and Poisson’s ratio testing 
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3.4.6 Coefficient of Linear Thermal Expansion 

The following sections discuss the results of the tests for the CTE of the mock-up 

concrete according to the methods discussed in Section 3.3.4.4. 

3.4.6.1 Army Corps CRD-C 39-81 

The results of testing for CTE in accordance with Army Corps CRD-C 39-81 

(1981) are shown in Figure 3.31 and Table 3.13. The average value of all specimens was 

7.91 με/°C (4.39 με/°F) with a standard deviation of 1.86 με/°C (1.03 με/°F), and the 

values ranged from a minimum of 6.24 με/°C (3.47 με/°F) for truck 1 at 56 days to a 

maximum of 9.62 με/°C (5.34 με/°F) for truck 2 at 7 days. 

For the null hypothesis that the concrete from the two trucks was the same, single-

factor ANOVA results indicated that, for the ages at which specimens from both trucks 

were tested, the CTE values for specimens from the two trucks were not statistically 

unique at the 5% significance level. Furthermore, for the null hypothesis that the CTE for 

all specimens is the same at each age, single-factor ANOVA indicated that the CTE 

values at each age were not statistically unique at the 5% significance level. Therefore, 

the mean CTE of all specimens from both trucks at all ages, 7.91 με/°C (4.39 με/°F), can 

be considered representative of the entire population of CTE specimens. 

The logarithmic regression shown in Figure 3.31 similarly indicates that, though 

widely varying, the data tends to be constant with time. The low coefficient of 

determination (R2) value indicates that the regression provides a marginally better fit of 

the data than the mean of the data. 
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Figure 3.31: CTE results for concrete from the first mock-up tested in accordance with 

Army Corps CRD-C 39-81 

Table 3.13: CTE results for concrete from the first mock-up tested in accordance with 

Army Corps CRD-C 39-81 

Batch 

ID 
Measure 

Coefficient of Thermal Expansion, 𝛼𝑇 (με/°C) 

1-day 2-day 3-day 7-day 
10-

day 

14-

day 

28-

day 

56-

day 

90-

day 
All 

I-Fog-

1 

Average 8.51 - - 8.29 - 8.09 8.01 6.24 8.62 7.93 

Std. Dev. 0.57 - - 1.84 - 2.70 2.34 2.08 3.02 2.10 

I-Fog-

2 

Average - 7.66 6.30 9.62 8.67 7.51 9.34 6.62 7.62 7.92 

Std. Dev. - 0.77 1.91 1.67 1.88 0.71 1.74 1.53 0.78 1.67 

I-Fog 

Average 8.51 7.66 6.30 8.96 8.67 7.80 8.68 6.43 8.12 7.92 

Std. Dev. 0.57 0.77 1.91 1.73 1.88 1.80 1.98 1.65 2.05 1.84 

p-value* - - - 0.407 - 0.736 0.475 0.812 0.609 0.259 

* p-value for single-factor ANOVA with significance level α = 0.05 and the null 

hypothesis that the concrete from the two trucks is the same 

3.4.6.2 AASHTO and Texas Method 

The temperature history and corresponding length change for one of the 1-day 

specimens tested in accordance with AASHTO T336 are shown in Figure 3.32, and the 
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corresponding data used to calculate the CTE in accordance with the Texas method is 

shown in Figure 3.33. Rather than plotting the length change as a function of 

temperature, Figure 3.33 shows the specimen strain with the correction factor from Eq. 

92 in Section 2.7.4.2.3 applied so that the slopes of the linear regressions equal the CTE 

for the corresponding segment of the test cycle. The average of the two slopes gives the 

CTE for the specimen: 8.32 με/°C (4.62 °F). The nonlinearity in the data at the extreme 

temperatures in Figure 3.33 justifies the 15-to-45-°C (59-to-113-°F) temperature range 

for regression analysis. 

 

Figure 3.32: Length change and temperature histories for determination of CTE in 

accordance with AASHTO T 336 
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Figure 3.33: Strain as a function of temperature for determination of CTE in accordance 

with Tex-428-A 

The results of testing for CTE in accordance with AASHTO T 336 and the Texas 

Method are shown in Figure 3.34 and Table 3.14. The CTE measured by the AASHTO 

method decreased gradually with age, ranging from a maximum of 7.99 με/°C (4.44 

με/°F) at 2 days to a minimum of 7.15 με/°C (3.97 με/°F) at 56 days. The Texas Method 

results followed the trends of the AASHTO results but had slightly higher values at each 

age. The difference between the two tests ranged from 0.19 to 0.31 με/°C (0.11 to 0.17 

με/°F) at 1 and 14 days, respectively. For the null hypothesis that the CTE measured by 

the two methods was the same at each age, single-factor ANOVA results indicated that 

the CTE values were not statistically unique at the 5% significance level, but the limited 

sample size (two specimens) for each age is probably a contributing factor to those 

results. 

The similar trends of the two test methods suggests that the results are not 

independent, and the comparable ranges in the data for both tests indicates that one 

method cannot necessarily be considered superior based on these results. Since the 
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AASHTO method is more widely used than the Army Corps and Texas methods (see 

Section 2.7.4.2) and the results of the AASHTO method are more precise than those of 

the Army Corps method, the AASHTO CTE results will be used for the remainder of the 

analysis. 

 

Figure 3.34: CTE results for concrete from the first truck of the first mock-up tested in 

accordance with AASHTO 336 and the Texas Method 
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Table 3.14: CTE results for concrete from the first truck of the first mock-up tested in 

accordance with AASHTO 336 and the Texas Method 

Test 

Method 
Measure 

Coefficient of Thermal Expansion (με/°C) 

1-day 2-day 3-day 7-day 14-day 28-day 56-day 90-day 

AASHTO 

T 336 

Average 7.93 7.99 7.72 7.87 7.79 7.47 7.15 7.23 

Range 0.26 0.16 0.33 0.28 0.58 0.61 0.47 0.10 

Tex-428-A 
Average 8.12 8.21 7.97 8.16 8.11 7.77 7.40 7.46 

Range 0.40 0.01 0.20 0.15 0.53 0.77 0.73 0.37 

Difference 0.19 0.23 0.25 0.30 0.31 0.31 0.26 0.22 

p-value* 0.505 0.105 0.328 0.204 0.508 0.597 0.616 0.361 

* p-value for single-factor ANOVA with significance level α = 0.05 and the null 

hypothesis that the CTE measured by the two test methods is the same 

As discussed in Section 3.4.4 and shown in Figure 3.20, the concrete in both 

mock-ups returned to near-ambient temperatures within two weeks, and later variations 

were relatively negligible compared to the early-age hydration temperatures. Figure 3.35 

shows that the decrease in measured CTE was minimal during the first 14 days and that 

most of the change in CTE happened after 14 days. The low coefficient of determination 

(R2) value for the logarithmic regression over the first 14 days indicates that the 

regression does not provide a significantly better fit of the data than the average of the 

data. For the null hypothesis that the CTE over the first 14 days was constant, ANOVA 

with a significance level of 5% determined a p-value of 0.833, indicating that the CTE 

values measured over the first 14 days were not statistically unique. 

 The average CTE measured over the first 14 days was 7.86 με/°C (4.37 

με/°F) with a standard deviation of 0.21 με/°C (0.12 με/°F). Over a temperature range of 

50 °C (90 °F), representative of the temperature change in the mock-ups, these average 

and standard deviation values correspond to thermal strains of 393 and 10.5 με, 

respectively, indicating that the variation in CTE over the first 14 days is insignificant 

compared to the magnitude. Since the temperature change in the mock-up beyond 14 

days is minimal, a constant CTE of 7.86 με/°C (4.37 με/°F) was used for analysis of the 

concrete at all ages. 
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This experimental CTE value is within the 5.4-to-8.6 με/°C (3.0-to-4.8 με/°F) 

range given by ACI 207.4R-93 (1998) for concrete containing limestone coarse aggregate 

and is similar to the 7.80-με/°C (4.34-με/°F) and 8.18-με/°C (4.54-με/°F) values reported 

by the Federal Highway Administration (2011) and Jahangirnejad et al. (2009), 

respectively. As noted in Section 3.1.2.3, the 11.7-με/°C (6.5-με/°F) CTE reported for the 

CR3 PCC concrete is notably higher than typical values reported in the literature, and the 

method of determining the value was not identified. 

 

Figure 3.35: Piecewise-linear regression of AASHTO T 336 results with hinge at 14 days 

3.4.7 Thermal Stresses 

Eq. 3.5 was provided by Mehta and Monteiro (2006) for prediction of the thermal 

stresses in concrete due to temperature change. Due to the rapid rise in concrete 

temperatures during the first day, the effect of creep was minimized (ACI 207.2R-07), 

and the creep coefficient φ was conservatively taken to be zero. The time-dependent 
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degree of restraint Kr was determined according to the temperature profiles as discussed 

in Section 3.4.4, and the CTE was determined to be 7.86 με/°C (4.37 με/°F) as discussed 

in Section 3.4.7. For each mock-up, time-dependent values of the modulus of elasticity 

were determined via regression of the Ext and Int specimens together since there was 

little statistical difference between the sets of data. 

 

 𝜎𝑡 = 𝐾𝑟
𝐸

1 + 𝜑
𝛼𝑇 ∙ Δ𝑇 Eq. 3.5 

 Where, 

  σt =   tensile thermal stress, MPa (psi) 

  Kr =   degree of restraint 

  E =   elastic modulus 

  φ =   creep coefficient 

  αT =   coefficient of thermal expansion 

  ΔT =   temperature change 

 

With values normalized by the maximum value during the first 14 days, Figure 

3.36 shows the relative influence of the degree of restraint, modulus of elasticity, and 

temperature difference on the calculated tensile thermal stress in the second mock-up. 

The most rapid change for each factor occurred during the first day, after which the 

relative variation of the degree of restraint and modulus of elasticity was small compared 

to the variation of the temperature difference. Generally, the variation of the thermal 

stresses during the first 14 days was largely governed by the temperature difference. The 

calculated thermal stresses for each mock-up are shown in Figure 3.37. 
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Figure 3.36: Degree of restraint, maximum temperature difference, modulus of elasticity, 

and tensile thermal stress of second mock-up normalized by maximum value during first 

14 days 

ACI 207.2R-07 recommends that direct tensile strength be used for analysis of 

thermal stress capacity and suggests that indirect tensile strengths, such as tensile 

splitting strength, be converted to predicted values of direct tensile strength. Per Neville 

(2011), direct tensile strength tends to be about 89 to 95% of the splitting tensile strength, 

and Figure 3.37 shows the match-cured splitting tensile strength results from Figure 3.25 

multiplied by a factor of 0.9. Since the average direct tensile strength of the post-

delamination CR3 PCC cores was approximately 75% of the average splitting tensile 

strength of the cores, the splitting tensile strength results multiplied by a factor of 0.75 

are also shown in Figure 3.37. ACI 209R-92 (2008) provides the empirical relationship 

amongst unit weight, compressive strength, and direct tensile strength shown in Eq. 3.6, 

which was also used to predict the direct tensile strength as shown in Figure 3.37. 
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𝑓𝑡 = 0.0069√𝑤𝑐𝑓𝑐

′ [MPa]

𝑓𝑡 = 0.33√𝑤𝑐𝑓𝑐′ [psi]
 Eq. 3.6 

 Where, 

  ft =   direct tensile strength, MPa or psi 

  wc =   unit weight of concrete, kg/m3 or lb/yd3 

  f’c =   compressive strength of concrete, MPa or psi 

 

Figure 3.37a shows that the tensile thermal stress never exceeded the predicted 

tensile strength of the first mock-up concrete. The 1.14-MPa (165-psi) maximum stress at 

31 hours was approximately 73% of the 1.55 MPa (225 psi) tensile strength predicted by 

the ACI equation (Eq. 3.6) at that time. At 15 hours, the 1.09-MPa (158-psi) tensile stress 

was 80% of the 1.36-MPa (197-psi) strength predicted by the ACI equation, the greatest 

stress-to-strength ratio for the first mock-up. 

In contrast, the 1.61 MPa (234-psi) maximum tensile thermal stress, at 

approximately 53 hours, in the second mock-up was nearly 0.48 MPa (69 psi) greater 

than that in the first mock-up due to the larger temperature difference and the higher 

modulus of elasticity of the second mock-up. As a result, the tensile stress at that time is 

88% of the 1.81-MPa (262-psi) direct tensile strength predicted by the ACI equation, the 

greatest stress-to-strength ratio for the second mock-up. 

Of note in Figure 3.37 is that, after the first day, the direct tensile strength 

predicted by the ACI equation is approximately 50 to 55% of the strength predicted by 

Neville and 60 to 65% of that predicted by the relationship measured on the post-

delamination CR3 PCC cores. The lower direct tensile strength of the cores was 

attributed to the soft and porous aggregate, which would similarly influence the mock-up 

concrete, but the ACI equation, based on the compressive strength, appears to 

underestimate the direct tensile strength of the concrete. Therefore, the results suggest 

that no early-age thermal cracking occurred in the mock-ups. 

Riding (2007) developed a lognormal distribution for cracking probability as a 

function of the tensile stress-to-splitting tensile strength ratio (σ/ftsp) of concrete 
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specimens. The maximum σ/ftsp values during the first 14 days for the first and second 

mock-ups were 0.35 and 0.45, respectively, corresponding the cracking probabilities of 

less than 1 and 10%, respectively. Therefore, the likelihood that thermal cracking 

occurred in the mock-ups is very low. 
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(a) 

 

 

(b) 

Figure 3.37: Thermal stresses and predicted direct tensile strength of (a) first and (b) 

second mock-up concrete 
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3.4.8 Mock-Up Strains 

Figure 3.38 shows the rate of temperature change measured at a depth of roughly 

533 mm (21 in.) from the front face of the second mock-up during the first 12 hours after 

concrete placement. The first two hours of data were deleted due to noise from the 

placement and consolidation of the fresh concrete. The maximum rate of temperature 

change measured by the E4, F4, E’4, and F’4 gauges (those at the lowest elevation in the 

mock-up) occurred approximately 5.5 hours after concrete placement began, whereas the 

maximum rate measured by the gauges at higher elevations occurred approximately 7 to 

8 hours after concrete placement began. According to Christensen (2006), these times can 

be representative of the time of final setting of the concrete. The time between the two 

batches of concrete for the mock-up was approximately 1. 5 to 2 hours, comparable to the 

1.5 to 2.5 hours between maximum rates of temperature change. 

 

Figure 3.38: Rate of temperature change of second mock-up concrete 



219 

Figure 3.39 shows strains measured at a depth of roughly 533 mm (21 in.) from 

the front face of the second mock-up during the first 8 hours after concrete placement. 

Due to consolidation and settlement of the fresh concrete, unrepresentative strains were 

recorded during the first 3 hours. By 3.25 hours, the strain readings for the E4 and F4 

gauges had stabilized, and the measured total tensile strain had begun increasing rapidly. 

Similarly, the measurements of the gauges at the higher elevations had stabilized by 

approximately 5 hours and rapidly increasing tensile strains were recorded. This behavior 

suggests that the concrete had obtained sufficient rigidity at these times to sustain 

stresses, and the 1.75 hours between the two times matches the times between the two 

batches of concrete and the maximum rates of temperature change. Therefore, the strains 

for the E, F, E’, and F’ gauges were zeroed at 3.25 hours, and the strains for all other 

gauges were zeroed at 5 hours, as shown in Figure 3.39. 

 

 

Figure 3.39: Total strains measured in mock-up during first 12 hours after beginning of 

concrete placement 
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Figure 3.40 shows the first 28 days of total strains measured by the same gauges 

as well as the thermal and non-thermal components of the measured strains. For each 

gauge, the thermal strain was determined using the experimentally determined concrete 

CTE of 7.86 με/°C (4.37 με/°F) and the temperature difference between the time of 

interest and the previously discussed zeroing times. Comparison of the strain types 

reveals that the thermal strain largely controlled the measured total strain behavior. As 

shown in Figure 3.41, after initial variability, thermal strain contributed to approximately 

70 to 80% of the total strain through the first 30 hours, during which the temperature of 

the concrete was rising rapidly and both the thermal and non-thermal strains were 

increasing. After this period, however, the non-thermal strains were essentially constant, 

and decreasing temperatures at about 36 hours resulted in equal rates of total and thermal 

strain reduction, as seen in Figure 3.40. 

The rapid rise in total and thermal strains was relatively consistent amongst the 

various gauge locations during the first 18 hours. After 1 day, the A4 and B4 thermal 

stains, measured nearest the top surface of the mock-up, began to decrease relative to the 

other gauges nearer the center of the mock-up, resulting in a difference in thermal strain 

between the two sets of gauges of approximately 50 to 75 με between 2 and 6 days as the 

concrete cooled. After this period, the thermal strains converged as the concrete 

temperature became more uniform. By 9 days, the measured temperatures had returned to 

the values measured at the zeroing times, and the continued gradual drop in temperature 

resulted in negative thermal strains that stabilized at around -60 to -70 με, comparable to 

the magnitude of the non-thermal strains and resulting in total strains of approximately 0 

to 25 με. 

In mass concrete applications, the high V/SA limits the escape of heat from the 

concrete during hydration, resulting in the high early-age temperatures. Similarly, the 

high V/SA limits the loss of moisture from mass concrete, resulting in negligible early-

age drying shrinkage (Riding, 2007). Therefore, the positive non-thermal strains indicate 
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autogenous expansion. As previously noted, the non-thermal strains were essentially 

constant after the first 30 hours, consistent with ACI 207.1R-05 (2005), which states that 

such expansion typically occurs within the first 30 days if at all. Such autogenous 

expansion has been measured in many mass concrete structures, particularly dams (ACI 

207.1R-05, 2005; Serafim and Guerreiro 1969). 

 

 

Figure 3.40: Total, thermal, and non-thermal strains measured in second mock-up during 

first 28 days 
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Figure 3.41: Thermal strain as a percentage of total strain over first 6 days 

As shown in Figure 3.42, post-tensioning of the second mock-up began at 69 

days. From regression of previously discussed results, the modulus of elasticity and 

splitting tensile strength of the second mock-up concrete at 69 days were determined to 

be 29.9 GPa (4343 ksi) and 4.27 MPa (619 psi), respectively. The post-tensioning strains 

shown in Figure 3.42 were generally consistent amongst the series of gauges in the mock-

up and demonstrate the expected behavior of the mock-up. Following vertical post-

tensioning at 69 days, the vertical gauge C’8-V measured a compressive strain of 

approximately 220 με, whereas the other gauges, all perpendicular to the vertical load, 

measured smaller tensile strains. Based on the mock-up geometry and applied vertical 

force, a nominal compressive stress of 4.62 MPa (670 psi) was expected at the depth of 

the C’7-H gauges, which would result in a compressive strain of 154 με according to the 

29.9-GPa (4343-ksi) modulus of elasticity. Though the predicted strain is about 25% of 

the measured value, the predicted value does not account for discontinuities, such as the 
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post-tensioning ducts, in the concrete that would contribute to higher local stresses and 

strains. 

Horizontal post-tensioning was applied after 71 days, and the horizontal gauge 

C’7-H measured a 425-με compressive shift in strain from 30 to -385 με. This 

compressive strain due to horizontal post-tensioning agrees with the predicted strain of 

422-με based on the calculated nominal compressive stress of 12.6 MPa (1834 psi). For a 

Poisson’s ratio of 0.20, the expected transverse tensile strain would be 84 με, comparable 

to the 94-με tensile strain measured by vertical gauge C’8-V and transverse gauges C’1 

and C’3. The greatest increase in tensile strain was measured in transverse gauge C’2, 

which crosses the plane of the horizontal post-tensioning tendons, where the CR3 PCC 

delamination was identified. 

 

Figure 3.42: Post-tensioning strains measured in C’ gauges of second mock-up 
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Based on the 4.27-MPa (619-psi) splitting tensile strength ftsp and 29.9-GPa 

(4343-ksi) modulus of elasticity E of the concrete and assuming linear-elastic behavior, 

the ultimate tensile strain capacity εtu-l of the concrete was determined to be 143 με, lower 

than the 200 με measured in gauge C’2 while the mock-up was fully post-tensioned, 

indicating potential for cracking. Figure 3.43 shows a hypothetical tensile stress-strain 

curve fitting these experimental values for the mock-up concrete. However, Figure 3.43 

illustrates that the assumption of linear-elastic behavior to the tensile splitting strength ftsp 

of 4.27 MPa (619 psi) underestimates the strain capacity for the nonlinear behavior of 

concrete. Noting this behavior and earlier work investigating conversion factors for 

determining an apparent tensile strength ft-app, Raphael (1984) provided tensile strength 

equations accounting for the nonlinearity of concrete that were approximately 35% 

greater than the actual strength. Applying a factor of 1.35 to the mock-up splitting tensile 

strength ftsp yields an apparent tensile strength ft-app of 5.76 MPa (836 psi), corresponding 

to a nonlinear tensile strain capacity εtu-nl of 192 με. As this value is still less than the 

measured 200 με, cracking in the plane of the horizontal post-tensioning ducts may have 

occurred in the mock-up. 

Furthermore, the 153-mm (6-in.) gauges measure average strain over the entire 

gauge length. Therefore, localized high strains or cracking across a gauge may not have 

been representatively measured, and a 200-με measurement over 153 mm (6 in.) may 

include much higher strains over a shorter length. In order to better understand the 

concrete behavior in the plane of the ducts, finite element analysis of the loaded mock-up 

was conducted and is presented in Chapter 5. 
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Note: 1 MPa = 145 psi 

Figure 3.43: Hypothetical stress-strain curve fitting mock-up concrete properties 

3.5 Conclusions 

The CR3 PCC met many criteria to be considered a mass concrete application, 

including geometric and material factors. Though the neither mock-up exceeded the 

19-°C (35-°F) maximum temperature difference specified by ACI 301-10 and analysis of 

thermal stresses and tensile strengths suggested that early-age thermal cracking did not 

occur in the mock-ups, the high concrete temperatures during the first several days of 

curing were shown to influence the development of the mechanical properties relative to 

concrete cured at 23 °C (73.5 °F). Higher early-age compressive and tensile strengths and 

moduli of elasticity were measured for the match-cured specimens, but due to the 

crossover effect, the same properties were reduced relative to the standard-cured 

specimens after 7 to 10 days. In particular, reduced splitting tensile strengths at later ages 

make the concrete more susceptible to cracking during post-tensioning than would 

otherwise be expected by analysis of standard-cured specimens. Furthermore, since the 

temperature of the first mock-up concrete exceeded 70 °C (158 °F), the concrete may be 
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susceptible to DEF, which could cause future durability issues and reduced capacity in 

the future. 

The early-age strain behavior of the mock-ups was largely governed by thermal 

strain, but the relatively uniform changes in temperature throughout both mock-ups 

limited tensile thermal stresses that could have caused cracking. After approximately 14 

days, thermal and non-thermal strains were generally constant until post-tensioning, 

during which peak tensile strains were measured across the plane of the horizontal post-

tensioning ducts. These strains exceeded the calculated linear-elastic strain capacity of 

the concrete, suggesting that the plane was susceptible to the laminar cracking identified 

in the CR3 PCC in 2009. 
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CHAPTER 4 

MODELING CONCRETE PROPERTY DEVELOPMENT 

4.1 Introduction 

Cement hydration, the exothermic chemical reaction of cement and water, 

generates heat in concrete, which is an insulating material. The extent to which the heat 

escapes or accumulates within the concrete depends upon numerous concrete, 

environmental, and design parameters. Aspects of the concrete mixture design that 

influence thermal behavior include the cement composition and fineness, the cement 

content of the concrete, the water-to-cement ratio (w/c), the use of SCMs and chemical 

admixtures, and the thermal properties of the aggregate. Environmental factors that 

influence the thermal behavior include the ambient temperature, exposure to solar 

radiation, and wind speed. Design parameters that influence the thermal behavior include 

the initial concrete temperature at the time of placement, the minimum dimension of the 

members being cast, the use of internal cooling pipes, and the thermal properties of the 

material surrounding the concrete. 

 In larger members, heat generated near the center of the mass must travel a 

longer distance to reach the surface and be released, typically resulting in higher internal 

concrete temperatures. As discussed in Section 2.6.3, cement hydration typically 

accelerates at higher temperatures per the Arrhenius equation for reaction rate (Carino, 

1984). Thermal conductivity governs the rate at which heat is transferred through the 

concrete, specific heat capacity governs the relationship between heat and temperature, 

and the coefficient of thermal expansion (CTE) governs the deformation of the concrete 

in response to temperature changes. Lastly, mechanical properties govern the stresses 
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developed due to thermal deformations and any external loads and determine the capacity 

of the concrete to sustain those stresses. 

As discussed in Chapter 3, the Crystal River 3 (CR3) post-tensioned concrete 

containment building (PCC) meets many criteria for consideration as a mass concrete 

structure, for which thermal effects should be considered (ACI 301-10). Temperatures 

exceeding 70 °C (158 °F) were measured in a full-scale mock-up of the CR3 PCC curing 

in ambient conditions, and such elevated temperatures during the first few days of curing 

can influence the development of concrete properties, some of which are known to 

develop as functions of time and temperature (Carino, 1984; Waller et al., 2004). 

However, concrete specimens prepared for estimating the properties of in-place concrete 

are typically cured in accordance with ASTM C192 (2013) at 23 ± 2 °C (73.5 ± 3.5 °F). 

In order to understand the influence of the mock-up temperatures on concrete 

property development, this chapter compares the results of tests on match-cured 

specimens with those of control specimens cured in accordance with ASTM C192. The 

results of these tests were compared with empirical models in the literature, and 

appropriate models and parameters were selected for implementation in finite element 

analysis of the mock-ups. 

4.1.1 Objectives 

 The objectives of this chapter are to determine the cement hydration 

parameters and apparent activation energy for modeling the heat generation of the 

concrete used to produce the mock-ups, determine the thermal properties of the concrete 

for modeling heat transfer in the concrete and the thermal deformation of the concrete, 

and determine the mechanical properties for modeling the mechanical response of the 

concrete to thermal strains and post-tensioning loads. Additionally, the activation energy 

was utilized in the equivalent age maturity method in order to investigate the time- and 

temperature-dependent development of the measured properties and to identify potential 
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relationships between the properties under different curing conditions. Various empirical 

models in the literature were compared with the corresponding experimental results for 

identification of the optimum models and parameters for finite element analysis of the 

mock-ups.  

4.2 Models for Concrete Properties 

The following sections present and discuss empirical models for the prediction of 

hydration parameters and the development of mechanical and thermal properties of 

concrete. Literature models for hydration parameters and apparent activation energy of 

cementitious mixtures are discussed more thoroughly in Sections 2.6.7 and 2.6.10, 

respectively, and a detailed discussion of the literature on thermal properties of concrete 

is provided in Section 2.7. 

4.2.1 Hydration Parameters 

The three-parameter exponential model for degree of hydration given in Eq. 4.1 

was proposed by Hansen and Pedersen (1985) for representing the sigmoidal progression 

of hydration with respect to time. Schindler and Folliard (2005) developed Eq. 4.2 for 

predicting the ultimate degree of hydration αu as a function of the water-to-cementitious 

materials ratio and the fly ash and slag content of the cementitious mixture, and Riding et 

al. (2012) developed Eq. 4.3 to account for the influence of cement composition, SCMs, 

and chemical admixtures. Eq. 4.4 and Eq. 4.5 are models for the hydration time 

parameter τ developed by Schindler and Folliard (2005) and Riding et al. (2012), 

respectively, and Eq. 4.6 and Eq. 4.7 are models for the hydration shape parameter β 

developed by Schindler and Folliard (2005) and Riding et al. (2012), respectively. 

 

 𝛼(𝑡𝑒) = 𝛼𝑢 exp (− [
𝜏

𝑡𝑒
]

𝛽

) Eq. 4.1 

Where, 
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  α(te) =   degree of hydration at equivalent age te 

  αu =   ultimate degree of hydration 

  τ =   hydration time parameter, hr 

  te =   equivalent age, hr 

  β =   hydration shape parameter 

 

 𝛼𝑢 =
1.031 ∙ 𝑤/𝑐𝑚

0.194 + 𝑤/𝑐𝑚
+ 0.50𝑝𝐹𝐴 + 0.30𝑝𝑠𝑙𝑎𝑔 ≤ 1.0 Eq. 4.2 

 Where, 

  αu =   ultimate degree of hydration 

  w/cm =   water-to-cementitious materials ratio 

  𝑝𝐹𝐴 =   fly ash mass ratio in terms of total cementitious content 

  𝑝𝑠𝑙𝑎𝑔 =   slag mass ratio in terms of total cementitious content 

 

 

𝛼𝑢 =
1.031 ∙ 𝑤/𝑐𝑚 

0.194 + 𝑤/𝑐𝑚

+ exp (

− 0.297 − 9.73 ∙ 𝑝𝐶4𝐴𝐹 ∙ 𝑝𝑐𝑒𝑚

− 325 ∙ 𝑝𝑁𝑎2𝑂𝑒𝑞
∙ 𝑝𝑐𝑒𝑚

− 8.90 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂

− 331 ∙ 𝑊𝑅𝑅𝐸𝑇 − 93.8 ∙ 𝑃𝐶𝐻𝑅𝑊𝑅

) 

Eq. 4.3 

 Where, 

 w/cm = water-to-cementitious materials ratio 

 𝑝𝑐𝑒𝑚 = cement mass ratio in terms of total cementitious content 

 𝑝𝐶4𝐴𝐹 = mass ratio of C4AF in terms of total cement content 

 𝑝𝑁𝑎2𝑂𝑒𝑞
  

  = mass ratio of alkalis as Na2O equivalent in terms of total cement 

content 

 𝑝𝐹𝐴  = fly ash mass ratio in terms of total cementitious content 

 𝑝𝐹𝐴𝐶𝑎𝑂  = fly ash CaO mass ratio in terms of total fly ash content 

 WRRET  

  = ASTM C494 (2013) Type B and D water reducer/retarder, 

percent solids by mass per mass of cementitious material 

 PCHRWR  

  = ASTM C494 (2013) Type F polycarboxylate high-range water 

reducer, percent solids by mass per mass of cementitious material 

 

 
𝜏 = 66.78 ∙ 𝑝𝐶3𝐴

−0.154 ∙ 𝑝𝐶3𝑆
−0.401 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒−0.804 ∙ 𝑝𝑆𝑂3

−0.758

∙ exp(2.187 ∙ 𝑝𝑠𝑙𝑎𝑔 + 9.50 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂)

 
Eq. 4.4 

 

 𝜏 = exp (

2.95 − 0.972 ∙ 𝑝𝐶3𝑆 ∙ 𝑝𝑐𝑒𝑚 + 152 ∙ 𝑝𝑁𝑎2𝑂 ∙ 𝑝𝑐𝑒𝑚

+ 1.75 ∙ 𝑝𝑠𝑙𝑎𝑔 +  4.00 ∙ 𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴𝐶𝑎𝑂

− 11.8 ∙ 𝐴𝐶𝐶𝐿 + 95.1 ∙ 𝑊𝑅𝑅𝐸𝑇

) Eq. 4.5 
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𝛽 = 181.4 ∙ 𝑝𝐶3𝐴

0.146 ∙ 𝑝𝐶3𝑆
0.227 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒−0.535

∙ 𝑝𝑆𝑂3
0.558 ∙ exp(−0.647 ∙ 𝑝𝑠𝑙𝑎𝑔)

 
Eq. 4.6 

 

 

𝛽

= exp (
− 0.418 + 2.66 ∙ 𝑝𝐶3𝐴 ∙ 𝑝𝑐𝑒𝑚 − 0.864 ∙ 𝑝𝑠𝑙𝑎𝑔

+ 108 ∙ 𝑊𝑅𝑅𝐸𝑇 + 32.0 ∙ 𝐿𝑅𝑊𝑅 + 13.3 ∙ 𝑀𝑅𝑊𝑅 
+ 42.5 ∙ 𝑃𝐶𝐻𝑅𝑊𝑅 + 11.0 ∙ 𝑁𝐻𝑅𝑊𝑅

) 
Eq. 4.7 

 Where, 

 𝑝𝑁𝑎2𝑂 = mass ratio of Na2O in terms of total cement content 

 ACCL = ASTM C494 Type C accelerator, percent solids by mass per 

mass of cementitious material 

 Blaine = Blaine value, specific surface area of cement, m2/kg 

 LRWR = ASTM C494 (2013) Type A water reducer, percent solids by 

mass per mass of cementitious material 

 MRW

R 

= ASTM C494 (2013) Type A and F midrange water reducer, 

percent solids by mass per mass of cementitious material 

 NHRWR  

  = ASTM C494 (2013) Type F naphthalene sulfonate high-range 

water reducer, percent solids by mass per mass of cementitious 

material 

4.2.2 Apparent Activation Energy 

As discussed in Section 2.6.9, the apparent activation energy determines the 

temperature sensitivity of the hydration reaction rate (Schindler, 2004). Due to the 

dependence of apparent activation energy on various parameters, numerous models have 

been proposed for estimating the apparent activation energy of cementitious mixtures. 

Hansen and Pedersen (1977) recommended the apparent activation energy model shown 

in Eq. 4.8. Schindler (2004) developed Eq. 4.9 to account for cement composition and 

fineness and proposed the apparent activation energy modification factor for SCMs 

presented in Eq. 4.10. Riding et al. (2011) developed Eq. 4.11 for the apparent activation 

energy of cementitious systems as a function of the cement chemistry, SCMs, and 

chemical admixtures. 

 

 𝐸𝑎(𝑇𝑐) = {
33,500 if 𝑇𝐶 ≥ 20 °C 

33,500 + 1470(20 − 𝑇𝑐) if 𝑇𝐶 < 20 °C
 Eq. 4.8 

Where, 

 Ea(Tc) =   apparent activation energy at concrete temperature Tc, J/mol 
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 Tc =   concrete temperature, °C 

 

 𝐸𝑎 = 22,100 ∙ 𝑝𝐶3𝐴
0.30 ∙ 𝑝𝐶4𝐴𝐹

0.25 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒0.35 Eq. 4.9 

 Where, 

  pi =   mass ratio of i-th compound in terms of total cement content 

  Blaine =   Blaine value, specific surface area of cement, m2/kg 

 

 𝑓𝐸 = 1 − 1.05𝑝𝐹𝐴(1 − 2.5𝑝𝐹𝐴𝐶𝑎𝑂) + 0.40𝑝𝑠𝑙𝑎𝑔 Eq. 4.10 

 Where, 

  fE =   apparent activation energy modification factor 

  𝑝𝐹𝐴 =   fly ash mass ratio in terms of total cementitious content 

  𝑝𝐹𝐴𝐶𝑎𝑂 =   fly ash CaO mass ratio in terms of total fly ash content 

  𝑝𝑠𝑙𝑎𝑔 =   slag mass ratio in terms of total cementitious content 

 

 

𝐸𝑎

= 39,200 + 1,069,000 ∙ [𝑝𝐶3𝐴 ∙ 𝑝𝑐𝑒𝑚(𝑝𝐶𝑎𝑆𝑂4∙𝑥𝐻2𝑂 + 𝑝𝐾2𝑆𝑂4
) ∙ 𝑝𝑐𝑒𝑚]

− 12.2 ∙ 𝐵𝑙𝑎𝑖𝑛𝑒 + 12,400𝑝𝐹𝐴 ∙ 𝑝𝐹𝐴−𝐶𝑎𝑂 + 12,000𝑝𝑠𝑙𝑎𝑔

− 53,300𝑝𝑆𝐹 − 3,020,000 ∙ 𝑊𝑅𝑅𝐸𝑇 − 343,000 ∙ 𝐴𝐶𝐶𝐿

 
Eq. 4.11 

4 2.3 Development of Concrete Mechanical Properties 

The following sections present models for the development or evolution of 

concrete mechanical properties with respect to the age, degree of hydration, or 

compressive strength of the concrete. The curves predicted by the models tend to have 

generally consistent forms for each property, typically varying solely by the values of 

parameters selected through regression analysis of experimental data or the way in which 

certain factors are accounted for in the model. 

4.2.3.1 Compressive Strength 

Two common models for the development of concrete compressive strength with 

respect to equivalent age are given in Eq. 4.12 and Eq. 4.13. The hyperbolic strength gain 

model (Eq. 4.12) was derived by Carino (1984) and accounts for the induction period 

before the beginning of strength development. The 3-parameter exponential model (Eq. 

4.13) for strength gain was proposed by Hansen and Pedersen (1985) and is analogous to 

the 3-parameter model for cumulative heat of hydration and degree of hydration. 
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 𝑓𝑐(𝑡𝑒) = 𝑓𝑐𝑢

𝑘𝑟(𝑡𝑒 − 𝑡𝑒0)

1 + 𝑘𝑟(𝑡𝑒 − 𝑡𝑒0)
 Eq. 4.12 

 

 𝑓𝑐(𝑡𝑒) = 𝑓𝑐𝑢 exp (− (
𝜏

𝑡𝑒
)

𝛽

) Eq. 4.13 

 Where, 

  fc =   compressive strength, MPa (psi) 

  fcu =   ultimate compressive strength, MPa (psi) 

  kr =   rate constant at reference temperature, day-1 

  te =   equivalent age, day 

  te0 =   time after mixing at which strength gain begins, day 

  τ =   time parameter, day 

  β =   shape parameter 

4.2.3.2 Splitting Tensile Strength 

Though both tensile and compressive strength of concrete increase with concrete 

age, the ratio of tensile strength to compressive strength decreases with age (Mindess et 

al., 2003). Based on regression analyses of experimental data, numerous power law 

relationships between the splitting tensile strength and compressive strength of concrete 

have been proposed. ACI 318-08 gives the relation shown in Eq. 4.14 with a coefficient 

of 0.56 MPa (6.7psi) and a power of 0.5, and the parameters for a few other power law 

relations are given in Table 4.1. The CEB-FIP Model Code for Concrete Structures 1990 

(1991) and Raphael (1984) both recommended a power of 2/3, though the 0.3 MPa 

(1.576 psi) coefficient of the former results in values approximately 4% lower than the 

0.313 MPa (1.7 psi) coefficient of the latter. The function suggested by Raphael is given 

in Eq. 4.15. In a reevaluation of existing functions and series of experimental results, 

Oluokun (1991) suggested a coefficient of 0.214 MPa (1.38 psi) and a power of 0.69 for 

optimum accuracy. 

 

 
𝑓𝑡𝑠𝑝 = 0.56(𝑓𝑐)0.5 [MPa]

𝑓𝑡𝑠𝑝 = 6.7(𝑓𝑐)0.5 [psi]
 Eq. 4.14 
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𝑓𝑡𝑠𝑝 = 0.313(𝑓𝑐)2/3 [MPa]

𝑓𝑡𝑠𝑝 = 1.7(𝑓𝑐)2/3 [psi]
 Eq. 4.15 

Where, 

  ftsp =   splitting tensile strength, MPa or psi 

  fc =   compressive strength of concrete, MPa or psi 

Table 4.1: Power law relationship parameters for splitting tensile strength as function of 

compressive strength 

Source 
Coefficient, a 

Power, b 
(MPa) (psi) 

ACI 318-08 (2008) 0.56 6.7 0.5 

CEB-FIP (1991) 0.3 1.576 2/3 

Raphael (1984) 0.313 1.7 2/3 

Oluokun (1991) 0.214 1.38 0.69 

Note: Conversion of coefficient for MPa from psi: 𝑎MPa = 145𝑏 ∙
𝑎psi

145
 

Since the relative rate of increase in compressive strength is greater than that in 

tensile strength, the compressive-to-tensile splitting strength (fc/ftsp) ratio increases with 

age. Accordingly, Zain et al. (2002) plotted high-performance concrete fc/ftsp ratio values 

with respect to compressive strength and identified a linear relationship of the form 

shown in Eq. 4.16 with positive slope a and intercept b. By rearranging the terms in Eq. 

4.16, the splitting tensile strength could be expressed as a function of the compressive 

strength in the form shown in Eq. 4.17. Additional relationships between compressive 

and splitting tensile strength are presented in Arιoglu et al. (2006). 

 

 
𝑓𝑐

𝑓𝑡𝑠𝑝
= 𝑎𝑓𝑐 + 𝑏 Eq. 4.16 

 

 𝑓𝑡𝑠𝑝 =
𝑓𝑐

𝑎𝑓𝑐 + 𝑏
 Eq. 4.17 

4.2.3.3 Modulus of Elasticity 

An empirical relationship for the modulus of elasticity based on the unit weight 

and compressive strength of the concrete is given in Eq. 4.18 (ACI 318-08), and this 
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relationship was determined to be valid for ages greater than or equal to 12 hours 

(Oluokun et al., 1991). For the 2,276-kg/m3 (142.1-lb/ft3) unit weight of the fresh mock-

up concrete, Eq. 4.18 can be simplified to Eq. 4.19. 

 

 
𝐸𝑐 = 0.043𝑤𝑐

1.5√𝑓𝑐 [MPa]

𝐸𝑐 = 33𝑤𝑐
1.5√𝑓𝑐 [psi]

 Eq. 4.18 

 

 
𝐸𝑐 = 4,670√𝑓𝑐 [MPa]

𝐸𝑐 = 55,900√𝑓𝑐 [psi]
 Eq. 4.19 

 Where, 

  Ec =   modulus of elasticity of concrete, MPa or psi 

  wc =   unit weight of concrete, kg/m3 or lb/yd3 

  fc =   compressive strength of concrete, MPa or psi 

 

Analogous to the 3-parameter degree of hydration model, the exponential function 

shown in Eq. 4.20 for the modulus of elasticity as a function of equivalent age was 

proposed by Larson and Jonasson (2003). They noted that, using Eq. 4.20, the modeled 

behavior during the first day changed significantly when data prior to 1 day of age was 

not included in the regression analysis, predicting earlier strength development than 

would be expected. 

 

 𝐸𝑐(𝑡𝑒) = 𝐸𝑢 exp (− (
𝜏

𝑡𝑒
)

𝛽

) Eq. 4.20 

 Where, 

  Ec =   modulus of elasticity of concrete, MPa (psi) 

  Eu =   ultimate modulus of elasticity, MPa (psi) 

  te =   equivalent age, day 

  τ =   time parameter, day 

  β =   shape parameter 

4.2.3.4 Poisson’s Ratio 

The Poisson’s ratio of concrete has been considered independent of concrete age 

(Higginson, 1961; Oluokun et al., 1991), with values typically varying between 0.15 and 

0.20 (Mehta and Monteiro, 2006). However, De Schutter and Taerwe (1996) noted that, 
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similar to water, the Poisson’s ratio of fresh concrete is approximately 0.50, so the 

Poisson’s ratio of concrete must change during hardening. Additionally, De Schutter and 

Taerwe noted lower values at early ages, including the 6-hour results in Oluokun et al. 

(1991), suggesting that Poisson’s ratio decreases from an initial value of 0.50 to a 

minimum value before increasing to an ultimate value for the hardened concrete. De 

Schutter and Taerwe developed the model given in Eq. 4.21 for the evolution of 

Poisson’s’ ratio as a function of the degree of hydration, and the model is shown in 

Figure 4.1 along with the two components of the model. The exponential component 

governs the initial decrease from 0.50, and the sine component governs the increase from 

the minimum value to the long-term value of 0.18 for the hardened concrete. 

 

 𝜈(𝛼𝐻) = 0.18 sin (
𝜋𝛼𝐻

2
) + 0.5𝑒−10𝛼𝐻 Eq. 4.21 

 Where, 

  ν =   Poisson’s ratio 

  𝛼𝐻 =   degree of hydration 

 

 
Figure 4.1: De Schutter and Taerwe (1996) Poisson’s ratio model for concrete 
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4.2.4 Concrete Thermal Properties 

Whereas the models for development of concrete mechanical properties tend to 

exhibit comparable behavior, trends identified for thermal properties in the literature have 

varied widely. As discussed in Section 2.7, researchers have identified direct, indirect, 

and independent relationships between concrete thermal properties and concrete age and 

temperature. Therefore, the determination of functions for the thermal properties of the 

mock-up concrete was largely based on the experimental results for each property rather 

than implementing trends identified in the literature. The exception is the specific heat 

capacity, for which van Breugel (1980) developed the model given in Eq. 4.22 which 

varies as a linear function of degree of hydration. The model accounts for the temperature 

of the concrete and the mixture proportions according to the principle of superposition 

with respect to the relative mass content of each component. Schindler (2002) found the 

model to provide reasonable results for a representative mix design based on literature 

values for specific heat capacities of the components. 

 

 
𝑐𝑝 =

1

𝑚
(𝑚𝑐𝛼𝐻𝑐𝑝(𝑐𝑒𝑓) + 𝑚𝑐(1 − 𝛼𝐻)𝑐𝑝(𝑐) + 𝑚𝑎𝑐𝑝(𝑎)

+ 𝑚𝑤𝑐𝑝(𝑤)) 

Eq. 4.22 

 Where, 

 cp = specific heat capacity of concrete, J/kg∙K 

 m = total mass of concrete mixture, kg 

 mc = mass of cement content, kg 

 ma = mass of aggregate content, kg 

 mw = mass of water content, kg 

 𝛼𝐻   degree of hydration 

 cp(cef) = fictitious specific heat capacity of hydrated cement, defined in 

Eq. 4.23,  J/kg∙K 

 cp(c) = specific heat capacity of cement, J/kg∙K 

 cp(a) = specific heat capacity of aggregate, J/kg∙K 

 cp(w) = specific heat capacity of water, J/kg∙K 

 

 𝑐𝑝(𝑐𝑒𝑓) = 8.4𝑇 + 339 Eq. 4.23 

 Where, 

 T =   temperature of concrete, ºC 
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4.3 Experimental Methods 

The following sections discuss the experimental approach for developing model 

parameters for finite element analysis of the mock-ups. Details are provided on the tests 

for determining the hydration properties, specific heat capacity, and thermal diffusivity of 

the mock-up concrete. The experimental mock-ups, post-tensioning system, and materials 

used were discussed in Section 3.3. 

4.3.1 Hydration Properties 

Isothermal calorimetry was conducted using an eight-channel microcalorimeter at 

15, 25, 35, 45, and 55 °C (59, 77, 95, 113, and 131 °F) to determine the hydration 

parameters and activation energy of the cement paste in the mock-ups in accordance with 

the modified ASTM 1074 method discussed in Section 2.6.8. The mix designs of the 

calorimetry cement pastes are shown Table 4.2. In addition to the representative cement 

paste with the AEA and WRRET dosage rates shown in Table 1 in Section 3.1.2.2, the 

plain portland cement (PC) paste, paste with AEA, and paste with WRRET were tested in 

order to determine the influence of the admixtures. The pastes were prepared with 60.00 

g (0.1323 lb) of cement and 24.28 g (0.0535 lb) of water and admixtures, with water 

replacing the admixtures on a one-to-one mass basis when the admixtures were not used. 

All samples were tested in duplicate. 

Using least-squares regression, the three-parameter degree of hydration model 

(Eq. 18) given in Section 2.6.6 was fit to the experimental degree of hydration data, 

obtained by integrating the rate of heat release with time and dividing by 465 J/g (200 

Btu/lb), the total heat of complete hydration, as discussed in Section 2.6.2. As in 

Jayapalan et al. (2014), the data to which the three-parameter model was fit ranged from 

the time of minimum power preceding the acceleratory phase to the time at which the 

degree of hydration α was 0.5. Using the hydration parameters determined at each 

temperature, average values of αu and β were determined for each mix, and values of τ 
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were recalculated for each mix and temperature using the average αu and β values for 

each cement. The τ values and corresponding temperatures were then used to determine 

the apparent activation energy of each mix according to Eq. 34 in Section 2.6.8. 

Table 4.2: Mix designs for calorimetry samples 

Mixture 
Cement 

Water 

SG = 1.0 

AEA 

SG = 1.02 

WRRET 

SG = 1.1725 

Mass (g) Mass (g) Vol (μL) Mass (g) Vol (μL) Mass (g) 

PC 60.00 24.28 - - - - 

PC+AEA 60.00 24.25 27 0.03 - - 

PC+WRRET 60.00 24.14 - - 120.5 0.14 

PC+AEA+WRRET 60.00 24.11 27 0.03 120.5 0.14 

 

4.3.2 Specific Heat Capacity 

The specific heat capacities of the cement, coarse aggregate, and fine aggregate 

used in the mock-up were measured via differential scanning calorimetry (DSC) in 

accordance with ASTM E1269-11 (2011), and the specific heat capacities of these 

component materials were used to determine the specific heat capacity of the concrete 

according to Eq. 45 in Section 2.7.1. The cement was tested as received, whereas fine and 

coarse aggregate particles were pulverized with a mortar and pestle until passing a #200 

(75-μm, 0.0029-in.) sieve. Figure 4.2 shows this sequence for the coarse aggregate. The 

three materials were oven-dried for 24 hours at 105 °C (221 °F) and were cooled at room 

temperature for 2 hours prior to testing. Three samples with nominal 25-mg (5.5 × 10-5-

lb) masses were tested for each material. Non-hermetic aluminum pans and lids were 

used to contain the samples, and a 25.65-mg (5.655 × 10-5-lb) synthetic sapphire (α-

aluminum oxide) disk was used as the standard specimen. The calorimeter was 

programed to equilibrate at -40 °C (-40 °F) and maintain the temperature for 4 minutes, 

then increase the temperature at a rate of 20 °C/min (36 °F/min) to 120 °C (248 °F), and 

then maintain the temperature for 4 minutes to complete the test. The calorimeter was 
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purged with dry nitrogen at a flow rate of 50 mL/min (1.7 fl. oz./min) throughout each 

test. The full set-up is shown in Figure 4.3. 

 

Figure 4.2: Coarse aggregate sample preparation for differential scanning calorimetry 

 

Figure 4.3: Full set-up for differential scanning calorimetry 
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4.3.3 Thermal Diffusivity 

Thermal diffusivity was measured experimentally by a method similar to the 

modified CRD-C36-73 procedure utilized by Ferraro (2009). A Type-T thermocouple 

was embedded at the volumetric center of each 150-by-300-mm (6-by-12-in.) concrete 

cylinder during casting, and the specimens were cured in a moist room maintained at 23 ± 

2 °C (73.5 ± 3.5 °F) and 100% relative humidity until needed for testing 1, 2, 3, 7, 10, 14, 

28, 56, and 90 days after casting. Specimens were prepared with concrete from both 

trucks for the first mock-up and were tested in triplicate. Since the test involved thermal 

cycling that would alter the maturity of the concrete, each specimen was only used once. 

At the appropriate testing age, the specimens were submerged in a constant-

temperature circulating water bath at 50 °C (122 °F), and the temperature at the center of 

each specimen was recorded at 15-second intervals until stabilization at the bath 

temperature. The specimens were then submerged in a separate constant-temperature bath 

at 10 °C (50 °F) until stabilization at the bath temperature. Finally, the specimens were 

returned to the circulating water bath at 50 °C (122 °F), and the temperature at the center 

of each specimen was recorded at 15-second intervals until stabilization at the bath 

temperature. 

For each temperature history, the linear regression of ln(𝜃∗(𝑡)) was taken for 

values of time t ≥ 1500 seconds and 𝜃∗ ≥ 0.05. For a 150-by-300-mm (6-by-12-in.) 

cylinder with a thermal diffusivity of 0.77 × 10-6 m2/s (0.030 ft2/hr), which is within the 

range of values measured by Tia et al. (2010) for concrete containing Florida limestone 

aggregate, t ≥ 1500 corresponds to Foc ≥ 0.2, for which the first-term approximation of 

the solution for transient heat conduction in an infinite cylinder has converged with the 

exact solution (Heisler, 1947). The slope of the linear regression was used in Eq. 81 in 

Section 2.7.3 to calculate a thermal diffusivity value for each temperature history, and the 

thermal diffusivity for each specimen was taken as the average of the values for the two 

temperature histories. 
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4.3.4 Statistical Analysis 

One-way analysis of variance (ANOVA) was conducted on all sets of property 

data to determine whether the sets of data would be combined for further analysis in the 

sections that follow, and the detailed results of this analysis are presented in Appendix 

B.2. A significance level of α = 0.05 (5%) was used for all statistical analysis. The null 

hypotheses were tested in the order listed below, and if a given null hypothesis could not 

be rejected according to the significance level, the tested sets of data were combined for 

subsequent analyses. 

1. For each mock-up and curing condition and at each age, the mean value of the 

given property of the concrete from the two trucks was the same. 

2. For each mock-up and at each age, the mean value of the given property for the 

Ext and Int curing conditions was the same. 

3. For each curing condition and at each age, the mean value of the given property 

for the two mock-ups was the same. 

4. For the Ext and Int curing conditions, the mean value of the given property was 

the same at all ages. 

4.4 Results and Discussion 

In the sections that follow, the hydration kinetics of the cement paste used in the 

mock-up concrete are analyzed, and the determined apparent activation energy value is 

used to determine the equivalent age of the match-cured concrete specimens. The 

compressive strength, splitting tensile strength, modulus of elasticity, and Poisson’s’ ratio 

of the mock-up concrete are then investigated with respect to chronological and 

equivalent age, and models for the development of each mechanical property are 

presented and discussed for implementation in time- and temperature dependent finite 

element modeling. Lastly, the specific heat capacity and thermal diffusivity results are 

presented and discussed, and the thermal conductivity is determined as a function of 
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specific heat capacity, thermal diffusivity, and concrete density. The coefficient of linear 

thermal expansion (CTE) results were discussed in Section 3.4.7, and a constant CTE of 

7.86 με/°C (4.37 με/°F) was used for analysis of the concrete at all ages. 

4.4.1 Hydration Kinetics 

The results of isothermal calorimetry at 25 °C (77 °F) are shown in Figure 4.4. As 

expected, the addition of WRRET resulted in delayed heat evolution through the first 20 

hours and a 2-hour delay of the peak rate of heat evolution. As a result of the retardation, 

the cumulative heat of hydration of the pastes with WRRET was reduced relative to those 

without WRRET at all plotted times. The maximum difference in cumulative heat was 45 

J/g at approximately 8.5 hours, coinciding with the intersection of the curves, and the 

difference reduced to 14 J/g by 20 hours, after which rates of heat release were 

comparable and the cumulative heats began gradually converging. The addition of 

WRRET also resulted in a 0.3-mW/g (5%) increase in the peak rate of heat evolution. In 

contrast, the addition of AEA did not influence the hydration behavior of the pastes, 

matching trends reported in the literature (Poole et al., 2011; Riding et al., 2012). 

As shown in Figure 4.5a, the addition of WRRET slightly increased the peak rate 

of heat evolution at each temperature except 15 °C (59 °F). However, this effect was 

insignificant compared to the influence of increasing temperature, which resulted in 

progressively larger increases in peak rate of heat evolution. Figure 4.5b shows that 

increasing temperatures decreased the time to the peak rate of heat evolution and 

generally reduced the delay due to the addition of WRRET. The addition of AEA had no 

clear influence at any of the tested temperatures. 
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(a) 

 

 

(b) 

Figure 4.4: (a) Rate of heat evolution and (b) cumulative heat of hydration of 

representative mock-up cement pastes at 25 °C (77 °F) 
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(a) 

 

 

(b) 

Figure 4.5: (a) Peak rates of heat evolution and (b) times to peak rate of heat evolution for 

tested cement pastes 

Since the trends for the influence of AEA and WRRET were consistent at each 

testing temperature, only the calorimetry curves of the plain cement pastes and the pastes 
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with both admixtures are presented in Figure 4.6, which shows the calorimetry results at 

all five tested temperatures. In addition to the effects identified in Figure 4.5, Figure 4.6a 

shows that higher temperatures result in narrower peaks and that the addition of AEA and 

WRRET does not significantly alter the shapes of the power curves aside from the initial 

delay of the acceleratory period. As shown in Figure 4.6b, the cumulative heat of 

hydration is increased by higher temperatures, though the curves tend to converge at later 

ages. The time delay in cumulative heat due to the addition of WRRET is also reduced at 

higher temperatures, corresponding to the reduced time to the peak rate of heat evolution 

in identified in Figure 4.5b and Figure 4.6a. Figure 4.6c shows that the paste with both 

admixtures tested at 15 °C (59 °F) achieved a degree of hydration of 0.5 at approximately 

45 hours, whereas the same paste at 55 °C (131 °F) achieved the same degree of 

hydration at approximately 7 hours. 

 

(a) 

Figure 4.6: (a) Rate of heat evolution, (b) cumulative heat of hydration, and (c) degree of 

hydration of representative mock-up cement pastes 
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(b) 

Figure 4.6 (continued) 
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(c) 

Figure 4.6 (continued) 

The variation of the natural logarithm of the hydration time parameter [ln(τ)] as a 

function of the reciprocal of the absolute temperature (1/T) is shown in Figure 4.7 for the 

plain cement paste and for the paste with both admixtures. The apparent activation energy 

was calculated for each mixture using the corresponding curves and the calculation 

described in Section 2.6.8. From the regression in Figure 4.7, the hydration time 

parameter for the paste with both admixtures was determined to be 12.53 hr at an 

absolute temperature of 296.15 K (533.07 °R), corresponding to the 23-°C (73.5-°F) 

reference temperature used for determining the equivalent age in Section 4.4.2 according 

to Eq. 28 in Section 2.6.8. 
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Figure 4.7: Variation of the natural logarithm of the hydration time parameter [ln(τ)] as a 

function of the reciprocal of the absolute temperature (1/T) 

The apparent activation energy Ea, ultimate degree of hydration αu, hydration 

shape parameter β, and reference temperature hydration time parameter τr for the mock-

up cement paste are shown in Table 4.3, and the resulting three-parameter degree of 

hydration model for the mock-up cement paste with both admixtures is given in Eq. 4.24. 

Since the addition of AEA did not influence the calorimetry curves, the negligible effect 

on the activation energy and the hydration parameters is expected. The addition of 

WRRET reduced the apparent activation energy and ultimate degree of hydration and 

increased the hydration shape and time parameters. These trends for the two admixtures 

are consistent with the literature (Poole et al., 2011; Riding et al., 2012). 

Table 4.4 provides values obtained from empirical models in the literature using 

the cement composition as determined by Rietveld analysis and the admixture dosages 

when incorporated in the models. Since the concrete temperature is greater than 20 °C 

(68 °F) at all times (see Figure 22 in Section 3.4.4), the apparent activation energy 

determined according to the model by Hansen and Pedersen (1977) given in Eq. 4.8 



250 

would be 33,500 J/mol (14,400 Btu/lbmol), which is between the values for the plain 

cement paste and the paste with both admixtures. The apparent activation energy 

predicted by the model (Eq. 4.9) developed by Schindler (2004), which accounts for 

cement composition and fineness, is 7% greater than the experimentally determined 

value, and the value predicted by the model (Eq. 4.11) developed by Riding et al. (2011), 

which accounts for admixtures in addition to cement composition and fineness, is 4% 

greater than the experimentally determined value. 

Riding et al. (2011) tested WRRET dosage rates ranging from 0.52 to 4.24 mL/kg 

of cementitious material and noted that mixes with relatively high dosages of WRRET 

deviated significantly from the model. The dosage rate of 2.0 kg/mL used in the mock-up 

cement is not high, but Riding et al. (2011) also noted that different types of admixtures 

meeting the same ASTM C494 classification could result in different values of apparent 

activation energy from those predicted by the models. 

As mentioned in Section 2.6.7, Schindler and Folliard (2005) and Riding et al. 

(2012) developed the models for hydration parameters via semi-adiabatic calorimetry of 

concrete specimens. However, Riding et al. (2011) noted that, for a given dosage, 

chemical admixtures may influence cement paste and concrete differently. Therefore, the 

direct applicability of the models to isothermal calorimetry results for the cement pastes 

tested in the present work may be limited, but the values are still useful for comparison. 

The models by Schindler and Folliard (2005) and Riding et al. (2012) overestimated the 

ultimate degree of hydration by 10% and 13%, respectively, underestimated the hydration 

shape parameter by 75% and 64%, respectively, and overestimated the hydration time 

parameter by 55 and 47%, respectively. Since the model by Schindler and Folliard (2005) 

does not account for admixtures, the differences between the experimental results and the 

model predictions may be due to the effect of WRRET, which Riding et al. (2012) found 

to significantly increase β while slightly reducing αu. Though the model by Riding et al. 
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accounts for admixtures, high dosages of retarder were noted to potentially decrease the 

accuracy of the model. 

 

 𝛼(𝑡𝑒) = 0.633 exp (− [
12.53

𝑡𝑒
]

2.081

) Eq. 4.24 

 

Table 4.3: Experimentally determined apparent activation energy and hydration 

parameters of mock-up cement paste 

Mixture 

Ea Hydration parameters 

(J/mol) 
(Btu/ 

lbmol) 
αu β τr (hr) 

PC 34,625 14,886 0.722 1.338 10.50 

PC+AEA 34,224 14,714 0.728 1.339 10.42 

PC+WRRET 31,610 13,590 0.638 2.097 12.59 

PC+AEA+WRRET 31,632 13,600 0.633 2.081 12.50 

 

Table 4.4: Literature model values for apparent activation energy and hydration 

parameters of mock-up cement paste with AEA and WRRET (PC+AEA+WRRET) 

Source 

Ea Hydration parameters 

(J/mol) 
(Btu/ 

lbmol) 
αu β τr (hr) 

Schindler (2004) 33,971 14,604 - - - 

Riding et al. (2011) 32,900 14,144 - - - 

Schindler and Folliard (2005) - - 0.697 0.520 19.36 

Riding et al. (2012) - - 0.714 0.756 18.39 

 

4.4.2 Concrete Maturity 

With the mock-up temperature histories and the activation energy of the mock-up 

cement paste, the maturity indices of the first mock-up specimens shown in Figure 4.8 

were determined. A datum temperature of 0 °C (32 °F) was used for the Nurse-Saul 

temperature-time factor (TTF) (see Appendix A.3 for discussion of the datum 

temperature), and a reference temperature of 23 °C (73.4 °F), matching the curing 

temperature of the Fog specimens, was used for the Arrhenius equivalent age. Since the 



252 

Fog specimens were cured at a constant temperature, the corresponding maturity indices 

are linear and serve as the baseline to which the match-cured specimens are compared. 

The vertical axes for the two maturity indices in Figure 4.8 were scaled so that the results 

for the Fog specimens were collinear, allowing comparison of the maturities predicted by 

both methods. The Arrhenius equivalent age function predicts higher maturities than the 

Nurse-Saul temperature-time factor, consistent with the literature stating that the Nurse-

Saul maturity function underestimates the maturity when the concrete temperature rises 

too rapidly (Saul, 1951; Gajda, 2007). This suggests that the Arrhenius equivalent age 

better models the temperature effects of the mock-up concrete, and the equivalent age 

alone is used in all further analysis. 

Figure 4.9 shows the equivalent age of the concrete specimens for the two mock-

ups. Due to the higher temperatures, the first mock-up concrete has higher maturity than 

the corresponding concrete in the second mock-up. However, the maturity of the near-

surface concrete of the first mock-up (I-Ext) is similar to that of the concrete at the center 

of the second mock-up (II-Int). 
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Figure 4.8: Maturity indices of concrete specimens for first mock-up 

 

Figure 4.9: Equivalent age of concrete specimens for each mock-up 
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4.4.3 Compressive Strength 

The measured compressive strength results for the first and second mock-up are 

shown in Figure 4.10 and Figure 4.11, respectively. As shown in Figure 4.10b and Figure 

4.11b, the equivalent age results do not exhibit the crossover effect seen in the 

chronological age results in Figure 4.10a and Figure 4.11a. Instead, the early strength 

gains of the Ext and Int concrete due to the high temperatures at early ages are shifted to 

later equivalent ages, resulting in the Ext and Int concrete having generally lower 

strengths at comparable equivalent ages. The reduced strength of the Ext and Int concrete 

is due to the rapid hydration of the cement at the higher early-age temperatures; curing at 

temperatures as low as 4 °C (39 F) has been shown to result in maximum ultimate 

strengths, whereas curing at higher temperatures has been shown to result in a 

nonuniform microstructure with regions of weakness that limit strength (Mehta and 

Monteiro, 2006; Mindess et al., 2003). Above approximately 45 °C (113 °F), changes to 

the chemical and physical structure of the hydrated cement also contribute to decreased 

ultimate strengths (Mindess et al., 2003). Since the concrete temperatures matched 

ambient conditions after approximately 14 days, the relative time shift of the maturity at 

later ages is reduced, resulting in comparable slopes of the Fog, Ext, and Int curves and 

validating the equivalent age maturity method. The higher strength of the second mock-

up concrete compared to the first mock-up concrete is likely due to the lower concrete 

temperatures of the second mock-up during curing and the better consolidation of the 

specimens for the second mock-up. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.10: Compressive strength of first mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.11: Compressive strength of second mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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Based on ANOVA results discussed in Appendix B.2 indicating that, for each 

mock-up, the difference in compressive strength of the Ext and Int concrete at matching 

ages was not statistically significant, the Ext and Int results for each mock-up were 

combined for modeling. The compressive strength of the fog- and match-cured specimens 

for the two mock-ups is shown in Figure 4.12 as a function of equivalent age. The 

hyperbolic strength gain and 3-parameter exponential regressions of the experimental 

data are also shown in Figure 4.12, and the parameters and coefficients of determination 

(R2) for each case are presented in Table 4.5. An initial compressive strength “result” of 

zero was added at 2.5 hours (0.10 days) for regression analysis to account for the lack of 

compressive strength of fresh concrete. 

The general behavior of the hyperbolic and exponential models are comparable: 

rapid strength development during the first several days, followed by gradually slower 

strength gain. In each case, the coefficient of determination was greater than 0.95, though 

the values for the exponential model were greater than those of the corresponding 

hyperbolic models. 

By approximately 200 days, the hyperbolic model exhibits asymptotic behavior, 

whereas the exponential model predicts continued strength development at a decreasing 

rate. Table 4.6 shows the modeled compressive strength values for each mock-up and 

curing condition at 90 days and extrapolated to 36 years. The relative increase of the 

hyperbolic models ranges between 2.3 and 3.6%, whereas the relative increase of the 

exponential models ranges between 8.6 and 16.3%. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.12: Compressive strength as a function of equivalent age of fog- and match-

cured specimens from (a) first and (b) second mock-up 
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Table 4.5: Parameters for compressive strength development 

Series 
Hyperbolic Parameters 

R2 
fcu (psi) kr (day-1) te0 (day) 

I-Fog 5,675 0.466 0.0360 0.9743 

II-Fog 6,842 0.448 0.0459 0.9893 

I-Match 5,161 0.306 0.0548 0.9524 

II-Match 6,171 0.491 0.0838 0.9555 

Series 
Exponential Parameters 

R2 
fcu (psi) τ (day) β 

I-Fog 6,567 1.412 0.476 0.9925 

II-Fog 7,771 1.465 0.511 0.9960 

I-Match 5,941 1.714 0.448 0.9722 

II-Match 6,736 1.197 0.563 0.9621 

 

Table 4.6: Modeled compressive strength of mock-up concrete at 90 days and 36 years 

Model Series 
Compressive strength (psi) 

Increase (%) 
90 days 36 years 

Hyperbolic 

I-Fog 5543 5674 2.4 

II-Fog 6676 6841 2.5 

I-Match 4980 5160 3.6 

II-Match 6034 6170 2.3 

Exponential 

I-Fog 5719 6483 14.4 

II-Fog 6880 7697 11.9 

I-Match 5015 5834 16.3 

II-Match 6170 6700 8.6 

 

As shown in Table 4 in Section 3.1.2.3, the relative increase in measured 

compressive strength of the CR3 PCC concrete was 14% between 90-day standard 

specimens and 36-year cores. This suggests that the greater increase in the exponential 

model gives a better representation of the late-age compressive strength development of 

the mock-up concrete. 

Furthermore, as shown in Table 5 in Section 3.1.2.3, the relative increase in 

compressive strength of typical concrete made with Type II cement between 90 days and 

5 years is 22%. Though that increase in greater than any predicted by the models, it 

suggests that the relatively negligible late-age strength gain predicted by the hyperbolic 

model underestimates the actual strength gain. 
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Figure 4.13 compares the hyperbolic and exponential models for the compressive 

strength development of the CR3 PCC concrete and typical concrete made with Type II 

cement (U.S. Bureau of Reclamation, 1981), and the corresponding parameters and 

coefficients of determination are provided in Table 4.7. For both sets of data, the 

exponential curve provides a better prediction of the late-age strength development. In 

the case of the CR3 PCC concrete, the curves were developed from regression of the data 

through 90 days and extrapolated through 20,000 days (about 55 years). The exponential 

curve provides a better estimate of the strength of the 36-year (about 13,000 days) cores 

from the CR3 PCC than the hyperbolic curve. Based on these findings, the exponential 

model was used in analysis, and the models for the match-cured specimens from the first 

and second mock-up are given in Eq. 4.25 and Eq. 4.26, respectively. 

 

Figure 4.13: Compressive strength development of CR3 PCC concrete and typical 

concrete made with Type II cement (U.S. Bureau of Reclamation, 1981) 
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Table 4.7: Parameters for compressive strength development of CR3 PCC concrete and 

typical concrete made with Type II cement (U.S. Bureau of Reclamation, 1981) 

Series 
Hyperbolic Parameters 

R2 
fcu (psi) kr (day-1) te0 (day) 

Type II 6179 0.0852 -0.0527 0.9933 

CR3 6948 0.2737 0.1025 0.9992 

Series 
Exponential Parameters 

R2 
fcu (psi) τ (day) β 

Type II 6745 6.712 0.5256 0.9999 

CR3 7549 2.151 0.5857 1.0000 

 

 

 

𝑓𝑐−I−Match(𝑡𝑒) = 41.0 exp (− (
1.714

𝑡𝑒
)

0.448

) [MPa]

𝑓𝑐−I−Match(𝑡𝑒) = 5,941 exp (− (
1.714

𝑡𝑒
)

0.448

) [psi]

 Eq. 4.25 

 

 

𝑓𝑐−II−Match(𝑡𝑒) = 46.4 exp (− (
1.197

𝑡𝑒
)

0.563

) [MPa]

𝑓𝑐−II−Match(𝑡𝑒) = 6,736 exp (− (
1.197

𝑡𝑒
)

0.563

) [psi]

 Eq. 4.26 

 Where, 

  fc-I =   compressive strength of first mock-up concrete, MPa or psi 

  fc-II =   compressive strength of second mock-up concrete, MPa or psi 

  te =   equivalent age, days 

 

The compressive strengths of the fog- and match-cured specimens are compared 

at matching ages in Figure 4.14. Whereas tests were conducted at the same chronological 

ages for presentation in Figure 4.14a, the equivalent ages of the match-cured specimens 

at the times of testing did not match with the age of the fog-cured specimens, so linear 

interpolation was used to approximate compressive strength values at intermediate ages 

in Figure 4.14b. When compared according to chronological age in Figure 4.14a, the 

results from the two mock-ups are easily distinguished, and the linear regressions of the 

two sets of data are nearly parallel. The crossover effect is seen at about 31 MPa (4500 

psi) for the first mock-up and 40 MPa (5750 psi) for the second mock-up. However, 

when compared according to the equivalent age in Figure 4.14b, the crossover effect is no 

longer present, and the two sets of data overlap more. The exponential model for both 
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mock-ups is nearly linear, and the linear regression through the origin for all of the data 

has a coefficient of determination of 0.859, very similar to that of the linear regression for 

the second mock-up in Figure 4.14a. 

The slope of 0.8952 for the linear regression in Figure 4.14b indicates that, on 

average, the match-cured specimens have approximately 90% of the strength of the fog-

cured specimens at the same equivalent age, whereas the maturity method conceptually 

predicts that the strengths should be equal. Since the reference temperature Tr for the 

equivalent age maturity method was selected to match the 23-°C (73.5-°F) curing 

temperature of the fog-cured specimens, the equivalent and chronological age of the fog-

cured specimens are identical. Therefore, a reduction factor of 0.9 could be applied to the 

measured compressive strength of a fog-cured specimen at a given chronological age in 

order to obtain an estimate of the strength of a match-cured specimen at that equivalent 

age. This suggests that the compressive strength of the in-place mock-up concrete could 

be estimated without match-cured specimens by using compressive strength tests of fog-

cured specimens and the equivalent age of the in-place concrete, which can be 

determined with the temperature history of the in-place concrete and the activation 

energy of the cement paste. Testing different concrete mixes with similar temperature 

histories would be necessary to establish the generality of the 90% relationship between 

fog- and match-cured specimens for comparable structures. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi; error bars are not shown for interpolated values 

Figure 4.14: Compressive strength of match-cured specimens with respect to that of fog-

cured specimens at same (a) chronological age and (b) equivalent age 
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Based on the 90% relationship shown in Figure 4.14, the compressive strengths of 

the match-cured specimens were replotted in Figure 4.15 with curves equal to 90% of the 

exponential functions for the fog-cured specimens at matching equivalent ages. The 

equations for these curves are given in Eq. 4.27 and Eq. 4.28, and the original exponential 

regressions given in Eq. 4.25 and Eq. 4.26 are shown in Figure 4.14 for comparison. The 

90% curves are comparable to the original exponential curves, differing by less than 10% 

with the corresponding curve over the entire range. The coefficients of determination for 

the 90% curves were 0.9557 and 0.9569 for the first and second mock-up, respectively. 

Comparing with the values in Table 4.5, these coefficients of determination are less than 

the corresponding values for the original exponential regressions for the match-cured 

specimens but are comparable to the corresponding values for the hyperbolic regressions 

for the match-cured specimens. These results suggest that the 90% relationship provides a 

reasonable estimate of the development of the compressive strength of the match-cured 

mock-up concrete. 

Though the 90% relationship likely varies based on the temperature history of the 

concrete, investigations into methods of quantifying this relationship based on the 

concrete temperature history would be useful because such methods would allow 

prediction of in-place concrete strengths using only standard-cured specimens rather than 

match-cured specimens. 
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Note: 1 MPa = 145 psi 

Figure 4.15: Compressive strength as a function of equivalent age of match-cured 

specimens with comparison to 90% relationship 

 

𝑓𝑐−I−Match(𝑡𝑒) = 40.8 exp (− (
1.412

𝑡𝑒
)

0.476

) [MPa]

𝑓𝑐−I−Match(𝑡𝑒) = 5,910 exp (− (
1.412

𝑡𝑒
)

0.476

) [psi]

 Eq. 4.27 

 

 

𝑓𝑐−II−Match(𝑡𝑒) = 48.2 exp (− (
1.470

𝑡𝑒
)

0.511

) [MPa]

𝑓𝑐−II−Match(𝑡𝑒) = 6,994 exp (− (
1.470

𝑡𝑒
)

0.511

) [psi]

 Eq. 4.28 
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4.4.4 Splitting Tensile Strength 

The splitting tensile strength results for the first and second mock-up are shown in 

Figure 4.16 and Figure 4.17, respectively. Though not as pronounced as in the case of 

compressive strength, the crossover effect exhibited with chronological age in Figure 

4.16a is not exhibited with equivalent age in Figure 4.16b. Like the compressive strength 

results, the slopes of the maturity curves of the Fog, Ext, and Int splitting tensile strengths 

are closer than the slopes with chronological time. For the first mock-up, the splitting 

tensile strengths of the Ext and Int specimens were lower than the strengths of the Fog 

specimens at comparable equivalent ages, similar to the compressive strength behavior. 

However, the results for the second mock-up were more closely aligned, with comparable 

trends for the Fog, Ext, and Int concrete. Like the compressive strength, the higher 

splitting tensile strengths of the second mock-up concrete relative to the first mock-up 

concrete are likely due to the lower concrete temperatures of the second mock-up during 

curing and the better consolidation of the specimens for the second mock-up. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.16: Splitting tensile strength of first mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.17: Splitting tensile strength of second mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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Based on ANOVA results discussed in Appendix B.2 indicating that, for each 

mock-up, the difference in splitting tensile strength of the Ext and Int concrete at 

matching ages was not statistically significant, the Ext and Int results for each mock-up 

were combined for modeling. The splitting tensile strength of the mock-up concrete is 

shown with respect to compressive strength in Figure 4.18 and with respect to equivalent 

age in Figure 4.19. Both figures also show the splitting tensile strengths predicted by the 

ACI 318 (2008) and Raphael (1984) relations (Eq. 4.14 and Eq. 4.15, respectively) and 

power law regressions of the splitting tensile strength of each series as a function of 

compressive strength. The power law relations are linear in the log-log plot (Figure 

4.18a) with the form given in Eq. 4.29, but nonlinear least squares regression of the 

original power law form was used to determine each relation because taking the 

logarithm of the experimental results skews the data by reducing the error of larger values 

relative to smaller values. 

 

 log(𝑓𝑡𝑠𝑝) = 𝑏 log(𝑓𝑐) + log(𝑎) Eq. 4.29 

 Where, 

  ftsp =   splitting tensile strength, psi 

  fc =   compressive strength, psi 

  b =   power of power law relation 

  a =   coefficient of power law relation  

 

The parameters for the power law regressions are given in Table 4.8 along with 

the coefficients of determination for each curve as a prediction of the observed splitting 

tensile strengths with respect to equivalent age. The regressions were determined with 

respect to equivalent age by incorporating the corresponding exponential functions for 

compressive strength from Table 4.5.  

As shown in Figure 4.19, the tensile strengths predicted by the ACI and Raphael 

functions are lower than almost all of the corresponding experimental results. As 

discussed in Section 4.1.1, the values predicted by the CEB-FIP function are 

approximately 4% less than the Raphael function values, which are already lower than 
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the experimental results, so the CEB-FIP results are not presented. Similarly, the 

Oluokun (1991) function was nearly coincident with the Raphael function but with 

slightly lower values at early ages, so the Oluokun results are not presented either. 

Since the splitting tensile strength for both the fog- and match-cured specimens is 

generally higher than predicted by the ACI and Raphael functions, the behavior is likely 

independent of the curing history. Performance Improvement International (2010) 

reported that the splitting tensile strength and compressive strength of cores taken from 

the CR3 PCC were consistent with the CEB-FIP relationship given in Table 4.1. 

However, the cores were taken approximately 36 years after concrete placement, and the 

literature models shown in Figure 4.19 were generally more consistent with the 

experimental results at later ages. No tensile strength testing was conducted on the CR3 

PCC concrete at earlier ages. 

A potential source of deviation from the literature models is the crushed limerock 

coarse aggregate used for the mock-up concrete. Mindess et al. (2003) stated that the use 

of crushed coarse aggregate seems to increase the concrete tensile strength more than the 

compressive strength, which would contribute to the higher tensile strengths than 

predicted by the compressive strength. 

Lastly, since approximately 800 total tests specimens were prepared by several 

crews, the varying quality of the tested specimens may have influenced the relationship 

between the compressive and tensile strength. Several incompletely consolidated 

specimens were identified for the first mock-up, and Mindess et al. (2003) noted that such 

consolidation is more detrimental to the compressive strength than to the tensile strength. 

Therefore, these specimens could have contributed to artificially low compressive 

strength values without similarly decreasing the tensile strength values. 

The relatively limited variation of the splitting tensile strength measurements for 

the second mock-up resulted in the power law regressions predicting unrealistically high 

tensile strengths during the first hours after concrete placement in Figure 4.19b. 
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Accordingly, the coefficients of determination for the power law for the second mock-up 

were lower than those for the first mock-up. Aside from the Fog specimens for the second 

mock-up, the power law regression yielded the highest coefficients of determination for 

each series of specimens. Furthermore, as discussed in Section 4.1.1, the relationship 

between splitting tensile strength and compressive strength is generally agreed to be well 

defined by a power law function. Therefore, the power law regressions shown in Figure 

4.18 and Figure 4.19 with the parameters given in Table 4.8 will be used as baseline 

references to which further relations will be compared, and the curves will be labelled as 

“Reference” when presented in later figures. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.18: Splitting tensile strength with respect to compressive strength of all 

specimens shown on (a) log-log plot and (b) linear plot 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.19: Splitting tensile strength as a function of equivalent age of fog- and match-

cured specimens from (a) first and (b) second mock-up 
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Table 4.8: Parameters for splitting tensile strength development as a power law function 

of compressive strength 

Series 

Power law parameters Coefficient of determination, R2 

Coefficient, a 
Power, b Power law 

ACI 318-

08; 

Eq. 4.14 

Raphael 

(1984); 

Eq. 4.15 (for MPa) (for psi) 

I-Fog 0.533 4.31 0.580 0.9359 0.6133 0.6994 

II-Fog 1.91 106 0.192 0.6725 0.7981 0.8029 

I-Match 0.876 16.1 0.415 0.8875 0.6171 0.7011 

II-Match 1.80 83.2 0.230 0.7826 0.5829 0.7062 

Note: Conversion of coefficient for MPa from psi: 𝑎MPa = 145𝑏 ∙
𝑎psi

145
 

As observed qualitatively in Figure 4.18 and quantitatively in Table 4.8, the 

power law regressions determined for each series are notably distinct. However, when 

power law regressions are conducted for the fog-cured specimens from both mock-ups, 

the match-cured specimens from both mock-ups, and all specimens, the resulting 

functions are similar as shown in Figure 4.20. This suggests that the regression for the 

fog-cured specimens can be used to approximate the relationship between the 

compressive and splitting tensile strength of the match-cured specimens. Therefore, the 

power law regression for the fog-cured specimens is indicated by “Power.F” in later plots 

and is given in Eq. 4.30. 

 

 
𝑓𝑡𝑠𝑝−Pow.F = 1.02(𝑓𝑐)0.380 [MPa]

𝑓𝑡𝑠𝑝−Pow.F = 22.4(𝑓𝑐)0.380 [psi]
 Eq. 4.30 
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(a) 

 

 

(b) 

Note: 1 MPa = 145 psi 

Figure 4.20: Splitting tensile strength with respect to compressive strength of all 

specimens shown on (a) log-log plot and (b) linear plot 
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Figure 4.21 shows the compressive strength-to-splitting tensile strength (fc/ftsp) 

ratio with respect to compressive strength of all of the tested specimens. The fc/ftsp ratios 

range from approximately 5 to 12, and most of the results fall within the typical 7-to-12.5 

range reported by Mindess et al. (2003). As noted in Section 4.1.1, the relative rate of 

increase in compressive strength is greater than that in tensile strength, resulting in the 

positive slope in Figure 4.21 corresponding to increasing fc/ftsp ratios with increasing 

compressive strength. 

Regressions are shown in Figure 4.21 and Figure 4.22 for the fog-cured 

specimens from both mock-ups, for the match-cured specimens from both mock-ups, and 

for all specimens from both mock-ups. Zain et al. (2002) proposed taking the linear 

regression of the fc/ftsp ratios with respect to the compressive strength to obtain a 

relationship of the form shown in Eq. 4.16. The regressions shown in Figure 4.21 and 

Figure 4.22, however, were obtained from nonlinear regression of the original 

compressive and splitting tensile strength data as shown in Figure 4.22 using the 

expression shown in Eq. 4.17. 

As in Figure 4.20, the three regressions in Figure 4.21 and Figure 4.22 are similar, 

suggesting that the linear relationship between the fc/ftsp ratio and the compressive 

strength is consistent for the mock-up concrete regardless of the curing history. The 

regression for the fog-cured specimens shown in Figure 4.21 and Figure 4.22 is given in 

Eq. 4.31 and is indicated by “Zain.F” in later plots. Similar to the power law regression 

for the fog-cured specimens (Eq. 4.30), Eq. 4.31 was used for modeling match-cured 

specimens to see how well the tensile strength of the match-cured specimens could be 

modeled using only the fog-cured results. 

 

 

 

𝑓𝑡𝑠𝑝−Zain.F =
𝑓𝑐

0.169𝑓𝑐 + 2.86
[MPa]

𝑓𝑡𝑠𝑝−Zain.F =
𝑓𝑐

(1.17 × 10−3)𝑓𝑐 + 2.86
[psi]

 Eq. 4.31 
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Figure 4.21: Compressive strength-to-splitting tensile strength (fc/ftsp) ratio with respect to 

compressive strength 

 
 

Figure 4.22: Splitting tensile strength with respect to compressive strength with Zain 

regressions 
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Figure 4.23 shows the experimental match-cured splitting tensile strengths with 

respect to equivalent age and the corresponding regressions from the previous analyses. 

As in Figure 4.19, the splitting tensile strength regressions were plotted with respect to 

equivalent age in Figure 4.23 by incorporating the corresponding exponential functions 

for compressive strength from Table 4.5. The coefficients of determination for each curve 

in Figure 4.23 are given in Table 4.9.  

As discussed previously, the “Power.F” and “Zain.F” curves are based on the 

relationship between the compressive and splitting tensile strength of the fog-cured 

specimens rather than that of the match-cured specimens. However, the coefficients of 

determination for the “Power.F” curves are higher than those of the corresponding 

reference curves for two of the four cases, and the coefficients of determination for the 

“Zain.F” curves are higher than those of all other corresponding curves except for the I-

Fog reference curve. 

Graphically, the “Zain.F” curves predict very early tensile strengths consistent 

with the ACI 318 and Raphael functions and lower than the reference and “Power.F” 

curves. However, during the first day, the “Zain.F” curves increase rapidly and become 

more consistent with the reference and “Power.F” curves and the experimental data. 

These results indicate that the “Zain.F” model, based on the relationship between the 

compressive and tensile splitting strength of the fog-cured specimens, provides an 

accurate prediction of the splitting tensile strength of the match-cured specimens when 

only the compressive strength of the match-cured specimens is known. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi 

Figure 4.23: Match-cured splitting tensile strengths with respect to equivalent age and 

corresponding regressions for (a) first and (b) second mock-up 
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Table 4.9: Coefficients of determination for regressions of splitting tensile strength with 

respect to equivalent age 

Series 

Coefficient of determination, R2 

Reference Power.F Zain.F 
Zain.F 

(0.9∙Fog) 
ACI Raphael 

I-Fog 0.9359 0.8541 0.9187 - 0.6133 0.6994 

II-Fog 0.6725 0.8592 0.9490 - 0.7981 0.8029 

I-Match 0.8875 0.8439 0.9098 0.8835 0.6171 0.7011 

II-Match 0.7826 0.9039 0.9630 0.9535 0.5829 0.7304 

 

 

Also shown in Figure 4.23 is the “Zain.F” tensile strength function implemented 

with the match-cured compressive strength functions in Eq. 4.27 and Eq. 4.28 equal to 

90% of the exponential functions for the fog-cured specimens from the corresponding 

mock-ups. These curves are based on the fog-cured compressive and tensile splitting 

strengths and are similar to the original “Zain.F” curves, differing by at most 7%. As 

shown in Table 4.9, the coefficients of determination for the “Zain.F” curves based on 

90% of the I-Fog and II-Fog compressive strengths were slightly lower than the 

corresponding original “Zain.F” curves incorporating the match-cured compressive 

strengths. However, the coefficient of determination of the “Zain.F” model using 90% of 

the II-Fog compressive strength curve is higher than that of the reference curve for II-

Match. 

These results suggest that accurate predictions of the splitting tensile strength of 

match-cured mock-up concrete can be obtained using the fog-cured compressive and 

splitting tensile strengths. Whereas the relationship between the fog- and match-cured 

compressive strengths likely varies based on the concrete temperature history, the 

relationship between the compressive and tensile splitting strength seems to be 

independent of the temperature history. This indicates that splitting tension tests of fog-

cured specimens are sufficient for predicting the splitting tensile strength of match-cured 

or in-place concrete given the compressive strength of the fog-cured specimens and either 

experimental or predicted values for the compressive strength of match-cured concrete. 
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Analogous to the compressive strength results in Figure 4.14, the splitting tensile 

strength of the fog- and match-cured specimens are compared at matching ages in Figure 

4.24. Tests were conducted at the same chronological ages for presentation in Figure 

4.24a, and linear interpolation was used to approximate splitting tensile strengths at 

intermediate equivalent ages in Figure 4.24b.  

Similar to the compressive strength results in Figure 4.14a, the splitting tensile 

strength results from the two mock-ups are easily distinguished when compared 

according to chronological age in Figure 4.24a, though the tensile strength results for the 

second mock-up don’t exhibit clear linearity. The crossover effect is seen at about 3.5 

MPa (510 psi) for the first mock-up, whereas the lack of consistent behavior for the 

second mock-up limits the clarity of a crossover point. 

 In contrast to the compressive strength results in Figure 4.14b, the tensile 

strength results for the two mock-ups are still distinct when compared according to 

equivalent age in Figure 4.24b. Whereas the results for the first mock-up are generally 

shifted below the line of equality, many of the results for the second mock-up are still 

above the line of equality, and no clear relationship between the fog- and match-cured 

tensile strengths can be identified amongst the various regressions. 
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(a) 

 

 
(b) 

Note: 1 MPa = 145 psi; error bars are not shown for interpolated values 

Figure 4.24: Splitting tensile strength of match-cured specimens with respect to that of 

fog-cured specimens at same (a) chronological age and (b) equivalent age 
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4.4.5 Modulus of Elasticity 

The modulus of elasticity results for the first and second mock-up are shown in 

Figure 4.25 and Figure 4.26, respectively. Like the splitting tensile strength results, the 

crossover effect is not as pronounced for the modulus of elasticity results as it is for the 

compressive strength results. However, in Figure 4.25b and Figure 4.26b, the Ext and Int 

results are shifted so that the modulus of elasticity is generally lower than that of the Fog 

specimens at each equivalent age. Whereas the trends of the Ext and Int curves for the 

second mock-up are comparable to that of the Fog specimens, the Ext and Int results for 

the first mock-up were determined to be statistically constant with respect to time in 

Appendix B.2 and are not similar to the Fog results for the first mock-up. Like the 

compressive strength and splitting tensile strength results, the higher modulus of 

elasticity of the second mock-up concrete relative to the first mock-up concrete is likely 

due to the lower concrete temperatures of the second mock-up during curing and the 

better consolidation of the specimens for the second mock-up. 
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(a) 

 

 
(b) 

Note: 1 GPa = 145 ksi 

Figure 4.25: Modulus of elasticity of first mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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(a) 

 

 
(b) 

Note: 1 GPa = 145 ksi 

Figure 4.26: Modulus of elasticity of second mock-up concrete as function of (a) 

chronological age and (b) equivalent age 
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Based on ANOVA results discussed in Appendix B.2 indicating that, for each 

mock-up, the difference in modulus of elasticity of the Ext and Int concrete was not 

statistically significant, the Ext and Int results for each mock-up were combined for 

modeling. The modulus of elasticity of the mock-up concrete is shown with respect to the 

compressive strength in Figure 4.27. In the simplified form shown in Eq. 4.19 accounting 

for the unit weight of the mock-up concrete, the ACI 318-08 (2008) equation for the 

modulus of elasticity as a function of the compressive strength has the form of a power 

law relation with coefficient 4,670 for MPa (55,900 for psi) and power 0.5. Therefore, 

power law regressions were determined for each series of specimens using nonlinear least 

squares regression as discussed in Section 4.4.4. Similarly, power law regressions are 

shown in Figure 4.28 for the fog-cured specimens from both mock-ups, the match-cured 

specimens from both mock-ups, and all specimens from both mock-ups. The parameters 

and coefficients of determination for each of the power law regressions are given in Table 

4.10. 

As determined by the power of the functions, the slope of each regression is less 

than that of the ACI 318 relation in the log-log plots in Figure 4.27a and Figure 4.28a. As 

a result, the regressions predict higher moduli of elasticity for lower compressive 

strengths and lower moduli of elasticity for higher compressive strengths compared to the 

ACI relation. Figure 4.27 and Table 4.10 show that the power law regression for each 

series is relatively unique, though the regressions for the fog-cured specimens are more 

comparable to the ACI 318 function. 

With a power of zero, the regression for the match-cured specimens from the 

second mock-up is equivalent to the average of the experimental modulus of elasticity 

values, resulting in the coefficient of determination of zero. Without setting a lower 

bound to prevent negative powers, the power law regression for that series yielded a 

negative power, predicting decreasing modulus of elasticity with increasing compressive 

strength. The regression for the math-cured specimens from the first mock-up is also 



287 

relatively constant over the plotted region compared to the ACI 318 function and the 

regressions for the fog-cured specimens. These results indicate that, compared to the fog-

cured specimens and the ACI 318 prediction, the moduli of elasticity of the match-cured 

specimens reached late-age values more rapidly than the compressive strengths. Testing 

the match-cured specimens at chronological ages of less than one day would likely have 

yielded lower modulus of elasticity values that would allow better fitting of the data with 

the power law. 

In contrast to the regressions for the individual series, the regressions for the 

combined series in Figure 4.28 are more uniform and are generally more consistent with 

the ACI function. However, the regression begin to deviate from each other upon 

reaching the compressive strengths of the experimental results, suggesting that the 

regression for the fog-cured specimens is not an ideal predictor of the modulus of 

elasticity of the match-cured specimens. However, the power law regression for the fog-

cured specimens will be compared with other functions in later analyses in order to 

determine if the predicted modulus of elasticity values are comparable with respect to 

equivalent age. 
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(a) 

 

 
(b) 

Figure 4.27: Modulus of elasticity with respect to compressive strength of all specimens 

with individual power law regressions shown on (a) log-log plot and (b) linear plot 
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(a) 

 

 
(b) 

Figure 4.28: Modulus of elasticity with respect to compressive strength of all specimens 

with combined power law regressions shown on (a) log-log plot and (b) linear plot 
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Table 4.10: Power law parameters and coefficients of determination for modulus of 

elasticity as function of compressive strength 

Series 

Power law parameters 

R2 Coefficient, a 
Power, b 

(for GPa) (for ksi) 

I-Fog 8.54 233 0.336 0.8458 

II-Fog 11.7 447 0.264 0.7508 

I-Match 17.1 1460 0.107 0.2440 

II-Match 29.0 4201 0 0 

Fog 8.41 220 0.344 0.8427 

Match 9.79 349 0.282 0.3670 

All 9.05 279 0.311 0.5325 

Note: Conversion of coefficient for GPa from ksi: 𝑎GPa = 145𝑏 ∙
𝑎ksi

145
 

The experimental modulus of elasticity results are shown with respect to 

equivalent age in Figure 4.29, and regressions for the three-parameter exponential 

function shown in Eq. 4.20 are included for the individual series in Figure 4.29a and for 

the combined series in Figure 4.29b. The parameters and coefficients of determination for 

each regression are given in Table 4.11. Qualitatively and quantitatively, the regressions 

for the individual series fit the experimental data well.  

Per ANOVA results discussed in Appendix B.2, the modulus of elasticity of the 

match-cured concrete from the first mock-up was not significantly unique at any tested 

age and would be considered equal to the average of all experimental results as 24.5 GPa 

(3555 ksi). As shown in Figure 4.29a, the exponential model for the match-cured 

specimens from the first mock-up results predicts a constant modulus of elasticity within 

the first week. However, as shown in Table 4.11, relatively high time (τ) and shape (β) 

parameters are required to fit the data, resulting in the unrepresentative delay in the 

development of modulus of elasticity until two days after placement. 

Whereas combining the series for power law regression analysis in Figure 4.28 

resulted in a significant improvement in the uniformity of the curves, the exponential 

regressions of the combined series in Figure 4.29b are not as significantly different from 



291 

the original regressions for each series in Figure 4.29a. This suggests that the exponential 

function fits the data more consistently than the power law, even when the data are 

limited or somewhat inconsistent with the general form of the function. Similar to Figure 

4.28, however, the regressions for the combined series in Figure 4.29b deviate from each 

other upon reaching the experimental results, indicating that the regression for the fog-

cured specimens is not an ideal predictor of the modulus of elasticity of the match-cured 

specimens. 
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(a) 

 

 
(b) 

Figure 4.29: Modulus of elasticity with respect to equivalent age of all specimens with (a) 

individual and (b) combined exponential regressions 
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Table 4.11: Exponential function parameters and coefficients of determination for 

modulus of elasticity as function of equivalent age 

Series 

Exponential function parameters 

R2 fcu 
τ (day) β 

(GPa) (ksi) 

I-Fog 29.5 4273 0.3733 0.8526 0.9682 

II-Fog 31.3 4544 0.3926 1.064 0.9881 

I-Match 24.5 3559 2.199 6.144 0.9729 

II-Match 29.7 4301 0.4824 0.9984 0.9651 

Fog 30.1 4365 0.3785 0.8631 0.9467 

Match 26.5 3840 1.569 2.479 0.8380 

All 27.6 3996 0.3289 1.019 0.7672 

 

 

The modulus of elasticity results for each series of specimens are shown in Figure 

4.30 with the preceding regressions for comparison of the fits as functions of equivalent 

age, and the coefficient of determination for each regression is given in Table 4.12. The 

power law regression for fog-cured specimens is labeled “Power.F” in the plots; 

otherwise, each regression is specific to the displayed series of modulus of elasticity 

results and, when based on a relation between the modulus of elasticity and compressive 

strength, the corresponding power law function for the compressive strength as 

determined in Section 4.4.3. 

The three-parameter exponential function has the highest coefficient of 

determination for each series. Furthermore, the exponential function appropriately 

models near-zero values early during the first day of curing while still following the trend 

of the experimental results. However, obtaining the exponential regressions requires 

experimental testing of each series since the curves were generally unique for each case, 

though the I-Fog and II-Match regressions were similar. 

The ACI 318 relation, which was not based on any of the current modulus of 

elasticity results and depended only on the compressive strengths, generally provided 

good predictions of the behavior. For each series, the ACI 318 relation began with low 

modulus of elasticity values at very early ages, second only to the exponential regression 

in each case. Additionally, the coefficient of determination for the ACI 318 relation was 
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second only to that of the exponential regression in each case. This suggests that, in the 

absence of experimental results for modulus of elasticity, the ACI 318 relation provides 

reasonable estimates of the modulus of elasticity of the concrete when the compressive 

strength is known. 

 

 

(a) 

Figure 4.30: Modulus of elasticity with respect to equivalent age of (a) I-Fog, (b) II-Fog, 

(c) I-Match, and (d) II-Match specimens 
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(b) 

 

 

 
(c) 

Figure 4.30 (continued) 
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(d) 

Figure 4.30 (continued) 

Table 4.12: Coefficients of determination for modulus of elasticity as function of 

equivalent age 

Series 
Coefficient of determination, R2 

Power Power.F Exp. ACI 

I-Fog 0.8588 0.8629 0.9683 0.9016 

II-Fog 0.8024 0.8790 0.9881 0.9095 

I-Match 0.4408 0.5820 0.9729 0.7826 

II-Match 0 0.8796 0.9651 0.9332 

 

 

Analogous to the compressive strength results in Figure 4.14 and splitting tensile 

strength results in Figure 4.24, the modulus of elasticity results of the fog- and match-

cured specimens are compared at matching ages in Figure 4.31. Tests were conducted at 

the same chronological ages for presentation in Figure 4.31a, and linear interpolation was 

used to approximate splitting tensile strengths at intermediate equivalent ages in Figure 

4.31b. 

Similar to the compressive and splitting strength results, the modulus of elasticity 

results from the two mock-ups are generally distinct when compared according to 
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chronological age in Figure 4.31a. The crossover effect is seen at about 24 GPa (3,500 

ksi) for the first mock-up. In contrast, the modulus of elasticity of the second mock-up 

concrete is roughly equal at the lowest values of approximately 28 MPa (4,000 ksi) 

before trending to lower values for the match-cured specimens as the modulus increases. 

Like the splitting tensile strength results, the modulus of elasticity results for the 

two mock-ups are generally still distinct when compared according to equivalent age in 

Figure 4.31b. Nearly all of the results shifted below the line of equality, and the curve for 

the power law regressions is nearly linear, with the ratio of modulus of elasticity values 

for match- and fog-cured concrete decreasing from about 1.0 to 0.89 over the plotted 

range of values. However, the curve is not particularly representative of the experimental 

results, and, as was discussed previously, the power law regressions were not ideal for 

modeling the development of the modulus of elasticity of the mock-up concrete. 

 

 

 



298 

 

(a) 

 

 
Note: 1 MPa = 145 psi; error bars are not shown for interpolated values 

(b) 

Figure 4.31: Modulus of elasticity of match-cured specimens with respect to that of fog-

cured specimens at same (a) chronological age and (b) equivalent age 
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Due to the rapid development of modulus of elasticity for the mock-up concrete, 

testing within the first 24 hours of concrete placement is recommended for obtaining 

better early-age form in the regressions. Despite the absence of very early-age data, the 

three-parameter exponential function generally fits very well with the experimental 

modulus of elasticity results with respect to equivalent age. However, in the absence of 

experimental results for modulus of elasticity, the ACI 318 relation is recommended for 

predicting the modulus of elasticity based on known compressive strength values.  

4.4.6 Poisson’s Ratio 

The results of all Poisson’s ratio testing are presented collectively in Figure 4.32. 

As discussed in Appendix B.2, the average Poisson’s ratio of 0.20 was determined to be 

statistically representative of all experimental results. However, as shown in Figure 4.32, 

the equation proposed by De Schutter and Taerwe (1996) (Eq. 4.21) underestimates the 

Poisson’s ratio values measured experimentally for the mock-up concrete. Two factors 

contribute to this difference: (1) the average Poisson’s ratio of the mock-up concrete was 

0.20, higher than the 0.18 long-term value of the model, and (2) the ultimate degree of 

hydration of the mock-up cement was determined to be αu = 0.633, resulting in an 

approximately 16% decrease of the modeled long-term Poisson’s ratio from 0.18 to 0.15. 

Therefore, in order to obtain an appropriate model for the mock-up concrete, least 

squares regression of all experimental Poisson’s ratio results was conducted and a 

coefficient of 0.2387 was determined for the sine component of the model, resulting in 

the function shown in Eq. 4.32 and Figure 4.32. This model captures the initial decrease 

in Poisson’s ratio, the intermediate minimum value, and the late-age average value of 

0.20. 

 

 𝜈(𝛼𝐻) = 0.2387 sin (
𝜋𝛼𝐻

2
) + 0.5𝑒−10𝛼𝐻 Eq. 4.32 
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Figure 4.32: Poisson’s ratio of all mock-up concrete specimens 

Though the model proposed by De Schutter and Taerwe (1996) assumes a long-

term Poisson’s ratio of 0.18 for concrete, experimental testing is recommended to identify 

representative Poisson’s ratio value for the concrete under investigation. The uniformity 

of the Poisson’s ratio results among all series of specimens suggests that testing match-

cured specimens is unnecessary when fog-cured specimens are tested. If the early-age 

variation of the Poisson’s ratio is of interest, testing during the first few days, including 

during the first day, is recommended. However, if only the long-term value is of interest, 

testing after three days is recommended. 

4.4.7 Specific Heat Capacity 

 

The averages of the specific heat capacity curves determined for each material via 

differential scanning calorimetry are shown in Figure 4.33 for the nominal 20-to-75-°C 
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(68-to-167-°F) range of temperatures measured in the mock-up. The specific heat 

capacity of the fine aggregate exhibits linear dependency on temperature, whereas the 

specific heat capacity of the coarse aggregate exhibits nonlinearity at higher 

temperatures, and the specific heat capacity of the cement exhibits slight curvature 

throughout the temperature range. Since the variation from linear behavior is not 

significant over the temperature range of interest for any of the materials, linear 

regression analysis was conducted, and the resulting lines and corresponding equations 

are shown in Figure 4.33. 

 

Figure 4.33: Specific heat capacities and linear regressions with respect to temperature 

As discussed in Section 2.7.1, the specific heat capacity of water, in contrast to 

that of the cement and aggregates, is relatively constant over the temperature range of 

interest. Therefore, a constant value of 4186.8 J/kg∙K (1.00 Btu/lb∙°F) is used for 

modeling. The linear equations for specific heat capacity of the cement, fine aggregate, 

and coarse aggregate are given in Eq. 4.33, Eq. 4.34, and Eq. 4.35, respectively, and are 
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incorporated in Eq. 4.36 for the specific heat capacity of the concrete as a function of 

degree of hydration and temperature, based on the model developed by van Breugel 

(1980) and shown in Eq. 4.22. The determination of Eq. 4.36 is shown in Appendix A.4. 

Due to the relatively small masses used, the contribution of the admixtures to the specific 

heat capacity of the concrete is neglected. 

 

 𝑐𝑝(𝑐) = 1.76𝑇 + 626 Eq. 4.33 

 

 𝑐𝑝(𝑓𝑎) = 1.30𝑇 + 659 Eq. 4.34 

 

 𝑐𝑝(𝑐𝑎) = 1.58𝑇 + 715 Eq. 4.35 

 Where, 

  cp(c) =   specific heat capacity of cement, J/kg∙K 

  cp(fa) =   specific heat capacity of fine aggregate, J/kg∙K 

  cp(ca) =   specific heat capacity of coarse aggregate, J/kg∙K 

  T =   temperature, °C 

 

 𝑐𝑝 = 1.17𝛼𝐻𝑇 − 50.8𝛼𝐻 + 1.42𝑇 +  932 Eq. 4.36 

 Where, 

  cp =   specific heat capacity of concrete, J/kg∙K 

  𝛼𝐻 =   degree of hydration 

 

Based on Eq. 4.36, the specific heat capacity curves for the mock-up concrete are 

shown in Figure 4.34. The specific heat capacity of the match-cured concrete was 

governed by the temperature of the concrete, with higher specific heat capacity values at 

higher temperature due to the behavior of the component materials shown in Figure 4.33. 

At the temperature of the Fog specimens, 23 °C (73.5 °F), the fictitious specific heat 

capacity of hydrated cement is 532 J/kg∙K per van Breugel’s model, 20% less than the 

666-J/kg∙K specific heat capacity of the cement at 23 °C per Figure 4.33. Therefore, the 

modeled decrease in specific heat capacity of the Fog specimens in Figure 4.34 is a result 

of the isothermal transition from unhydrated to hydrated cement. 

Ranging from approximately 950 to 1055 J/kg∙K, the modeled specific heat 

capacity values of the mock-up concrete are generally consistent with literature values for 

concrete. Though Tia et al. (2010) measured specific heat capacity values at early ages 
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ranging from 1100 to 1200 J/kg∙K (0.26 to 0.29 Btu/lb∙°F) for concrete containing Florida 

Ocala limestone coarse aggregate, those values were noted to be higher than examples in 

ACI 207.2R-07 (2007) of concrete containing limestone aggregate with specific heat 

capacities ranging from 925 to 1054 J/kg∙K (0.22 to 0.25 Btu/lb∙°F) at temperatures from 

10 to 66 °C (50 to 150 °F). 

 

Figure 4.34: Specific heat capacity of mock-up concrete as function of age 

4.4.8 Thermal Diffusivity 

Figure 4.35 shows the dimensionless temperature history for a 14-day specimen 

during the second heating test segment. A linear trend is evident in the region of data for 

which t ≥ 1500 seconds and 𝜃∗ ≥ 0.05 in the semi-log plot; outside of this region, 

curvature (t < 1500) or fluctuations (𝜃∗ < 0.05) in the data would influence the 

regression. 
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Figure 4.35: Dimensionless temperature history at center of specimen during thermal 

diffusivity testing 

 The results of the thermal diffusivity testing are shown in Figure 4.36 and 

in Table 22 in Appendix B.3. A generally logarithmic increase in thermal diffusivity was 

measured as a function of time, as shown in Eq. 4.37 from regression of the data from 

both trucks for the first mock-up. Applying this equation to the mock-up concrete 

according to the equivalent age results in Figure 4.37, which shows an earlier increase in 

thermal diffusivity for the higher-temperature concrete. 

 

 𝜅 = (12.8 × 10−9) ln(𝑡) + 717 × 10−9 Eq. 4.37 

 Where, 

  κ =   thermal diffusivity, m2/s 

  t =   age, days 

 

 The experimental thermal diffusivity values ranged from 0.71 to 0.78 × 

10-6 m2/s (0.028 to 0.030 ft2/hr), measured at 2 and 90 days, respectively. The results of 

Eq. 4.37 range from 0.72 to 0.77 × 10-6 m2/s (0.028 to .030 ft2/hr) for 1 to 90 days, an 

increase of 8%. All of these values are within the range measured by Tia et al. (2010) for 
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concrete containing Florida limestone aggregate, though they measured a greater increase 

in thermal diffusivity (18%) over a shorter testing range (1 to 28 days). Since the 

experimental method used in the present research was similar to that used by Tia et al., 

the increase in thermal diffusivity is not surprising. As noted by Ferraro (2009), the 9% 

decrease in thermal diffusivity measured by De Schutter and Taerwe (1995) may be due 

to self-desiccation of the sealed specimens that were tested. 

 

Figure 4.36: Thermal diffusivity results 
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Figure 4.37: Thermal diffusivity of mock-up concrete per Eq. 4.37 

As noted in Section 2.7.3.5 on short and infinite cylinders, Eq. 84 is used for 

determining the thermal diffusivity of short cylinders; using Eq. 87, the analogous 

equation for infinite cylinders, results in a thermal diffusivity 10.7% greater than that 

given by Eq. 84. If the results presented in Figure 4.36 were instead determined using Eq. 

87 for infinite cylinders, the regression would be Eq. 4.38. 

 

 𝜅 = (13.1 × 10−9) ln(𝑡) + 794 × 10−9 Eq. 4.38 

 

 

Also noted in Section 2.7.3.5, the thermal diffusivity values determined by Eq. 84 

(short cylinders) and Eq. 87 (infinite cylinders) underestimate and overestimate, 

respectively, the theoretical value. Figure 4.38 shows the experimental temperature 

history used to develop Figure 4.35 and the theoretical temperature histories for a 150-by-

300-mm (6-by-12-in.) cylinder using the thermal diffusivity values determined when 

using Eq. 84 (short cylinder) and Eq. 87 (infinite cylinder). Aside from the initial 
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temperature increase, the experimental curve is generally bound by the two theoretical 

curves. This suggests that the two thermal diffusivity values could be used in modeling to 

obtain upper and lower limits on heat transfer behavior, and, by extension, that Eq. 4.38 

and Eq. 4.37 could be used as upper and lower limits, respectively, for modeling heat 

transfer in curing concrete. 

 

Figure 4.38: Temperature history at center of specimen during thermal diffusivity testing 

4.4.9 Thermal Conductivity 

Per Eq. 53 in Section 2.7.3, shown rearranged in Eq. 4.39, thermal conductivity is 

the product of thermal diffusivity, density, and specific heat capacity. Accordingly, the 

thermal conductivity of the mock-up concrete can be determined at any time as the 

product of the 2,276-kg/m3 (142.1-lb/yd3) density and the thermal diffusivity and specific 

heat capacity at that time, resulting in Figure 4.39.  

 

 𝜆 = 𝜅𝜌𝑐𝑝 Eq. 4.39 
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 Where, 

  λ =   thermal conductivity, W/m∙K (Btu/hr∙ft∙°F) 

  κ =   thermal diffusivity, m2/s (ft2/hr) 

  ρ =   density, kg/m3 (lb/ft3) 

  cp =   specific heat capacity at constant pressure, J/kg∙K (Btu/lb∙°F) 

 

Following an initial rapid increase consistent with the thermal diffusivity and 

specific heat capacity, maximum thermal conductivities of 1.75 and 1.78 W/m∙K (1.01 

and 1.03 Btu/hr∙ft∙°F) were calculated at approximately 40 hours for the Ext and Int 

concrete, respectively, of the first mock-up. The maximum calculated thermal 

conductivities for the second mock-up were 1.70 and 1.75 W/m∙K (0.98 and 1.01 

Btu/hr∙ft∙°F) for the Ext and Int concrete, respectively, at approximately 48 hours. The 

thermal conductivity then gradually decreased to 1.64 to 1.66 W/m∙K (0.95 to 0.96 

Btu/hr∙ft∙°F) at 14 days. 

The calculated thermal conductivity values are lower than values reported in the 

literature. For concrete containing limestone aggregate, ACI 207.2R-07 (2007) reported 

typical values of 2.6 to 3.3 W/m∙K (1.5 to 1.9 Btu/hr∙ft∙°F), whereas Tia et al. (2010) 

determined a value of 2.2 W/m∙K (1.25 Btu/hr∙ft∙°F) for concrete containing Florida 

Ocala limestone aggregate based on experimentally determined thermal diffusivity and 

specific heat capacity values and using Eq. 4.39. Since the density and specific heat 

capacity measure for the mock-up concrete was consistent with general literature values, 

the lower thermal diffusivity of the mock-up concrete is the primary contributor to the 

lower calculated thermal conductivity values. However, the thermal diffusivity of the 

mock-up concrete was comparable to that measured by Tia et al. (2010) for concrete 

containing Florida Ocala limestone aggregate; the higher thermal conductivity calculated 

for that concrete was likely due to the higher specific heat capacity, which was noted to 

be greater than typical literature values. 
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Figure 4.39: Calculated thermal conductivity values for mock-up concrete 

4.5 Conclusions 

The literature models for the apparent activation energy based on the cement 

composition and fineness were able to provide good estimates of the experimentally 

determined value. In contrast, the predicted hydration parameters, particularly the shape 

and time parameters, differed from the experimental values. However, the apparent 

activation energy generally has broader applications since it can be used in determining 

the equivalent age of concrete for prediction of the development of mechanical 

properties. Therefore, testing for the apparent activation energy and hydration parameters 

is likely unnecessary for most concrete applications, and the models can be utilized for 

predicting needed values. 

The high early-age temperatures of the mock-up concrete were shown to reduce 

the compressive and splitting tensile strength and modulus of elasticity of the match-

cured specimens compared to the fog-cured specimens at chronological ages greater than 
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10 days and at matching equivalent ages. In particular, the compressive strength of the 

match-cured specimens was found to be approximately 90% of the compressive strength 

of the fog-cured specimens at the same equivalent age. This suggests that the 

compressive strength of the in-place concrete can be estimated without match-cured 

specimens by using compressive strength tests of fog-cured specimens and the equivalent 

age of the in-place concrete, which can be determined with the temperature history of the 

in-place concrete and the activation energy of the cement paste. Though the 90% 

relationship likely varies based on the temperature history of the concrete, comparable 

structures would likely have similar concrete temperature histories, and the relationship 

may be valid. Investigations into methods of quantifying this relationship based on the 

concrete temperature history would be useful because such methods would allow 

prediction of in-place concrete strengths using only fog-cured specimens. 

Though the experimental results for the splitting tensile strength and compressive 

strength of the mock-up concrete were not consistent with the power law relationships 

recommended in the literature, the relationships determined via regression analysis of the 

experimental results were shown to be consistent between the fog-cured and match-cured 

specimens. This indicates that the splitting tensile strength of match-cured concrete can 

be estimated using the relationship between splitting tensile strength and compressive 

strength of fog-cured specimens of the same concrete. Furthermore, if the 90% 

relationship is utilized to estimate the compressive strength of the match-cured concrete, 

the tensile strength of the match-cured concrete can be estimated without conducting any 

tests on match-cured specimens. Since the measured tensile strengths were greater than 

those predicted by the power law relationships recommended in the literature, using the 

ACI 318 model or other comparable models may be appropriate for obtaining a 

conservative estimate of the tensile strength in the absence of experimental data. 

Though the three-parameter exponential model was able to fit each series of 

experimental results very well, its application would require testing the modulus of 
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elasticity at multiple ages for every concrete mix. Since the ACI 318 equation for 

modulus of elasticity provided reasonable predictions of the experimental results with 

respect to equivalent age, the ACI 318 relationship was recommended for use, 

particularly in the absence of modulus of elasticity data. 

Due to wide variation of the trends identified for thermal properties in the 

literature, determination of appropriate values can be difficult without experimental 

testing. Since most thermal properties of concrete are heavily influenced by the coarse 

aggregate, identifying thermal property values for concretes containing the same or 

similar aggregates may be the most effective means of predicting the thermal properties. 
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CHAPTER 5 

FINITE ELEMENT ANALYSIS 

5.1 Introduction 

Due to the previously identified influences of the thermal behavior on the 

properties of the mock-up concrete, thermal and mechanical analysis of the CR3 PCC 

was conducted to determine the influence of the high early-age temperatures on the late-

age structural performance of the mock-up. Riding (2007) developed analysis software 

called ConcreteWorks that allows incorporation of experimental properties and 

parameters or automated determination of parameters based on information about the 

concrete mix design and components. Understandably, ConcreteWorks was developed 

with a focus on common concrete structures and construction practices and, therefore, has 

limited tailorability for modeling more complicated concrete members and unique 

environmental conditions. In contrast, COMSOL Multiphysics (COMSOL Group) allows 

full customization of the model components, parameters, and geometry, and in addition 

to thermal analysis, mechanical analysis of the response to externally applied loads can 

be conducted. 

This chapter incorporates the previously determined thermal and mechanical 

properties for implementation in finite element analysis of the CR3 PCC mock-up. 

Thermal behavior predicted by ConcreteWorks and COMSOL models are compared with 

experimentally measured temperatures in the mock-up, and full thermal and mechanical 

analysis of the mock-up is conducted in COMSOL to study the structural response of the 

mock-up to post-tensioning loads and the resulting risk of tensile cracking in the plane of 

the ducts. Fracture mechanics analysis was not incorporated in the models, but qualitative 

cracking behavior of concrete is discussed in relation to the modeled tensile stresses. 
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5.1.1 Tensile Creep 

The tensile strength of concrete is typically determined by short-term test methods 

such as the test for splitting tensile strength (ASTM C496-11). However, when concrete 

is subjected to tensile stresses for extended periods of time, failure can occur at stresses 

less than the determined short-term tensile strength. Bissonnette et al. (2007) identified a 

transition from linear to nonlinear creep behavior between tensile stresses of 50 to 67% of 

the direct tensile strength. At the higher stresses, progressive cracking resulted in 

increasing strain rates. Bissonnette et al. (2007) noted work by others (Illston, 1965; 

Domone, 1974; Al-Kubaisy and Young, 1975) indicating that increasing rates of creep 

begin at stresses of 60 to 85% of the direct tensile strength for various concretes and 

conditions. 

Consistent with the preceding findings, Garas Yanni (2009) found that ultra-high 

performance concrete loaded in tension up to 60% of the direct tensile strength would not 

fail. However, when loaded at 70 or 80% of the direct tensile strength, the concrete would 

creep to failure. 

As discussed in Section 3.1.2.3, direct tensile strength is typically lower than 

splitting tensile strength. Neville (2011) stated that direct tensile strength tends to be 

about 89 to 95% of the splitting tensile strength, and the direct tensile strength of cores 

taken from the CR3 PCC after the bay 34 delamination was identified in 2009 was 

approximately 75% of the splitting tensile strength (Performance Improvement 

International, 2010). Assuming the direct tensile strength of the mock-up concrete to be 

75% of its splitting tensile strength, and assuming that tensile creep failure could occur at 

tensile stresses equal to approximately 70% of the direct tensile strength, the critical 

tensile stress for long-term post-tensioning loads in the mock-up would be approximately 

50% of the splitting tensile strength of the concrete. 
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5.1.2 Objectives 

The objectives of this chapter include identifying an effective means of modeling 

the CR3 PCC mock-up in order to investigate the influence of high early-age 

temperatures on the late-age structural behavior of the mock-up. The cracking potential 

of the mock-up under representative loads will be investigated and compared with 

experimental results, and the model will allow extension of the results to loading 

scenarios representative of the CR3 PCC. Additionally, the effects of compatibility 

between post-tensioning ducts and mass concrete will be studied, and the relative impact 

of thermal and post-tensioning stresses on the mock-up behavior will be determined. 

5.2 ConcreteWorks Modeling 

ConcreteWorks was used to develop a baseline model of the mock-up for 

comparison with the experimental early-age results. The program provides two-

dimensional analysis of the mid-plane of a mass concrete member, assuming in the case 

of a rectangular column geometry that the column is of sufficient height that there is no 

out-of-plane temperature variation or heat transfer. As shown in Figure 5.1, one quarter 

of the modeled plane was analyzed using two orthogonal lines of symmetry, and the 

results are discretized into 36 points in a 6-by-6 grid. For the 2.64 m (104-in.) length and 

1.07-m (42.0-in.) thickness of the mock-up, the grid spacing was 264 mm (10.4 in.) along 

the length of the wall and 107 mm (4.2 in.) through the thickness. The size of the 

differential control volumes being analyzed and the spacing of the result points could not 

be adjusted manually. Since the Ext gauges in the mock-ups were located at a depth of 51 

mm (2.0 in.) from the front surface of the mock-ups, the ConcreteWorks results were 

interpolated between 0 and 107 mm (0 and 4.2 in.) for comparison with the Ext 

measurements. The linear interpolation is discussed in more detail in Section 5.2.2.1. 
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For thermal analysis, ConcreteWorks does not account for components embedded 

in the concrete member being analyzed. As a result, the post-tensioning ducts, rebar, and 

steel liner plate shown in the mock-up in Figure 5.1 were not incorporated in the model. 

 

Figure 5.1: Plan view diagram of ConcreteWorks symmetries and results grid 

5.2.1 Model Inputs 

The following sections provide the ConcreteWorks inputs utilized for modeling 

the thermal behavior of the mock-ups. The selected parameters were based on 

information and results presented in greater detail in Chapters 3 and 4. Representative 

placement dates and times of May 13, 2014, at 10 am, and March 11, 2015, at 11 am 

were selected for the first and second mock-up, respectively, and Atlanta, Georgia was 

selected as the project location. 

5.2.1.1 Mixture Proportion and Material Properties 

The mock-up concrete mixture proportions were selected directly from Table 1 in 

Section 3.1.2.2. An air content of 3.3% was used based on the average of six available 
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measurements from CR3 pours in the region of the delamination discussed in Section 

2.3.2. Options for mid-range water reducer and Type-B retarder were selected since a 

single option for ASTM C494 Type D water-reducing and retarding admixture (WRRET) 

was not available. ConcreteWorks can incorporate the selected chemical admixtures in 

the calculation of the hydration parameters based on the empirical models given by Eq. 

21, Eq. 23, Eq. 25, and Eq. 39 in Section 2.6. However, as discussed later, experimentally 

determined parameters were manually entered, so the selection of the admixtures was not 

significant in this case. 

Type I/II cement with a Blaine fineness of 373 m2/kg (202 yd2/lb) was selected, 

and the QXRD results presented in Table 8 in Section 3.3.3.1 were used for the cement 

composition inputs. Limestone coarse aggregate and siliceous river sand were selected 

for the aggregates, though information on gradation and specific gravity could not be 

specified. As given in Table 2 in Section 4.4.1 for the mock-up cement with both 

admixtures, the activation energy was determined to be 31,632 J/mol (13,600 Btu/lbmol), 

and the hydration parameters were determined to be 0.633 for the ultimate degree of 

hydration αu, 2.081 for the hydration shape parameter β, and 12.50 hours for the 

hydration time parameter τ. These values and the 465-J/g (200-Btu/lb) total heat of 

complete hydration of the mock-up cement (Section 3.3.3.1) were entered for the 

hydration properties in ConcreteWorks. 

The experimentally determined CTE of 7.86 με/°C (4.37 με/°F) was used, and 

based on the thermal conductivity curve in Figure 27 in Section 4.4.6, an ultimate thermal 

conductivity value of 1.66 W/m∙K (0.96 Btu/hr∙ft∙°F) was used. ConcreteWorks uses Eq. 

52 in Section 2.7.2 to model thermal conductivity as a function of the degree of 

hydration, decreasing linearly to the ultimate thermal conductivity value. As shown in 

Figure 21 in Section 4.4.4, the specific heat capacities of the coarse and fine aggregate at 

23 °C (73.4 °F) are 751 and 689 J/kg∙K (0.179 and 0.165 Btu/lb∙°F), respectively. Based 

on the mass contents of 1068 and 653 kg/m3 (1800 and 1100 lb/yd3) of concrete for the 
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coarse and fine aggregate, respectively, the composite specific heat capacity for the 

aggregate was determined to be 727 J/kg∙K (0.174 Btu/lb∙°F). ConcreteWorks uses the 

van Breugel (1980) model (Eq. 45 in Section 2.7.1.1) for degree of hydration- and 

temperature-dependent specific heat capacity of curing concrete, but it does not account 

for temperature-dependence of the specific heat capacity of the aggregates. 

The equivalent age maturity function was used for development of the concrete 

properties, and, as discussed in Section 4.4.2, a reference temperature of 23 °C (73.4 °F) 

was selected to match the curing temperature of the Fog specimens. With the 

experimentally determined activation energy Ea of 31, 632 J/mol (13,600 Btu/lbmol) and 

the universal gas constant R̅ equal to 8.3144 J/mol∙K (1.986 Btu/lbmol∙°R), the constant 

Q = Ea/R was determined to be 3804.5 K (6847 °R). 

5.2.1.2 Curing, Formwork, and Environmental Conditions 

The measured concrete placement temperatures of 25.5 and 22.5 °C (77.9 and 

72.5 °F) were entered for the first and second mock-up, respectively, and the plywood 

forms were removed at a concrete age of 14 days (336 hours). The thickness of the form 

panels could not be specified, but other instances of plywood forms in the thesis (Riding, 

2007) in which ConcreteWorks was developed used 19-mm (¾-in.) plywood, suggesting 

that that thickness may be used by default. No additional curing methods were applied 

after form removal. 

Figure 5.2 shows the ambient temperatures recorded during the first 14 days of 

the two mock-ups. The temperature at each time for the first and second mock-up was 

recorded as the average of three and four temperature readings, respectively. Rather than 

importing the temperature data directly, the daily maximum and minimum temperatures 

were entered, and daily temperature variation between the corresponding values was 

modeled by ConcreteWorks. Since the concrete was cast inside an enclosed facility, the 
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maximum wind speed and maximum cloud cover were set to 0 m/s (0 mph) and 100%, 

respectively. The default inputs for relative humidity and yearly temperature were used. 

 

Figure 5.2: Ambient temperatures recorded during first 14 days for each mock-up 

ConcreteWorks uses Eq. 5.1 to determine the convective heat transfer coefficient 

h for forced and free convection (ASHRAE, 1993). Per ASTM C680-14 (2014), the film 

temperature Tf can be taken as the average of the surface and ambient temperatures. The 

heat flow constant C is equal to 15.89 for vertical surfaces (ASHRAE, 1993), and the 

wind speed vw is 0 m/s (0 mph) for the mock-up case of no wind. 

 
ℎ = 0.2782𝑅𝑓𝐶 (

1

𝑇𝑓 + 17.8
)

0.181

|𝑇𝑠

− 𝑇𝑎|
0.266√1 + 2.8566𝑣𝑤 

Eq. 5.1 

 Where, 

  h =   convective heat transfer coefficient, W/m2∙K (Btu/hr·ft2∙°F) 

  Rf =   forced convection surface roughness factor 

  C =   heat flow constant 

  Tf =   film temperature, °C (°F) 

  Ts =   surface temperature, °C (°F) 

  Ta =   ambient temperature, °C (°F) 
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  vw =   wind speed, m/s (mph) 

 

Clear et al. (2003) presented the forced convection surface roughness factors Rf 

derived by Walton (1983), including values of 1.00 for smooth surfaces such as glass, 

1.13 for clear pine, and 1.52 for concrete. ConcreteWorks assumes a surface roughness of 

1.00 for steel forms while in place and uses the 1.52 value for the concrete surface when 

the forms are removed. However, the value that ConcreteWorks uses for plywood forms 

is not indicated by Riding (2007). Furthermore, Riding (2007) does not state how the 

forced convection surface roughness factor is handled in ConcreteWorks in the case of no 

wind, as selected for the mock-up, for which forced convection should not be modeled. 

Incorporating the previously identified relations and constants and assuming that 

ConcreteWorks uses a plywood surface roughness of 1.30, between the 1.13 and 1.52 

values for clear pine and concrete, Eq. 5.1 simplifies to Eq. 5.2. According to Eq. 5.1 and 

Eq. 5.2, the convective heat transfer coefficient h reaches a minimum value of zero when 

the surface and ambient temperatures are equal, and h increases as both the difference 

between and average of the surface and ambient temperatures increase. 

 ℎ = 5.75 (
2

𝑇𝑎 + 𝑇𝑠 + 35.6
)
0.181

|𝑇𝑠 − 𝑇𝑎|
0.266 Eq. 5.2 

5.2.2 ConcreteWorks Results 

The following sections present the results of the ConcreteWorks model of the 

second mock-up. The general thermal behavior predicted by the model is compared to 

that measured in the mock-up, and daily variations in temperature are investigated. 

Finally, limitations of the model are discussed. 

5.2.2.1 General Behavior 

The ConcreteWorks results for temperature variation along the line of symmetry 

through the thickness of the second mock-up are shown in Figure 5.3. At each age, the 
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modeled temperature profile had a generally parabolic form, and no significant changes 

in behavior were modeled between the surface and the nearest point at a depth of 107 mm 

(4.2 in.). Therefore, linear interpolation between the temperatures at the surface and at a 

depth of 107 mm (4.2 in.) was used estimate the temperature at a depth of 51 mm (2 in.), 

matching the depth of the Ext gauges in the mock-ups. 

 

Note: 1 in. = 25.4 mm; interpolated points are indicated by + or × 

Figure 5.3: Temperature variation modeled by ConcreteWorks along line of symmetry 

through thickness of mock-up between 6 and 144 hours after concrete placement and 

linearly interpolated values at a depth of 51 mm (2 in.) 

The temperature history results of the ConcreteWorks (CW) models for the two 

mock-ups are compared with the experimental results in Figure 5.4. For both mock-ups, 

the modeled initial temperature rise is consistent with the experimental results. However, 

the peak temperatures in the ConcreteWorks models are greater than the experimental 

values in all four cases, and the modeled peaks are also sharper than the experimental 
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peaks. Since the model assumes a geometry of a column with infinite height rather than 

the finite 3.00-m (118-in.) height of the mock-ups, cooling along the vertical axis is not 

accounted for and the slower cooling of the models is to be expected. Additionally, the 

influence of steel components embedded in the concrete, including the post-tensioning 

ducts, steel liner plate, and rebar, is not accounted for in the model; the higher 

conductivity of steel and the lack of heat generation in the volume occupied by the steel 

would contribute to lower temperatures in the mock-ups. 

The modeled temperatures for the second mock-up are consistently greater than 

the experimental values after the initial temperature rise, and the maximum temperatures 

achieved are approximately 7 °C (13 °F) greater than the experimental peaks. In contrast, 

the maximum modeled temperatures for the first mock-up are closer to the experimental 

values, and the modeled temperatures near the surface are less than the experimental 

values between 1 and 5 days of age. This difference in behavior between the two mock-

ups may have been due to greater water content in the second mock-up concrete, for 

which larger slumps were measured despite having the same mix design. 
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(a) 

 

(b) 

Figure 5.4: Experimental temperatures and corresponding ConcreteWorks (CW) results 

for (a) first and (b) second mock-up 
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5.2.2.2 Daily Variation 

For both mock-ups, the ConcreteWorks results show greater sensitivity to diurnal 

temperature variation than the experimental results. Since the ConcreteWorks Ext values 

were determined by linear interpolation between nodes located at the surface and 107 mm 

(4.2 in.) from the surface, high daily variation at the surface may have artificially 

amplified the variation at the 51-mm (2.0-in.) depth of the Ext measurements. However, 

Figure 5.5 compares the temperatures measured in the Ext gauge in the second mock-up 

with the temperatures modelled by ConcreteWorks at the surface and at a depth 107 mm 

(4.2 in.) in addition to the interpolated Ext value. Figure 5.5 shows that the temperatures 

modeled by ConcreteWorks at a depth of 107 mm (4.2 in.) exhibit daily variation greater 

than that measured in the mock-up at the 51-mm (2.0-in.) depth of the Ext gauges, 

indicating that interpolation is not the primary contributing factor to the large diurnal 

temperature variation of the ConcreteWorks results. 

 

Figure 5.5: Second mock-up Ext temperatures and ConcreteWorks (CW) near-surface 

temperatures during first 14 days 
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Assuming that the variation of the ambient temperature can be represented by a 

sine wave and that the concrete is sufficiently thick so that the temperature variation 

farthest from the surface is negligible relative to that at the surface, the decrement of the 

temperature wave between two distances from the surface is given theoretically by Eq. 

5.3 (Adams et al., 1976). Assuming that the temperature at the surface of the concrete is 

equal to the ambient temperature, Eq. 5.3 can be simplified to Eq. 5.4 for estimation of 

concrete temperature variation at any depth with known ambient temperature variation 

(ACI 207.2R-07). This simplification neglects the boundary layer temperature gradient at 

the concrete-air interface but provides an estimate of the upper bound of cyclical 

temperature variation within the concrete. 

 
𝑅2
𝑅1
= 𝑒

−(𝑥2−𝑥1)√
𝜋
𝜅𝛾 Eq. 5.3 

 Where, 

  R2 =   amplitude of temperature wave at depth x2, °C (°F) 

  R1 =   amplitude of temperature wave at depth x1, °C (°F) 

  x =   depth at which amplitude of temperature wave is measured, m 

(ft) 

  κ =   thermal diffusivity, m2/day (ft2/day) 

  γ =   period of the temperature wave, days 

 

 
𝑅𝑥
𝑅0
= 𝑒

−𝑥√
𝜋
𝜅𝛾 Eq. 5.4 

 Where, 

  Rx =   amplitude of temperature wave at depth x, °C (°F) 

  R0 =   amplitude of temperature wave at the surface (x = 0), °C (°F) 

  x =   depth at which amplitude of temperature wave is measured, m 

(ft) 

  κ =   thermal diffusivity, m2/day (ft2/day) 

  γ =   period of the temperature wave, days 

 

The thermal diffusivity of the plywood used for the forms was determined to be 

0.190 × 10-6 m2/s (0.176 ft2/day) using Eq. 53 in Section 2.7.3 and the thermal 

conductivity, density, and specific heat capacity values of plywood provided in Section 
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5.4.1. Therefore, the decrement ratio of the daily temperature wave passing through the 

19-mm (3/4-in.) thickness of the plywood forms was determined to be 0.77 using Eq. 5.4. 

Similarly, the decrement ratio of the daily temperature wave through 51 mm (2 

in.) of concrete—the depth of the Ext gauge—was determined to be 0.70 using the 7-day 

concrete thermal diffusivity of 0.742 × 10-6 m/s2 (0.0286 ft2/hr) determined from Eq. 25 

in Section 4.4.5. The product of the plywood and concrete ratios is 0.54, indicating that 

the daily temperature variation of the concrete at the Ext gauges should be at most 54% 

of the ambient temperature variation. 

As shown in Figure 5.6, the daily variation modeled by ConcreteWorks between 

10 and 14 days of age for the second mock-up is relatively consistent between 1.0 and 

1.5 °C (1.8 and 2.7 °F). In contrast, the daily ambient temperature variation ranges 

between nearly zero at 11 days to approximately 5 °C (9 °F) at 13 days. Therefore, the 

daily temperature variation in the ConcreteWorks model does not seem to depend solely 

on the ambient temperature variation. This is confirmed by Figure 5.7, which shows that, 

even with a constant ambient temperature of 21 °C (70 °F), ConcreteWorks models daily 

temperature variation for both sunny (0% cloud cover) and overcast (maximum 100% 

cloud cover) conditions. Since 100% cloud cover was selected as the maximum daily 

cloud cover for the mock-up models, the influence of solar radiation was reduced to the 

extent shown in Figure 5.7 rather than eliminated for simulation of concrete curing 

without any direct sunlight radiation. 

Slight daily variations in the experimental Ext temperatures can be seen in Figure 

5.4, but they are less than the 54% of the ambient temperature variation. This is attributed 

to the assumption that the temperature at the surface of the concrete is equal to the 

ambient temperature. By neglecting the boundary layer temperature gradient at the 

concrete-air interface, the influence of the ambient temperature on the concrete is 

amplified. Additionally, the heterogeneity of the concrete can influence the short-term 
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heat flow and resulting temperature measurements, particularly over a short distance such 

as 51 mm (2 in.). 

 

Figure 5.6: Comparison of experimental and modeled Ext temperature variation with 

ambient temperatures 
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Figure 5.7: Concrete surface temperatures modeled in ConcreteWorks for constant 

ambient temperature of 21 °C (70 °F) and sunny and overcast conditions 

5.2.2.3 Discussion 

Though ConcreteWorks is useful for common concrete structures, some factors 

limit its utility for analysis of a unique concrete member such as the CR3 PCC mock-up. 

As discussed in Section 5.2.2.1, ConcreteWorks does not model out-of-plane heat 

transfer, so heat lost through the top and bottom faces of the mock-up was not accounted 

for. Additionally, the model does not account for the embedded steel components, which 

have higher thermal conductivity values than the concrete and transfer heat towards the 

surface of the mock-up more rapidly than the concrete. 

Unlike typical structures that would be modeled in ConcreteWorks, the mock-ups 

were cast inside a facility exposed to ambient temperatures and humidity but with only 

brief daily exposure to sunlight. Therefore, the inability to limit direct solar radiation in 

ConcreteWorks resulted in greater daily temperature variation than measured in the 

mock-ups. 
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Though ConcreteWorks allows the selection of coarse and fine aggregate types, 

the gradation and specific gravity of the aggregates cannot be selected. As noted in 

Section 2.7, the Florida limerock aggregate used in the CR3 PCC and mock-up concrete 

has distinct thermal and mechanical properties compared to limestone aggregate available 

elsewhere in the U.S., but the only other aggregate input is the combined specific heat 

capacity. However, the van Breugel (1980) model used in ConcreteWorks for degree of 

hydration- and temperature-dependent specific heat capacity of curing concrete does not 

account for temperature-dependence of the specific heat capacity of the aggregates, 

which was shown in Figure 33 in Section 4.4.7. 

5.3 Replication of ConcreteWorks Results in COMSOL Multiphysics 

Due to the limitations of ConcreteWorks for modeling the mock-up behavior, 

thermal analysis of the mock-up was conducted in COMSOL Multiphysics using the Heat 

Transfer in Solids physics. Before developing a three-dimensional, representative model 

of the mock-up, a two-dimensional COMSOL model using the ConcreteWorks inputs and 

parameters was developed in an attempt to replicate the ConcreteWorks results. This 2D 

COMSOL model and the results are discussed in the following sections. 

5.3.1 Model Description 

The geometry, mesh, and materials of the COMSOL model are shown in Figure 

5.8. Like the ConcreteWorks model shown in Figure 5.1, one quarter of the modeled 

plane was analyzed using two orthogonal lines of symmetry. The 19-mm (0.75-in.) 

plywood forms were modeled as solids, and the model consisted of 717 rectangular 

domain elements and 188 boundary elements. The locations of the nodes used for 

comparison with the Int and Ext gauges are indicated in Figure 5.8. To match the 

ConcreteWorks model, the post-tensioning ducts, rebar, steel liner plate, and side 

insulation were not included. Whereas ConcreteWorks uses 5-minute time steps for the 
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entire duration of the analysis, 10-minute intervals were used for the first 28 hours of 

COMSOL analysis, followed by 60-minute intervals for the remainder of the 14-day 

analysis, during which temperature variation was more gradual. 

 

Note: 1 m = 39.37 in.; using symmetry, front right quarter of mock-up modeled, whereas 

front left quarter was modeled in ConcreteWorks (Figure 5.1) 

Figure 5.8: Geometry, mesh, and materials for COMSOL model replicating 

ConcreteWorks 

Matching the values listed in Section 5.2.1.1 for the ConcreteWorks model, Table 

5.1 gives the parameters related to heat generation in the concrete as implemented in 

COMSOL. These values were used for all COMSOL models. The apparent activation 

energy Ea and reference temperature Tr were utilized in Eq. 5.5 to determine the 

equivalent age te at each node in the concrete as a function of time t and concrete 

temperature Tc. As in Hernandez-Bautista et al. (2014), Eq. 5.5 was implemented in 

COMSOL as a distributed ordinary differential equation (Eq. 5.6) in the concrete domain 

with initial values of te and dte/dt equal to zero. The hydration parameters αu, τ, and β 

were used in Eq. 5.7 to determine the degree of hydration α at each node in the concrete 

as a function of the equivalent age te. Collectively, the parameters in Table 5.1, Eq. 5.6, 

and Eq. 5.7 were used in Eq. 5.8 to determine the volumetric rate of heat generation QH at 
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each node in the concrete as a function of the equivalent age te and concrete temperature 

Tc. Eq. 5.5, Eq. 5.7, and Eq. 5.8 were discussed in greater detail in Sections 2.6.5, 2.6.6, 

and 2.6.11, respectively. 
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 Where, 

  te =   equivalent age, hr 

  t =   chronological age, hr 

  Tc =   concrete temperature, K 

  α(te) =   degree of hydration at equivalent age te 

  QH =   rate of heat generation, W/m3 

Table 5.1: Parameters related to heat generation used in COMSOL 

Parameter 

Value 

Metric (SI) 
U.S. Customary 

(Imperial) 

Cc 
Cementitious materials content per unit 

volume of concrete 
405 kg/m3 682 lb/yd3 

Hu Total heat of complete hydration 465 J/g 200 Btu/lb 

Ea Apparent activation energy 31,632 J/mol 
13,600 

Btu/lbmol 

R̅ Universal gas constant 8.3144 J/mol∙K 
1.986 

Btu/lbmol∙°R 

αu Ultimate degree of hydration 0.633 

β Hydration shape parameter 2.081 

τ Hydration time parameter 12.50 hr 

Tr Reference temperature 23 °C 73.5 °F 

 

As discussed in Section 4.4.9, the thermal conductivity of the mock-up concrete 

was determined as a function of the thermal diffusivity, density, and specific heat 
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capacity. However, to match the implementation in ConcreteWorks (see Section 5.2.1.1), 

the thermal conductivity λ of the concrete was implemented in COMSOL according to 

Eq. 5.9 (Schindler, 2002) with an ultimate thermal conductivity λu of 1.66 W/m∙K (0.96 

Btu/hr∙ft∙°F). 

 𝜆(𝛼𝐻) = 𝜆𝑢(1.33 − 0.33𝛼𝐻) Eq. 5.9 

 Where, 

  λ =   thermal conductivity, W/m∙K (Btu/hr∙ft∙°F) 

λu =   ultimate thermal conductivity of mature concrete, W/m∙K 

(Btu/hr∙ft∙°F) 

𝛼𝐻 =   degree of hydration. 

 

Specific heat capacity values for each concrete component as a function of 

temperature were presented in Section 4.4.7, but, to match the ConcreteWorks model, the 

original van Breugel (1980) model for specific heat capacity cp of concrete (Eq. 5.10) was 

used with a constant value of 727 J/kg∙K (0.174 Btu/lb∙°F) for the aggregates. The 

specific heat capacity that ConcreteWorks uses for cement is not specified, so the 1140-

J/kg∙K (0.272-Btu/lb∙°F) value reported by Mindess et al. (2003) and recommended by 

Schindler (2002) was used. Per the U.S. Army Corps of Engineers (1973a), 4186.8 

J/kg∙K (1.0 Btu/lb∙°F) was used as specific heat capacity of water. 

 
𝑐𝑝 =

1

𝑚
(𝑚𝑐𝛼𝐻𝑐𝑝(𝑐𝑒𝑓) +𝑚𝑐(1 − 𝛼𝐻)𝑐𝑝(𝑐) +𝑚𝑎𝑐𝑝(𝑎)

+𝑚𝑤𝑐𝑝(𝑤)) 
Eq. 5.10 

 Where, 

 cp = specific heat capacity of concrete, J/kg∙K 

 m = total mass of concrete mixture, kg 

 mc = mass of cement content, kg 

 ma = mass of aggregate content, kg 

 mw = mass of water content, kg 

 𝛼𝐻   degree of hydration 

 cp(cef) = fictitious specific heat capacity of hydrated cement, defined in 

Eq. 5.11,  J/kg∙K 

 cp(c) = specific heat capacity of cement, J/kg∙K 

 cp(a) = specific heat capacity of aggregate, J/kg∙K 

 cp(w) = specific heat capacity of water, J/kg∙K 
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 𝑐𝑝(𝑐𝑒𝑓) = 8.4𝑇𝑐  + 339 Eq. 5.11 

 Where, 

  Tc =   temperature of concrete, ºC 

 

As in the ConcreteWorks model, 22.5 °C (72.5 °F) was entered for the initial 

concrete temperature, and 19-mm (¾-in.) plywood forms were kept in place for the entire 

14-day (336-hour) period of analysis. ConcreteWorks provides the modeled ambient 

temperature with each 5-minute time step in the results, and the values were incorporated 

into COMSOL as a linear interpolation function. Similarly, the modeled daily solar 

radiation was sampled from ConcreteWorks and incorporated into COMSOL as a linear 

interpolation function. Per the discussion in Section 5.2.1.3, Eq. 5.2 was used to 

determine the convective heat transfer coefficient h for the vertical plywood surfaces with 

no wind and an assumed surface roughness factor Rf of 1.30. 

The densities of the concrete and plywood were measured to be 2,276 and 521 

kg/m3 (142.1 and 32.5 lb/ft3), respectively, and both values were used in the COMSOL 

model. Additionally, the thermal conductivity and specific heat capacity of the plywood 

were entered as 0.12 W/m∙K (0.069 Btu/hr∙ft∙°) and 1215 J/kg∙K (Btu/lb∙°F), respectively, 

matching values reported by Incropera et al. (2007). 

The net radiative heat flux qr from a surface to its surroundings is governed by 

Eq. 5.12, which accounts for radiation from the surface and irradiation upon the surface 

from its surroundings. The emissivity ε of a material surface is the ratio, ranging from 0 

to 1, of the thermal radiation emitted by the surface to that emitted by a blackbody at the 

same temperature (Incropera et al., 2007). Similarly, the spectral absorptivity αs is the 

fraction, ranging from 0 to 1, of the spectral irradiation absorbed by the surface. 

Incropera et al. provided ranges of typical concrete and wood emissivity values of 0.88 to 

0.93 and 0.82 to 0.92, respectively, at 27 °C (80 °F). ConcreteWorks uses 0.92 for 

concrete and wood, both within the provided ranges, so 0.92 was used as the surface 

emissivity ε of the mock-up concrete and plywood forms for modeling in COMSOL. 
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 𝑞𝑟 = 𝜀𝜎𝑇𝑠
4 − 𝛼𝑠𝜎𝑇𝑎

4 Eq. 5.12 

 Where, 

 qr = net radiative heat flux, W/m2 (Btu/hr∙ft2) 

 ε = surface emissivity 

 αs = spectral absorptivity 

 σ = Stefan-Boltzmann constant, 5.670373 × 10-8 W/m2∙K4 (1.704 × 

10-9 Btu/hr∙ft2∙°R4) 

 Ts = surface temperature, K (°R) 

 Ta = ambient temperature, K (°R) 

 

In addition to being absorbed by a surface, incident radiation can be reflected by 

the surface or transmitted through the surface. The distribution of the irradiation amongst 

the three modes is determined by the absorptivity αs, reflectivity ρs, and transmissivity ts 

of the surface according to Eq. 5.13. For an opaque surface, the transmissivity ts is zero, 

so that all of the irradiation is either absorbed or reflected by the surface. Though no 

reference values were provided as the basis of its selection, ConcreteWorks uses 0.6 for 

the spectral absorptivity αs of wood (Riding, 2007), matching the value reported by 

Incropera et al. (2007) for concrete. Levinson and Akbari (2002) measured concrete 

reflectivity values of 0.41 to 0.77, which correspond to absorptivity values of 0.23 to 

0.59. Those concrete absorptivity values were referenced for the use of 0.55 in 

ConcreteWorks (Riding, 2007). 

 𝛼𝑠 + 𝜌𝑠 + 𝑡𝑠 = 1 Eq. 5.13 

 Where, 

  αs =   spectral absorptivity 

  ρs =   spectral reflectivity 

  ts =   spectral transmissivity 

5.3.2 Results 

Figure 5.9 shows a comparison of the temperatures modeled by ConcreteWorks 

and COMSOL and the temperatures measured in the second mock-up. The COMSOL 

model effectively replicates the results of the ConcreteWorks model, reaching maximum 

temperatures of 71.6 and 60.5 °C (161 and 141 °F) at the Int and Ext locations, both 

within 1.5% of the 72.5- and 61.2-°C (163- and 142-°F) maximum temperatures in the 
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ConcreteWorks model at the corresponding locations. Additionally, the behavior of the 

Int and Ext curves are consistent between the models: both Int curves steadily decreased 

to approximately 30 °C (86 °F), whereas the Ext curves exhibited similar daily 

undulations while also gradually decreasing to approximately 30 °C (86 °F). 

The differences between the two sets of results may be due to the different meshes 

and time steps used for the models and any errors in the assumptions made regarding 

parameters used in ConcreteWorks. The most notable differences between the sets of data 

occurred at the peaks and troughs of the curves, including the daily variation of the Ext 

data. Many of the plywood properties were assumed for COMSOL, and inconsistencies 

in those values could alter the way that daily variations in ambient temperature and 

radiation influence the concrete temperature. 

 

Figure 5.9: Experimental temperatures, corresponding ConcreteWorks (CW) results, and 

COMSOL Multiphysics results for matching ConcreteWorks 
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5.3.3 Discussion 

 The successful replication of the ConcreteWorks results in COMSOL 

Multiphysics validates the use of COMSOL for detailed thermal modeling of the mock-

up. In particular, a representative model of the mock-up can be developed, incorporating 

the post-tensioning ducts, rebar, and steel liner plate embedded in the concrete, and the 

influence of these components can be identified in the temperature results. COMSOL 

also allows custom time- and temperature-dependent functions to be utilized for the 

concrete properties based on experimental results rather the constant values or fixed 

literature equations used in ConcreteWorks. Furthermore, the mechanical response of the 

mock-up to thermal and post-tensioning loads can be analyzed in COMSOL.  

5.4 Representative Mock-Up Model in COMSOL Multiphysics 

The following sections detail the development of a model in COMSOL 

Multiphysics representing the second mock-up. This model includes the embedded post-

tensioning ducts, rebar, and steel liner plate in addition to the polystyrene rigid foam 

insulation applied to the narrow ends of the mock-up to simulate the longer lengths of the 

CR3 PCC pours. Commonalities and differences between the ConcreteWorks and 

COMSOL models are noted, and the results are compared with the measured 

temperatures in the second mock-up. Mechanical analysis of the thermal strains and 

subsequent post-tensioning loads was then conducted. 

5.4.1 Determination of Model Symmetry 

5.4.1.1 Model Description 

Figure 5.10 illustrates the mock-up with the forms and rigid foam insulation that 

were in place during the first 14 days after concrete placement, and the vertical and 

horizontal planes of symmetry utilized for the final COMSOL model are identified. The 
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mock-up and forms are fully symmetric across the vertical plane of symmetry. Though 

the concrete and embedded components are symmetric across the horizontal plane, the 

bottom bearing plates and base formwork and insulation are not symmetric across the 

horizontal plane. Therefore, a preliminary model, shown in Figure 5.11, was developed to 

investigate the thermal behavior of the mock-up through the full height, utilizing only the 

vertical plane of symmetry. The vertical ducts, bottom bearing plates, and base formwork 

and insulation were modeled. However, components that are symmetric across the 

horizontal plane, such as the rebar, liner plate, and horizontal ducts, were not included in 

this preliminary model in order to highlight the influence of the asymmetric components. 

The symmetric components were included in the final model discussed in Section 5.5.2. 
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Figure 5.10: Planes of symmetry utilized in COMSOL model of mock-up 

A plane symmetry boundary condition was applied to the entire front left face in 

Figure 5.11 to correspond to the vertical plane of symmetry in Figure 5.10. The modeled 

concrete, ducts, bearing plates, plywood forms, and rigid foam insulation are shown in 

Figure 5.11a and Figure 5.11b. The model consisted of 87,455 domain elements, 13446 

boundary elements, 1,389 edge elements, and, as shown in Figure 5.11c, tetrahedral 

elements used due to the complexity of the geometry at the intersection of the ducts and 
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bearing plates. The steel ducts were modeled as shell elements with the 3-mm (0.120-in.) 

thickness of the actual ducts. 

 

   
(a) (b) (c) 

Figure 5.11: Preliminary COMSOL model of mock-up showing (a) materials, (b) 

embedded components, and (c) finite element mesh 

5.4.1.2 Material Properties 

As noted in Section 5.4.1, the values listed in Table 5.1 for the parameters related 

to heat generation were used for all COMSOL models. The same plywood density, 

thermal conductivity, and specific heat capacity values were also used. However, the 19-

mm (0.75-in.) thickness and 0.12-W/m∙K (0.069-Btu/hr∙ft∙°F) thermal conductivity of the 

plywood forms were multiplied by 4 in order to decrease the number of elements needed 

to model the forms while maintaining the appropriate conduction behavior through the 

forms. The same surface emissivity value of 0.92 was used for the concrete and wood, 

and 2276 kg/m3 (142.1 lb/ft3) was used as the concrete density, matching the previous 

models. 
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As noted in Section 5.4.1, the values listed in Table 5.1 for the parameters related 

to heat generation were used for all COMSOL models. The same plywood density, 

thermal conductivity, and specific heat capacity values were also used, and 0.92 was 

again used as surface emissivity for concrete and wood. Additionally, 2276 kg/m3 (142.1 

lb/ft3) was used as the concrete density, matching the previous models. 

However, the experimentally determined concrete CTE of 7.86 με/°C (4.37 με/°F) 

and the experimentally determined functions for the concrete specific heat capacity and 

thermal diffusivity were used in this model. These functions were given in Eq. 36 in 

Section 4.4.7 and Eq. 37 in Section 4.4.8, respectively, and are reproduced here as Eq. 

5.14 and Eq. 5.15. The concrete thermal conductivity was calculated from the thermal 

diffusivity, density, and specific heat capacity according to the relationship given in Eq. 

5.16. 

 𝜅 = (12.8 × 10−9) ln(𝑡) + 717 × 10−9 Eq. 5.14 

 Where, 

  κ =   thermal diffusivity, m2/s 

  t =   age, days 

 

 𝑐𝑝 = 1.17𝛼𝐻𝑇 − 50.8𝛼𝐻 + 1.42𝑇 +  932 Eq. 5.15 

 Where, 

  cp =   specific heat capacity of concrete, J/kg∙K 

  𝛼𝐻 =   degree of hydration 

 

 𝜆 = 𝜅𝜌𝑐𝑝 Eq. 5.16 

 Where, 

  λ =   thermal conductivity, W/m∙K (Btu/hr∙ft∙°F) 

  κ =   thermal diffusivity, m2/s (ft2/hr) 

  ρ =   density, kg/m3 (lb/ft3) 

  cp =   specific heat capacity at constant pressure, J/kg∙K (Btu/lb∙°F) 

 

The density of the polystyrene rigid foam insulation was measured to be 22.746 

kg /m3 (1.42 lb/ft3), and thermal conductivity and specific heat capacity values of 0.030 

W/m∙K (0.017 Btu/ hr∙ft∙°F) (Owens Corning, 2001) and 1210 J/kg∙K (0.289 Btu/lb∙°F) 

(Incropera et al., 2007), respectively, were used for the rigid foam. Similar to the 
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plywood forms, the 51-mm (2-in.) thickness and the thermal conductivity of the rigid 

foam were multiplied by 2 in order to decrease the number of elements needed to model 

the foam while maintaining the appropriate conduction behavior through the foam. 

5.4.1.3 Convective Heat Transfer Coefficient 

In contrast to the single function (Eq. 5.1 in Section 5.2.1) used by 

ConcreteWorks to determine the convective heat transfer coefficient h for forced and free 

convection, COMSOL allows implementation of separate functions for various forced 

and free (or natural) convection cases. The convective heat transfer coefficient h for 

external free convection near a vertical wall, such as the vertical faces of the mock-up, is 

a function of the Rayleigh number RaL, which is a dimensionless number defined by Eq. 

5.17 as the product of the dimensionless Grashof and Prandtl numbers, GrL and Pr. The 

Grashof number indicates the ratio of the buoyancy to viscous forces acting on a fluid 

and is defined by Eq. 5.18, and the Prandtl number is defined by Eq. 5.19 as the ratio of 

the kinematic viscosity or momentum diffusivity νk and thermal diffusivity κ of the fluid 

(Incropera et al., 2007). In each case, the fluid properties are calculated at the average of 

the surface and bulk fluid temperatures. 

According to Eq. 5.19, small values of the Prandtl number (Pr << 1) indicate that 

thermal conduction is the primary mode of heat transfer due to the larger thermal 

diffusivity value, whereas large values of the Prandtl number (Pr >> 1) indicate that 

convection of the primary mode of heat transfer due to the larger kinematic viscosity 

value. A Rayleigh number of 109 is typically identified as the transition between laminar 

and turbulent flow of the free convection boundary layer (Incropera et al., 2007); at lower 

Rayleigh numbers, the flow is laminar, and at higher Rayleigh numbers, the flow is 

turbulent. 
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 Ra𝐿 = Gr𝐿Pr =
𝑔𝛽𝑇(𝑇𝑠 − 𝑇∞)𝐿

3

𝜈𝑘𝜅
 Eq. 5.17 

 

 Gr𝐿 =
𝑔𝛽𝑇(𝑇𝑠 − 𝑇∞)𝐿

3

𝜈𝑘
2  Eq. 5.18 

 

 Pr =
𝜈𝑘
𝜅

 Eq. 5.19 

 Where,   

 RaL = Rayleigh number 

 GrL = Grashof number 

 Pr = Prandtl number 

 g = acceleration due to gravity, 9.81 m/s2 (32.2 ft/s2) 

 βT = coefficient of volumetric thermal expansion of fluid, roughly 1/T 

for ideal gases, 1/K (1/°R) 

 Ts = surface temperature, K (°R) 

 T∞ = bulk temperature of fluid, K (°R) 

 L = characteristic dimension, m (ft) 

 νk = kinematic viscosity or momentum diffusivity of fluid, m2/s (ft2/s) 

 κ  thermal diffusivity of fluid, m2/s (ft2/s) 

 

Using the mock-up height of 3 m (118 in.) as the characteristic dimension, 

assuming a maximum temperature difference of 50 K (90 °R) between the surface and 

air, and using typical properties of air automatically implemented in COMSOL, the 

Rayleigh number was determined to be on the order of 106, below the critical Rayleigh 

number of 109 and indicative of laminar flow. For RaL ≤ 109, COMSOL uses Eq. 5.20 to 

calculate the convective heat transfer coefficient h. 

 ℎ =
𝜆

𝐿

(

 
 
0.68 +

0.67Ra𝐿
1/4

(1 + (
0.492𝜆
𝜇𝑐𝑝

)
9/16

)

4/9

)

 
 

 Eq. 5.20 

 Where, 

  h =   convective heat transfer coefficient, W/m2∙K (Btu/hr·ft2∙°F) 

  λ =   thermal conductivity of fluid, W/m·K (Btu/hr∙ft∙°F) 

  μ =   dynamic viscosity of fluid, W/m·K (Btu/hr∙ft∙°F) 

  cp =   specific heat capacity of fluid at constant pressure, J/kg∙K 

(Btu/lb∙°F) 
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For the horizontal faces of the mock-up, the characteristic dimension is the “plate 

diameter,” which is defined as the area of the face divided by the perimeter (COMSOL, 

2015). For the 2.64-m (104-in.) length and 1.07-m (42-in.) thickness of the mock-up, the 

plate diameter is 380 mm (15.0 in.). COMSOL uses Eq. 5.21 and Eq. 5.22 to calculate the 

convective heat transfer coefficient h for the top and bottom faces, respectively. 

 ℎ =
𝜆

𝐿
0.54Ra𝐿

1/4
 Eq. 5.21 

 

 ℎ =
𝜆

𝐿
0.27Ra𝐿

1/4
 Eq. 5.22 

5.4.1.4 Results 

The temperature results of the preliminary model are shown in Figure 5.12 and 

Figure 5.13. The influence of the steel post-tensioning ducts and the bearing plates is seen 

Figure 5.12 as they transfer heat towards the top and bottom surfaces more rapidly than 

the concrete. When the concrete is near its maximum temperature, as shown in Figure 

5.12a at 24 hours, the temperatures at the plane of symmetry are nearly uniform for most 

of the height and thickness. Though the bottom bearing plate transfers heat further from 

the concrete, the effect is balanced by the base insulation so that the temperature 

gradients near the exposed top concrete face and insulated bottom face are comparable. 

Figure 5.12b shows the modeled temperatures 60 hours after concrete placement 

as the mock-up cools. Due to the ducts transferring heat away from the warmer center 

towards the cooler surfaces, the maximum temperatures in the plane of symmetry shifted 

towards the back of the mock-up. Like the results at 24 hours, the temperature gradients 

near the top and bottom of the concrete are similar at 60 hours, and in both cases, the 

profile can reasonably be considered symmetric across a horizontal plane at mid-height. 

Figure 5.13 shows the temperature profile through the thickness of the mock-up 

halfway between the two vertical post-tensioning ducts. Though not crossing the modeled 
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plane, the influence of the bottom bearing plates is demonstrated by the warmer 

temperatures towards the left in the base insulation. No clear influence of the ducts is 

shown, and, in contrast to Figure 5.12b, the maximum temperatures at 60 hours (Figure 

5.13b) appear to be centered in the section. Though the temperature profile exhibits 

biaxial symmetry when the concrete was near its maximum temperature (Figure 5.13a) 

and as it cools (Figure 5.13b), the results in Figure 5.12b show that only the horizontal 

plane of symmetry is valid through the entire length of the mock-up. 

Since the results of the preliminary model consistently exhibited symmetry across 

the horizontal plane at mid-height of the mock-up, that plane of symmetry was utilized in 

the final COMSOL model for thermal and mechanical analysis of the mock-up, as shown 

in Figure 5.10. 

 

  
(a) (b) 
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Figure 5.12: Preliminary modeled mock-up temperatures (a) 24 and (b) 60 hours after 

concrete placement 

  
(a) (b) 

Figure 5.13: Preliminary mock-up temperature profiles modeled halfway between the 

vertical post-tensioning ducts (a) 24 and (b) 60 hours after concrete placement 

5.4.2 Final Model 

In order to understand the influence of the temperature history on the behavior of 

the mock-up, two separate analyses were conducted using the final COMSOL model. In 

the first analysis, the cement hydration was modeled, and the resulting thermal behavior 

influenced the development of the mechanical properties and the stress state in the 

concrete prior to post-tensioning. In the second method, the curing history was not 

accounted for, and all mechanical properties were based on results from fog-cured 

specimens evaluated at the chronological age of the concrete at the time of post-
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tensioning. The following sections provide descriptions of the model and analyses 

conducted and identify the functions used for the mechanical properties for each case. 

5.4.2.1 Model Description 

The final COMSOL model is shown in Figure 5.14 and includes the 

representative vertical and horizontal post-tensioning ducts, rebar cage, steel plate liner, 

plywood forms, and rigid foam insulation. The concrete, forms, and insulation were 

modeled as solids, and the steel ducts and liner plate were modeled as shell elements with 

thicknesses matching the physical values. The rebar cage was located a depth of 83 mm 

(3.25 in.) from the front face of the mock-up, the average of the actual depths of the 

horizontal and vertical bars of the cage in experimental mock-up. Each rebar was 

modeled using truss elements, which are visible in Figure 5.14b, and the plane in which 

the rebar was modeled can be seen on the concrete surfaces in Figure 5.14a and Figure 

5.14b. 

The model consisted of 70,384 domain elements, 11,693 boundary elements, and 

1,558 edge elements. As shown in Figure 5.14c, tetrahedral elements were used due to 

the complexity of the geometry near the intersections of the post-tensioning ducts. 
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(a) (b) 

 
(c) 

Figure 5.14: Diagrams of final COMSOL model showing (a) materials, (b) embedded 

components, and (c) finite element mesh 

When accounting for the curing history, the analysis was conducted in three 

stages. First, hydration and the thermal response of the mock-up were modeled through 

14 days, after which constant external ambient conditions were applied due to little 
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variation in the experimental mock-up temperatures after 14 days. Second, the 

mechanical response to the thermal behavior was modeled, beginning 5 hours after 

concrete placement to represent setting of the concrete and continuing until immediately 

before post-tensioning. Third, the post-tensioning loads were applied to the model at 69 

days, matching the age at which the experimental mock-up was post-tensioned. During 

the first 15 hours, 30-minute intervals were used, followed by 1-hour intervals through 28 

hours, 4-hour intervals through 14 days, and 48-hour intervals through 69 days.  

When not accounting for the curing history, mechanical analysis of the post-

tensioning loads was conducted in a single step using constant 69-day properties based on 

the results of tests on fog-cured specimens. 

5.4.2.2. Functions for Mechanical Properties 

The functions used for the concrete compressive strength, splitting tensile 

strength, modulus of elasticity, and Poisson’s ratio are given in Eq. 5.23 through Eq. 5.26 

for the analysis incorporating the mock-up curing history. The function for compressive 

strength (Eq. 5.23) was determined by exponential regression with respect to equivalent 

age of the results of match-cured specimens from the second mock-up and is reproduced 

from Eq. 26 in Section 4.4.3. The function for splitting tensile strength (Eq. 5.24) was 

based on the linear relationship between the compressive strength-to-splitting tensile 

strength (fc/ftsp) ratio and the compressive strength of the fog-cured specimens from both 

mock-ups. The function provided a good fit for the results of the match-cured specimens 

from both mock-ups and was given in Eq. 31 in Section 4.4.4. Like the compressive 

strength, the function for modulus of elasticity (Eq. 5.25) was determined by exponential 

regression with respect to equivalent age of the results of match-cured specimens from 

the second mock-up. The parameters for the function were given in Table 11 in Section 

4.4.5. Lastly, the function for Poisson’s ratio (Eq. 5.26) was based on the combined sine 

and exponential model proposed by De Schutter and Taerwe (1996). The function was 
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reproduced from Eq. 32 in Section 4.4.6 and was adjusted for the average measured late-

age Poisson’s ratio of 0.20 for all tested specimens. 

 

𝑓𝑐(𝑡𝑒) = 46.4 exp(−(
1.197

𝑡𝑒
)
0.563

) [MPa]

𝑓𝑐(𝑡𝑒) = 6,736 exp (−(
1.197

𝑡𝑒
)
0.563

) [psi]

 Eq. 5.23 

 

 

𝑓𝑡𝑠𝑝(𝑡𝑒) =
𝑓𝑐(𝑡𝑒)

0.169𝑓𝑐(𝑡𝑒) + 2.86
[MPa]

𝑓𝑡𝑠𝑝(𝑡𝑒) =
𝑓𝑐(𝑡𝑒)

1.17 × 10−3𝑓𝑐(𝑡𝑒) + 2.86
[psi]

 Eq. 5.24 

 

 

𝐸(𝑡𝑒) = 29.7 exp(−(
0.4824

𝑡𝑒
)
0.998

) [GPa]

𝐸(𝑡𝑒) = 4301 exp(−(
0.4824

𝑡𝑒
)
0.998

) [ksi]

 Eq. 5.25 

 

 𝜈(𝛼𝐻) = 0.2387 sin (
𝜋𝛼𝐻
2
) + 0.5𝑒−10𝛼𝐻 Eq. 5.26 

 Where, 

  fc =   compressive strength, MPa or psi 

  ftsp =   splitting tensile strength, MPa or psi 

  E =   modulus of elasticity, GPa or ksi 

  ν =   Poisson’s ratio 

  te =   equivalent age, days 

  αH =   degree of hydration 

 

The functions given in Eq. 5.27 and Eq. 5.28 were used to determine the 

compressive strength and modulus of elasticity, respectively, of the mock-up based on the 

results of tests on fog-cured specimens and neglecting the curing history. Analogous to 

Eq. 5.23 for the model accounting for curing history, Eq. 5.27 gives the compressive 

strength based on exponential regression with respect to equivalent age of the results of 

fog-cured specimens from the second mock-up. The parameters for the function were 

listed in Table 5 in Section 4.4.3. Similarly, the function for modulus of elasticity (Eq. 

5.28) was determined by exponential regression with respect to equivalent age of the 
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results of match-cured specimens from the second mock-up. The parameters for the 

function were given in Table 11 in Section 4.4.5. 

The same function for splitting tensile strength (Eq. 5.24) was used since the 

relationship between the compressive strength-to-splitting tensile strength (fc/ftsp) ratio 

and the compressive strength was consistent for both curing conditions. Additionally, the 

same function for Poisson’s ratio (Eq. 5.26) was used since the results were consistent for 

all tested specimens. Table 5.2 presents the results for each mechanical property 

evaluated at 69 days, the age at which the mock-up was post-tensioned. These value were 

used in analysis of the mock-up while neglecting the curing history. 

 

𝑓𝑐(𝑡) = 53.6 exp(− (
1.465

𝑡
)
0.511

) [MPa]

𝑓𝑐(𝑡) = 7771 exp(− (
1.465

𝑡
)
0.511

) [psi]

 Eq. 5.27 

 

 

𝐸(𝑡) = 31.3 exp(− (
0.3926

𝑡
)
1.064

) [GPa]

𝐸(𝑡) = 4544 exp (− (
0.3926

𝑡
)
1.064

) [ksi]

 Eq. 5.28 

 Where, 

  fc =   compressive strength, MPa or psi 

  E =   modulus of elasticity, GPa or ksi 

  t =   chronological age, days 

 

Table 5.2: Values of mechanical properties at 69 days based on fog-cured results 

Mechanical Property 

Value 

Metric (SI) 

U.S. 

Customary 

(Imperial) 

Compressive strength, fc 46.6 MPa 6758 psi 

Splitting tensile strength, ftsp 4.33 MPa 628 psi 

Modulus of elasticity, E 31.2 GPa 4525 ksi 

Poisson’s ratio, ν 0.20 
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5.4.3 Results and Discussion 

The following sections discuss the results of the COMSOL analysis of the mock-

up. The modeled mock-up temperature histories are compared with those measured 

experimentally and those modeled by ConcreteWorks, and the impact of the curing 

history on the structural response of the mock-up to the post-tensioning loads is 

investigated. 

5.4.3.1 Temperatures 

The temperature results of the COMSOL model are shown in Figure 5.15 with the 

temperatures measured in the second mock-up and the temperatures modeled by 

ConcreteWorks. The initial temperature rise is consistent amongst the three pairs of data, 

but the shapes of the peaks for the modeled temperatures are sharper than those of the 

measured mock-up temperatures. The maximum temperatures in the COMSOL model 

were 69.7 and 59.3 °C (157.5 and 138.7 °F) at the Int and Ext locations, respectively, 

both approximately 5 °C (9 °F) warmer than the corresponding mock-up temperatures. 

After the initial rapid rise, the COMSOL temperatures were less than the ConcreteWorks 

results at all ages. The greater difference between the COMSOL and ConcreteWorks 

results for the Int peaks compared to the Ext peaks can be attributed to the influence of 

the post-tensioning ducts, which, as shown in Figure 5.12b, have a notable impact on the 

temperatures at the center of the mock-up.  

In contrast to the ConcreteWorks results, the temperatures predicted by the 

COMSOL model were generally slightly less than the mock-up temperatures after the 

peak, but the COMSOL temperatures converged with the mock-up temperatures by the 

end of the first two weeks. The daily variation of the Ext results for the COMSOL model 

were consistent with the experimental results, exhibiting slight undulations but not to the 

extent of the ConcreteWorks results. 
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Since the ConcreteWorks and COMSOL models both predict sharper temperature 

peaks than the experimental data, the hydration parameters or apparent activation energy 

determined for the cement paste used in the mock-up may not be representative of the 

heat generation in the concrete. As discussed in Section 4.4.1, Riding et al. (2011) noted 

that, for a given dosage, chemical admixtures may influence the heat generation in 

cement paste and concrete differently. A slight broadening of the COMSOL peaks and an 

accompanied decrease in the maximum temperatures would result in the profiles 

matching well with the mock-up temperatures, suggesting that a slightly different 

hydration shape parameter β and hydration time parameter τ may be more appropriate for 

the concrete. 

 

Figure 5.15: Experimental temperatures and temperatures modeled by COMSOL and 

ConcreteWorks (CW) 

Though there are distinctions between the COMSOL predictions and the 

measured mock-up temperatures, the behavior predicted by the COMSOL model is more 

consistent with mock-up than the ConcreteWorks prediction. Though shown for only two 
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points, the COMSOL model develops spatial temperature distributions and tracks the 

spatial development of the thermal and mechanical properties accordingly. This behavior 

is utilized in the analysis accounting for the curing history of the mock-up. 

5.4.3.2 Mock-Up Post-Tensioning Stresses 

The figures presented in this section show results for the COMSOL model 

described in Section 5.5.2 with post-tensioning loads applied after 69 days of curing. 

Figure 5.16 shows the first principal stresses in the horizontal plane centered between the 

horizontal ducts spaced at 648 mm (25.5 in.) on center. In each figure showing stresses, 

the stress values for the color scale range from -4.1 MPa (-600 psi) for compression to 9.7 

MPa (1400 psi) for tension. The consistent scale allows comparison of the stress profiles 

amongst the different views presented and loading scenarios analyzed. The range was 

selected so that all presented tensile stresses would be included and colored accordingly 

while limiting the influence of large compressive stresses, which are of less interest in the 

present investigation. Any compressive stresses exceeding -4.1 MPa (-600 psi) are 

represented by the deep blue indicated at -4.1 MPa (-600 psi). The values of the 

maximum and minimum stresses displayed in each figure are identified next to the  and 

 symbols, respectively. 

As shown in Figure 5.16a, high tensile and compressive stresses developed 

around the vertical post-tensioning ducts. The maximum tensile stress was 6.5 MPa (944 

psi), exceeding the measured tensile strength of the concrete, for which a maximum value 

of approximately 4.8 MPa (700 psi) was reported in Section 4.4.4. However, the stresses 

decrease rapidly with increasing distance from the ducts, and the areas away from the 

ducts generally have relatively low stresses. 

The detail in Figure 5.16b includes deformation with an amplification factor of 

230 and shows that the vertical duct is flattened by the horizontal post-tensioning loads. 

The deformation of the duct results in the compressive stresses extending from the duct 
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towards the front and back of the mock-up and the tensile stresses along the left and right 

sides of the duct and extending diagonally from the duct. 

 

 

 

(a) (b) 

Figure 5.16: Plan view between horizontal ducts of modeled stresses in post-tensioned 

mock-up concrete, (a) full plan and (b) detail with deformation 

In order to better understand the tensile cracking risk of the concrete, the stresses 

shown in Figure 5.16a were divided by the splitting tensile strength of the concrete at the 

same location, providing the first principal stress-to-splitting tensile strength ratio σ1/ftsp 

shown in Figure 5.17a. Analogous results are shown in Figure 5.17b for the horizontal 

plane at the top edge of a horizontal duct. 

In each figure showing σ1/ftsp values, the ratios for the color scale range from 0 to 

1. The range was selected so that all compressive stresses would be represented by deep 

blue and all tensile stresses greater than or equal to the splitting tensile strength would be 

represented by deep red. This allows quick identification of regions where tensile 
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cracking would be expected and allows comparison of the profiles amongst the different 

views presented and loading scenarios analyzed. 

Figure 5.18 shows detail contours of the region adjacent to the vertical duct in 

Figure 5.17, where high σ1/ftsp values were predicted. In each figure showing detail 

contours of the σ1/ftsp values, the ratios for the contours range from 0 to 2.1 so that all 

presented tensile stresses would be included and colored accordingly. 

As shown in Figure 5.17, cracking is expected along the left and right sides of the 

vertical ducts, and the high σ1/ftsp values extend along the horizontal duct when the plane 

of study approaches the horizontal ducts. Based on the potential for tensile creep failure 

at 50% of the tensile splitting strength, cracking would be expected along the edge of the 

horizontal duct as shown in Figure 5.17b except for the areas immediately in front of the 

vertical post-tensioning ducts, where the compressive stresses due to the flattening of the 

vertical duct limits the tensile stresses. 

The details in Figure 5.18 show that maximum σ1/ftsp value along the vertical duct 

is approximately 1.6 both far from and near the horizontal ducts. However, the σ1/ftsp 

values decreases rapidly with increasing distance from the vertical ducts when away from 

the horizontal ducts. In contrast, σ1/ftsp values of approximately 1.0 extend along the 

horizontal duct in Figure 5.18b. These results indicate that tensile cracking could initiate 

along the edges of the post-tensioning ducts. 
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(a) 

 

 
(b) 

Note: Respective detail contours are shown in Figure 5.18 

Figure 5.17: Plan views of modeled stress-to-splitting tensile strength ratio in post-

tensioned mock-up concrete (a) between horizontal ducts and (b) at top edge of 

horizontal duct 
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First principal stress-to-splitting tensile strength ratio, σ1/ftsp 

 
(a) (b) 

Figure 5.18: Plan details of modeled stress-to-splitting tensile strength ratio in post-

tensioned mock-up concrete (a) between horizontal ducts and (b) at edge of horizontal 

duct 

Figure 5.19 shows the first principal stresses in vertical planes through the 

thickness of the mock-up. The plane shown in Figure 5.19a is centered between the 

vertical ducts spaced at 914 mm (36 in.) on center and exhibits similar behavior to the 

horizontal plane shown in Figure 5.16a. The vertical post-tensioning loads flatten the 

horizontal ducts, resulting in compressive stresses extending horizontally from the ducts 

and tensile stresses extending diagonally from the ducts. Though the maximum tensile 

stress of 2.75 MPa (399 psi) in Figure 5.19a is approximately 40% of the maximum 

tensile stress near the vertical ducts in Figure 5.16a, the stress is approximately 57% of 

the maximum splitting tensile strength of the mock-up concrete and therefore susceptible 

to tensile creep failure.  
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In contrast, the maximum tensile stress in Figure 5.19b is 7.10 MPa (1030 psi), 

and comparably high tensile stresses extend along nearly the entire length of the vertical 

duct, interrupted only by the compressive stresses extending horizontally from the 

horizontal ducts. Similar to the behavior identified in the plan views, the tensile stresses 

decrease rapidly with increasing distance from the vertical duct, and the areas away from 

the ducts generally have relatively low stresses. 

 

(a) (b) 

Figure 5.19: Transverse section view of modeled stresses in post-tensioned mock-up 

concrete (a) between vertical ducts and (b) at edge of vertical duct 

Figure 5.20a illustrates the σ1/ftsp values in the vertical plane shown in Figure 

5.19b, adjacent to the vertical duct. The σ1/ftsp values exceed 1.0 along nearly the entire 

length width of the vertical duct, indicating the cracking is very likely to initiate along the 

vertical ducts. As shown in Figure 5.20b, σ1/ftsp values comparable to the maximum of 

1.69 extend along much of the length of the vertical duct. This behavior contrasts with 
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Figure 5.18b, in which the high σ1/ftsp values extended along the horizontal duct but 

decreased with increasing distance from the vertical duct. 

 
(a) 

Figure 5.20: Transverse section view of modeled stress-to-splitting tensile strength ratio 

in post-tensioned mock-up concrete at edge of vertical duct, (a) full section and (b) detail 
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First principal stress-to-splitting tensile strength ratio, σ1/ftsp 

 
(b) 

Figure 5.20 (continued) 

Figure 5.21 shows the first principal stresses in the vertical plane of the horizontal 

ducts. The maximum tensile stresses of approximately 8.3 MPa (1200 psi) occur at the 

corners where the horizontal and vertical ducts overlap, and moderate tensile stresses 

extend along the tops and bottoms of the horizontal ducts and envelop areas of low 

tensile stresses or compressive stresses between the ducts. 

Due to the flattening of the vertical ducts identified in Figure 5.16b, compressive 

stresses develop in line with the vertical ducts in Figure 5.21. The moderate tensile 

stresses extending diagonally from the vertical ducts in the plan view are seen on both 

sides of the compressive regions in Figure 5.21. As in the previous figures, the stresses 

decrease rapidly with increasing distance from the ducts. 
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Figure 5.21: Longitudinal section view in plane of horizontal ducts of modeled stresses in 

post-tensioned mock-up concrete 

Figure 5.22a shows the σ1/ftsp values in the plane of the horizontal ducts, matching 

the location of Figure 5.21 and showing that the risk of crack initiation is high at the 

corners where the ducts overlap. Though moderate σ1/ftsp values extend along the 

horizontal and vertical ducts, the stresses remote from the ducts are slightly tensile or 

compressive. 

Figure 5.22b and Figure 5.22c show the σ1/ftsp values in the plane of contact 

between the horizontal and vertical ducts and the plane of the vertical ducts, respectively. 

As the plane of study moves from the horizontal to vertical ducts, the concentration of 

high σ1/ftsp values shifts increasingly to the vertical ducts. This behavior is also exhibited 

in the details in Figure 5.23. Though the highest σ1/ftsp value, 1.98, occurs in the plane of 

the horizontal ducts (Figure 5.22a and Figure 5.23a), the stresses decrease so rapidly that 
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the high σ1/ftsp values in the plane of the vertical ducts are more extensive (Figure 5.22a 

and Figure 5.23a). 

The high tensile stresses and σ1/ftsp values modeled near the post-tensioning ducts 

suggest that cracks were initiated in those regions of the mock-up and extended as much 

as 25 mm (1 in.) away from the ducts. However, fracture mechanics analysis would be 

needed to determine the extent of crack propagation into the regions of low tensile and 

compressive stresses between the ducts. This is discussed in Section 5.5.3.4. 

 

(a) 

Note: Respective detail contours are shown in Figure 5.23 

Figure 5.22: Longitudinal section views of modeled stress-to-splitting tensile strength 

ratio in post-tensioned mock-up concrete in (a) plane of horizontal ducts, (b) plane of 

contact between horizontal and vertical ducts, and (c) plane of the vertical ducts 
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(b) 

(Figure 5.22 continued) 
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(c) 

(Figure 5.22 continued) 
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First principal stress-to-splitting tensile strength ratio, σ1/ftsp 

 
(a) (b) (c) 

Figure 5.23: Longitudinal section details of modeled stress-to-splitting tensile strength 

ratio in post-tensioned mock-up concrete in (a) plane of horizontal ducts, (b) plane of 

contact between horizontal and vertical ducts, and (c) plane of the vertical ducts 

Figure 5.24 is analogous to Figure 5.22a but for the case where the curing history 

was not accounted for. Whereas the prior results included residual thermal stresses and 

accounted for the influence of the high early-age concrete temperatures on the 

development of the concrete properties, the results in Figure 5.24 are based solely on tests 

of fog-cured specimens and the post-tensioning loads and are indicative of the results that 

would typically be obtained for analysis of such a structure without accounting for the 

curing history. 

The profile of σ1/ftsp values in Figure 5.24 is comparable to that in Figure 5.22a, 

but the magnitudes of the ratios are reduced. The maximum σ1/ftsp value decreases by 

approximately 17% from 1.98 to 1.64 when the curing history is not accounted for. The 

decrease is due to the lack of residual stresses and the higher splitting tensile strength and 

modulus of elasticity of the concrete for the fog-cured condition. 
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Figure 5.25a shows the detail view of the results in Figure 5.24 for comparison 

with the results in Figure 5.25b (reproduced from Figure 5.23a) accounting for the curing 

history. When accounting for the curing history (Figure 5.25b), the general σ1/ftsp values 

are slightly higher, resulting in slightly larger contours than when the curing history is not 

accounted for (Figure 5.25a). 

The lower σ1/ftsp values determined when not accounting for the curing history 

suggest a lower propensity for cracking in the plane of the post-tensioning ducts than is 

actually expected based on the curing history. However, aside from the maximum σ1/ftsp 

value, the difference between the two cases is not significant, indicating that the stress 

profiles and cracking risk are governed more by the post-tensioning loads than the curing 

history of the mock-up concrete. 
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Note: Detail contour is shown in Figure 5.25a 

Figure 5.24: Ratio of modeled stress to splitting tensile strength in plane of horizontal 

ducts without accounting for curing history 
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(a) (b) 

Figure 5.25: Longitudinal section details of modeled stress-to-splitting tensile strength 

ratio in plane of horizontal ducts (a) without accounting for curing history and (b) 

accounting for curing history 

5.4.3.3 CR3 PCC Post-Tensioning Stresses 

As discussed in Section 3.3.2, the mock-up was not loaded to the full 7228-kN 

(1625-kip) post-tensioning of the CR3 PCC for each tendon. As an extension of the 

previous results, analysis was conducted with the full CR3 PCC post-tensioning force 

applied, resulting in Figure 5.26 and Figure 5.27 accounting for the curing history of the 

mock-up. The maximum tensile stress in Figure 5.26 is 8.89 MPa (1290 psi), a 7% 

increase from the maximum stress of 8.34 MPa (1210 psi) in the same plane for the 

mock-up loading (Figure 5.21). Notably greater tensile stresses are seen along the top and 

bottom of the horizontal post-tensioning ducts in Figure 5.26 due to the greater vertical 

load applied. 
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Figure 5.26: Modeled stresses in plane of horizontal ducts with CR3 PCC post-tensioning 

loads 

In Figure 5.27, σ1/ftsp values approaching and exceeding unity are clearly visible 

along the top and bottom of the horizontal ducts between the vertical ducts, whereas such 

ratios in the mock-up loading (Figure 5.22a) were limited to the corners where the ducts 

overlapped. This suggests that cracking would be expected along nearly the entire length 

of the horizontal post-tensioning ducts in the CR3 PCC without accounting for the 

additional radial tensile stresses from the circumferential tendons. 

Figure 5.28a shows the detail view of the results in Figure 5.27 for comparison 

with the results in Figure 5.28b (reproduced from Figure 5.23a) with the mock-up post-

tensioning loads. The higher σ1/ftsp values extending a greater distance from the corner of 

the ducts in Figure 5.28a indicates that applying full CR3 PCC post-tensioning loads 

would result in greater cracking risk and more extensive cracking. 
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Note: Detail contour is shown in Figure 5.28a 

Figure 5.27: Ratio of modeled stress to splitting tensile strength in plane of horizontal 

ducts with CR3 PCC post-tensioning loads 
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(a) (b) 

Figure 5.28: Detail contours of modeled stress-to-splitting tensile strength ratio in plane 

of horizontal ducts with (a) CR3 PCC post-tensioning loads and (b) mock-up post-

tensioning loads 

Analogous to Figure 5.24 for the mock-up loads, Figure 5.29 shows the σ1/ftsp 

values of the concrete with the full CR3 PCC loading without accounting for the curing 

history. Like the results for the mock-up loading, the profile of σ1/ftsp values in Figure 

5.29 is comparable to that in Figure 5.27, but the maximum predicted σ1/ftsp value 

decreases by approximately 17% from 2.12 to 1.76 when the influence of the curing 

history is not accounted for. Therefore, analyzing the CR3 PCC based on fog-cured 

specimens predicts a lower propensity for cracking than when accounting for the curing 

history. Though the difference in general stress profiles was not significant for the 

investigated cases, the decreased σ1/ftsp values for fog-cured analysis indicate that failing 

to account for the curing history could result in overestimations of the capacity of a PCC 
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for scenarios where additional tensile stresses are developed, such as when accounting for 

the radial tensile stress generated by the circumferential tendons. 

 

Figure 5.29: Ratio of modeled stress to splitting tensile strength in plane of 

circumferential ducts in CR3 PCC when post-tensioned without accounting for curing 

history 

5.4.3.4 Discussion of Crack Propagation 

Though fracture mechanics analysis was not conducted to model cracking in the 

mock-up, the qualitative behavior of concrete cracking can be predicted based on the 

modeled tensile stresses.  
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Typically, the highest tensile stresses in post-tensioning applications occur in the 

anchorage zone. However, in the case of the CR3 PCC delaminations, the extent of 

cracking was limited to individual bays during each occurrence (see Figure 2.7), failing 

to pass through the heavily reinforced buttresses where the post-tensioning anchorages 

were located. Similarly, sufficient reinforcement was provided in the anchorage zones of 

the mock-ups, but the lack of transverse reinforcement away from the anchorage zones 

leaves the region susceptible to cracking. 

Since the coarse aggregate is typically the strongest component of concrete, 

cracks in concrete tend to propagate around the aggregate rather than through the 

aggregate (Bazant, 1985). Anderson (2005) notes that aggregates can bridge cracks, 

increase the toughness of the concrete and reducing crack propagation. However, as was 

shown in Figure 3.26 and discussed in Section 3.4.5.2, 70 to 80% of the limerock coarse 

aggregate in the mock-up concrete fractured along the plane of failure during 1-day 

splitting tensile strength testing. This indicates that the aggregate does not effectively 

arrest crack propagation through the concrete. The lack of transverse reinforcement and 

coarse aggregate with sufficient resistance to cracking suggests that crack propagation is 

likely once cracking has initiated in the plane of the horizontal ducts. 

Based on the tensile stress-to-strength ratio contours, continuous cracks are 

expected to develop in the plane of the post-tensioning ducts along the edges of the 

vertical and horizontal ducts, encircling regions of low tensile stresses and compressive 

stresses. Accounting for potential tensile creep failure at 50% of the splitting tensile 

strength, these cracks are generally expected to propagate about 25 mm (1 in.) from the 

edge of the ducts. For the CR3 PCC loads, stresses exceeding 50% of the splitting tensile 

strength indicate cracks extending 51 to 76 mm (2 to 3 in.) from the edge of the ducts. 

Fracture mechanics analysis would be needed to determine the extent to which the cracks 

propagate further into the regions of low tensile and compressive stresses between the 

ducts. 
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Finally, the stresses modeled for the mock-up and CR3 PCC loads were based on 

biaxial post-tensioning alone. Adding the influence of radial tensile stress from the 

circumferential tendons of the CR3 PCC would result in greater tensile stresses in the 

plane of the circumferential ducts and a greater extent of crack propagation. Assuming 

continuous 51-mm (2-in.) cracks along the edges of the ducts, the nominal concrete area 

in the larger spaces between ducts would be reduced by 30%, resulting in higher tensile 

stresses when the radial stresses were applied. The lack of transverse reinforcement, the 

low strength of the limerock aggregate used in the concrete, and the high stresses 

developed in the concrete suggest that the CR3 PCC was susceptible to laminar cracking 

prior to the operations related to preparing the SGR opening in 2009. 

5.5 Conclusions  

Compared to ConcreteWorks, COMSOL Multiphysics is a more accurate and 

thorough modeling system for unique concrete members such as the experimental mock-

up of the CR3 PCC. COMSOL is capable of reproducing ConcreteWorks results while 

also allowing full customization of the model components and parameters so that the 

influence of post-tensioning ducts, rebar, and steel plates can be modeled. Additionally, 

COMSOL allows mechanical analysis of the response to externally applied loads such as 

post-tensioning loads. The accuracy of the thermal models, however, is conditional upon 

accurate determination or selection of hydration parameters and thermal properties, and 

values determined for cement pastes may not be representative for concretes containing 

the cement paste. 

Finite element analysis in COMSOL that accounted for the curing history of the 

mock-up showed that tensile stresses that exceed the splitting tensile strength by up to 

98% develop in the plane of the horizontal ducts when the mock-up post-tensioning loads 

are applied. Contours of the tensile stress-to-splitting tensile strength ratio σ1/ftsp indicated 

that cracks would initiate along the edges of the ducts and extend at least 25 mm (1 in.) 
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from the ducts. When extended to the full post-tensioning loads of the CR3 PCC, the 

tensile stresses exceeding the splitting tensile strength continued along nearly the entire 

length of the horizontal post-tensioning ducts, and cracks would be expected to extend as 

much as 76 mm (3 in.) from the ducts. 

Therefore, the analysis predicts tensile cracking in the plane of the horizontal 

ducts prior to the detensioning of the CR3 PCC for the steam generator replacement 

(SGR) opening in 2009. Though the tensile stresses decrease rapidly with increasing 

distance from the ducts, the results did not account for the radial tensile stress generated 

by the circumferential tendons of the CR3 PCC, suggesting that the stresses identified in 

this chapter would be exacerbated in a cylindrical structure. Nonlinear fracture mechanics 

analysis is needed to predict the extent of crack propagation in the mock-up and the CR3 

PCC. 

Comparing the analysis cases accounting for the concrete curing history with 

those that did not account for the curing history shows that the general stress behavior is 

largely governed by the post-tensioning loads rather than the thermal stresses. When not 

accounting for the curing history, the maximum σ1/ftsp values decreased by approximately 

17%, indicating that such analysis could underestimate the cracking risk of a structure. 

However, the influence was limited to the maximum stress concentrations since the stress 

profiles in the corresponding cases were otherwise comparable. The primary source of 

the tensile stresses under the biaxial post-tensioning loads was the deformation at the duct 

openings, which warrants further investigation of the compatibility between post-

tensioning ducts and mass concrete. 
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CHAPTER 6 

PARAMETER STUDY 

6.1 Introduction 

In the previous chapter, regions of high tensile stresses indicative of concrete 

cracking were identified in the plane of the post-tensioning ducts in a model of the mock-

up. Though residual tensile stresses from the curing history of the mock-up concrete 

contributed to the results, the behavior was largely governed by stresses due to the post-

tensioning loads. In order to better understand the factors influencing the stresses in the 

mock-up, a parametric study of the concrete material properties and duct geometry was 

conducted. Nine points were selected in the plane of the horizontal post-tensioning ducts 

for evaluation of the stress-to-splitting tensile strength ratio σ1/ftsp as the parameters were 

individually varied. Since the stresses from post-tensioning are of primary interest, the 

COMSOL Multiphysics model utilized in the parametric study was based on the 

assumption of fog-cured conditions and did not account for the curing history of the 

mock-up concrete. 

6.1.1 Objectives 

The objectives of this chapter are to determine the influence of material and 

geometry parameters on the tensile cracking risk of the CR3 PCC concrete and to identify 

design approaches that could reduce the risk of cracking. 

6.2 Description 

The following parameters were investigated in this study: the concrete splitting 

tensile strength ftsp, modulus of elasticity Ec, and Poisson’s ratio ν; the duct outer 
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diameter Dduct, wall thickness tduct, and modulus of elasticity Educt; and the vertical, 

horizontal, and biaxial post-tensioning forces Pv, Ph, and Pb. These parameters and the 

corresponding values are listed in Table 6.1. With all other parameters held constant at 

the respective baseline values, each parameter was implemented at 50, 75, 133, and 200% 

of the baseline value in the mock-up assuming fog-cured conditions for the concrete. Due 

to limitations of the mock-up geometry, the duct diameter was not implemented at 200% 

of the original 127-mm (5-in.) value. The baseline results of the parameter study were 

determined with the CR3 PCC post-tensioning load of 7228-kN (1625-kip) for each 

tendon. 

Table 6.1: Values of investigated parameters 

Parameter 
Parameter Value 

50% 75% 100% 133% 200% 

Splitting tensile 

strength, ftsp (psi) 
327 490 653 871 1,306 

Concrete modulus of 

elasticity, Ec (ksi) 
2,262 3,393 4,525 6,033 9,049 

Concrete Poisson's 

ratio, ν 
0.10 0.15 0.20 0.27 0.40 

Duct diameter, 

Dduct (in.) 
2.50 3.75 5.00 6.67 - 

Duct wall thickness, 

tduct (in.) 
0.06 0.09 0.12 0.16 0.24 

Duct modulus of 

elasticity, Educt (ksi) 
14,863 22,294 29,725 39,633 59,450 

Post-tensioning force, 

Pv, Ph, Pb (kip) 
812 1,219 1,625 2,167 3,250 

 

 

Figure 6.1 shows the baseline σ1/ftsp results and the location of the nine points 

selected in the plane of the horizontal post-tensioning ducts for evaluation of the σ1/ftsp 

values as the parameters were varied. Points A, B, and C were located along the lower 

edge of the top horizontal duct, points D, E, and F were located 38 mm (1.5 in.) below 

the previous row, and points G, H, and I were located halfway between the horizontal 
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ducts spaced at 648 mm (25.5 in.) on center. Similarly, points C, F, and I were located 13 

mm (0.5 in.) from the edge of the vertical duct, points B, E, and H were located 38 mm 

(1.5 in.) to the left of the previous column, and points A, D, and G were located halfway 

between the vertical ducts spaced at 914 mm (36 in.). When the diameter of the ducts was 

varied, all points except for point G were shifted accordingly to maintain the same 

distance from the nearest duct surfaces. As shown in Figure 6.1, the σ1/ftsp values in the 

area of study decreased the with increasing distance from the ducts, with point C having 

the highest σ1/ftsp value and point G having the lowest σ1/ftsp value. 

 

 

(a) 

Figure 6.1: Longitudinal section view of modeled stress-to-splitting tensile strength ratio 

with points of evaluation identified, (a) full section and (b) detail 
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(b) 

Figure 6.1 (continued) 

6.3 Results and Discussion 

The results of the parameter study are presented and discussed in the following 

sections. For each figure, the legend is arranged to represent the relative orientation of the 

points in Figure 6.1, and the colors transition from red to purple as the distance from the 

corner of the ducts increased, corresponding to decreasing baseline σ1/ftsp values. For a 

diagonal line between points C and G, the points on either side can be approximated as 

being symmetric, so the results at points B, A, and D were colored to match the results at 

Points F, I, and H, respectively. This allows easy identification of parameters that 

influence the σ1/ftsp values differently depending on proximity to either duct. 
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6.3.1 Concrete Material Properties 

The results of the parameter study for the concrete splitting tensile strength ftsp, 

modulus of elasticity Ec, and Poisson’s ratio ν are presented in Figure 6.2, Figure 6.3, and 

Figure 6.4, respectively. Since the σ1/ftsp value is determined by dividing the stress σ1 at 

each point by the tensile splitting strength ftsp, the inverse relationship exhibited in Figure 

6.2 is expected. The increasing values at point G with increasing splitting tensile strength 

are due to the negative (compressive) stresses at that point, for which the magnitude of 

the σ1/ftsp value decreases with increasing tensile strength. As shown in Figure 6.2a, the 

influence of the splitting tensile strength is proportional to the magnitude of the σ1/ftsp 

value, resulting in greatest variation at point C and least variation at point G. 

Figure 6.2b shows the values presented in Figure 6.2a normalized by 

corresponding baseline value at each point, resulting in a relative σ1/ftsp value of 1.0 at 

each point for a splitting tensile strength of 4.5 MPa (653 psi). Since the influence of the 

tensile strength is proportional to the magnitude of the σ1/ftsp value, the relative σ1/ftsp 

values in Figure 6.2b were equivalent at each point. As expected, decreasing the splitting 

tensile strength by 50% to 2.25 MPa (327 psi) results in the σ1/ftsp value doubling at each 

point, whereas doubling the splitting tensile strength to 9.0 MPa (1,306 psi) results in the 

σ1/ftsp value decreasing by half. 

As shown in Figure 6.2, the nonlinear relationship between σ1/ftsp and the splitting 

tensile strength results in increasingly higher σ1/ftsp values for lower tensile strengths. 

Therefore, reductions in tensile strength would greatly increase the tensile cracking risk 

of the concrete. On the other hand, increasing the tensile strength decreases the σ1/ftsp 

values but at a decreasing rate. 

As shown in Figure 6.3, increasing the concrete modulus of elasticity resulted in a 

slight decrease in the σ1/ftsp values at points B and C, where the σ1/ftsp values were 

greatest. The σ1/ftsp value also decreased at points A, D, and G, all located halfway 

between vertical ducts. In contrast, the σ1/ftsp value increased at points E, F, H, and I, 
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which are in the lower right corner of the grid. As shown in Figure 6.3b, the relative 

influence of the concrete modulus of elasticity varies by point. The relatively wide 

variation at point G was due to the low σ1/ftsp magnitudes at that point; since the stresses 

are compressive at point G, the vertical axis in Figure 6.3b was scaled without 

consideration for the values at point G. The relative variation at all other points was 

generally within 10% of the baseline value for modulus of elasticity values ranging from 

15.6 to 62.4 GPa (2,262 to 9,049 ksi). 

Though the σ1/ftsp values at points B and C were still greater than unity when the 

concrete modulus of elasticity was doubled, increasing the modulus may be an effective 

means of reducing the cracking risk at the points most susceptible to cracking and could 

be coupled with other improvements to decrease the overall cracking risk. 

As shown in Figure 6.4, the influence of the concrete Poisson’s ratio at each point 

was slight, similar to the influence of the concrete modulus of elasticity. As Poisson’s 

ratio increased, the σ1/ftsp values decreased at points D, G, H, and I. In contrast, the points 

closer to the corner of the ducts exhibited slight increases in the σ1/ftsp values as Poisson’s 

ratio increased. The relative variation at all points except for point G was generally 

within 5% of the baseline value for Poisson’s ratio values ranging from 0.10 to 0.40. 

However, the Poisson’s ratio for concrete typical ranges from 0.15 to 0.20 (Mehta and 

Monteiro, 2006), so the Poisson’s ratio has negligible influence on the σ1/ftsp values for 

practical applications. 
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(a) 

(b) 

Figure 6.2: Influence of concrete spitting tensile strength on the (a) σ1/ftsp values at each 

point and (b) relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.3: Influence of concrete modulus of elasticity on the (a) σ1/ftsp values at each 

point and (b) relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.4: Influence of concrete Poisson’s ratio on the (a) σ1/ftsp values at each point and 

(b) relative σ1/ftsp values at each point 
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6.3.2 Duct Geometry and Modulus of Elasticity 

The results of the parameter study for the duct diameter Dduct, duct wall thickness 

tduct, and duct modulus of elasticity Educt are presented in Figure 6.5, Figure 6.6, and 

Figure 6.7, respectively. As shown in Figure 6.5, increasing the duct diameter increases 

the tensile stresses in the concrete at each point except for point G, where the stresses 

become more compressive. A contributing factor to this behavior is the decreasing area of 

concrete in the plane of the ducts as the duct diameter is increased. Compared to the 

influence of the concrete modulus of elasticity and Poisson’s ratio, the influence of the 

duct diameter is significant. As shown in Figure 6.5b, the σ1/ftsp values at all points except 

for point G decrease to approximately 25 to 75% of the baseline value when the duct 

diameter is halved to 64 mm (2.5 in.). Conversely the σ1/ftsp values increase to 

approximately 110 to 150% of the baseline value when the duct diameter is increased by 

33% to 169 mm (6.7 in.). 

As shown in Figure 6.6 and Figure 6.7, the influence of the duct wall thickness 

and modulus of elasticity is identical. The parameters have negligible influence on the 

σ1/ftsp value at point C, where the maximum stresses occur. However, as the duct wall 

thickness or modulus of elasticity was increased, the σ1/ftsp value increased at points A 

and B, which are near the horizontal duct, and decreased at points E, F, H, and I, which 

are near the vertical duct. The relative variation at all points except for point G was 

generally within 10% of the baseline value for wall thicknesses ranging from 1.5 to 6.0 

mm (0.06 to 0.24 in.) and duct modulus of elasticity values ranging from 102.5 to 409.9 

GPa (14,863 to 59,450 ksi).  
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(a) 

(b) 

Figure 6.5: Influence of duct diameter on the (a) σ1/ftsp values at each point and (b) 

relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.6: Influence of duct wall thickness on the (a) σ1/ftsp values at each point and (b) 

relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.7: Influence of duct modulus of elasticity on the (a) σ1/ftsp values at each point 

and (b) relative σ1/ftsp values at each point 
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6.3.3 Post-Tensioning Forces 

The results of the parameter study for the vertical post-tensioning force Pv, 

horizontal post-tensioning force Ph, and biaxial post-tensioning force Pb are presented in 

Figure 6.8, Figure 6.9, and Figure 6.10, respectively. The influence of the vertical and 

horizontal post tensioning depends on the location of the points of evaluation. Increasing 

the vertical post-tensioning force increases the tensile stresses at each point except for 

points G, H, and I, which are located halfway between the horizontal ducts. The greatest 

increase in tensile stresses occurs at points A, B, and C, which are at the edge of the 

horizontal duct. Similarly, increasing the horizontal post-tensioning force increases the 

tensile stresses at each point except for points A, D, and G, which are located halfway 

between the vertical ducts, and the greatest increase in tensile stresses occurs at points C, 

F, and I, which are in line with the edge of the vertical duct. The separate influences of 

the vertical and horizontal post-tensioning forces are informative for understanding the 

response of the mock-up and CR3 PCC during post-tensioning and detensioning 

operations. In both cases, the full vertical post-tensioning load was applied to all tendons 

before horizontal post-tensioning began. 

Due to the linear elastic analysis, the influences of the vertical and horizontal 

post-tensioning forces are additive and can be used to determine the influence of the 

biaxial post-tensioning forces. Since varying the biaxial post-tensioning force simply 

scales the loading applied in the baseline case, the resulting σ1/ftsp curves in Figure 6.10 

are lines passing through the origin. Accordingly, the relative influence of the biaxial 

post-tensioning force in Figure 6.10b is collinear for each point of evaluation, with the 

relative variation in σ1/ftsp corresponding to the relative variation of the biaxial force. 
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(a) 

(b) 

Figure 6.8: Influence of vertical post-tensioning force on the (a) σ1/ftsp values at each 

point and (b) relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.9: Influence of horizontal post-tensioning force on the (a) σ1/ftsp values at each 

point and (b) relative σ1/ftsp values at each point 
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(a) 

(b) 

Figure 6.10: Influence of biaxial tensioning force on the (a) σ1/ftsp values at each point 

and (b) relative σ1/ftsp values at each point 
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6.3.4 Comparison of Parameters 

Figure 6.11 shows the influence of each parameter on the σ1/ftsp value at point C, 

which has the highest σ1/ftsp value for each case and would therefore likely be in the area 

of crack initiation. The duct modulus of elasticity is not shown since the results are 

coincident with the results for the duct thickness. Aside from the biaxial post-tensioning 

force, the most notable variation in the σ1/ftsp value is due to the splitting tensile strength. 

Increasing the splitting tensile strength by 33% to 6 MPa (871 psi) would decrease σ1/ftsp 

by 25% to 0.93 at point C, and the tensile strength would exceed the tensile stress at each 

of the evaluated points. 

As discussed in Chapter 4, the development of tensile strength and modulus of 

elasticity of concrete can often be related to the development of compressive strength, so 

increases in splitting tensile strength are likely to be accompanied by increases in 

modulus of elasticity. Figure 6.11 shows that increasing the modulus of elasticity results 

in a slight decrease of the σ1/ftsp value at point C, so the influences of the splitting tensile 

strength and modulus of elasticity are cooperative. 

Another method of effectively managing the σ1/ftsp value is varying the duct 

diameter. Decreasing the duct diameter by 25% decreases σ1/ftsp by 8% to 1.19, and 

decreasing the duct diameter by 50% decreases σ1/ftsp by 34% to 0.85. The duct diameter 

is governed by the size of the tendons used for post-tensioning, so the extent to which the 

diameter can be reduced may be limited by the tendons. 
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Figure 6.11: Influence of parameters evaluated at point C 

6.4 Conclusions 

Compared to the modulus of elasticity and Poisson’s ratio, the splitting tensile 

strength of the concrete has a significant influence on the tensile cracking risk of the 

concrete. Whereas reducing the post-tensioning force would influence the overall design 

approach of a PCC, adjusting the concrete mix design in order to achieve greater tensile 

strengths is a relatively simple means of reducing the cracking risk. As was shown in 

Figure 3.26 and discussed in Section 3.4.5.2, 70 to 80% of the limerock coarse aggregate 

in the mock-up concrete fractured along the plane of failure during 1-day splitting tensile 

strength testing, indicating that the limerock aggregate does not contribute significantly to 

the tensile strength of the concrete. Utilizing a stronger aggregate, such as crushed 

granite, would be an effective means of increasing the tensile strength of the concrete and 

therefore reducing the cracking risk in the plane of the horizontal ducts. 

For each investigated parameter, the magnitude of variation of σ1/ftsp at point G was 

minimal and the value was consistently near 0. As shown in  

a, a significant percentage of the concrete in the plane of the horizontal ducts has 

σ1/ftsp values either comparable to or more compressive than point G. As discussed in 
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Sections 2.2.3 and 2.2.4, radial reinforcement was used in the repair of the CR3 PCC 

delaminations to reinforce the plane of the post-tensioning ducts. If a similar approach 

were taken for the initial design of PCCs, optimal placement of the radial or transverse 

reinforcement would be near the corners where the ducts overlap and then along the 

edges of the ducts as needed. Any reinforcement near point G, away from the ducts, 

would not be engaged in tension until significant deformation occurred near the ducts. 
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CHAPTER 7 

NONDESTRUCTIVE EVALUATION 

7.1 Introduction 

In order to investigate the extent to which cracking may have occurred in the 

mock-ups, nondestructive evaluation (NDE) methods were considered rather than coring 

so that the mock-ups could be used for future long-term studies. NDE methods are 

frequently used to rapidly assess the condition of structures without requiring alteration 

of the structure. Various ultrasonic techniques are used to determine the thickness of 

members or the location of potential flaws based on signal transit times (ACI 228.R2-13), 

and post-processing techniques have allowed the production of tomograms from surface 

readings (Mayer et al., 1990; Schickert et al., 2003). Due to the heterogeneity of concrete, 

however, relatively large wavelengths and corresponding low frequencies are typically 

needed to achieve sufficient penetration into the material for useful evaluation; ACI 

228.R2-13 notes that 200-kHz waves are typically needed for concrete, whereas the 

frequencies used for testing metals are often on the order of 1 MHz. The larger 

wavelengths and lower frequencies limit the precision of the concrete investigations 

compared to investigations of homogeneous materials like steel (Popovics et al., 2000). 

Additionally, the typically rough surface of concrete can reduce the transmission of 

ultrasonic waves into the material (Zhu and Popovics, 2007), and embedded components 

such as rebar and post-tensioning ducts can interfere with or shadow the desired signals 

further from the test surface (Schickert, 2005). 

Despite the complications of ultrasonic testing of concrete, progress in technology 

has enabled increasingly robust NDE of concrete structures and members. One recent 

development is the MIRA ultrasonic shear-wave tomograph (Figure 7.1), which utilizes 
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an array of 40 shear wave transducers arranged in ten rows of four transducers to 

generate tomograms of the test object. The ten rows of transducers are spaced at 40 mm 

(1.57 in.) on center, and the four transducers in each row are spaced at 30 mm (1.18 in.) 

on center. The dry point contact transducers are spring loaded and have a nominal center 

frequency of 50 kHz (De La Haza et al., 2013). Each reading generates a collection of 

180 pulse-echo transit time measurements, and the synthetic aperture focusing technique 

(SAFT) is used to generate a 2D B-scan image along the length of the device and through 

the depth of the test object. Similarly, a series of equally spaced readings can be taken 

along a linear path, and the collected B-scans can be used to generate D-scans along the 

path of the readings and through the depth of the test object and C-scans of planes 

parallel to the surface of the test object. 

 

Figure 7.1: MIRA antenna 

7.1.1 Objectives 

The first objective of this chapter were to investigate the capability of the MIRA 

ultrasonic shear-wave tomograph to produce tomograms with sufficient resolution to 

identify the post-tensioning ducts embedded 248 and 375 mm (9.75 and 14.75 in.) 

beneath the front surface of the mock-ups. The second objective was to evaluate the 

tomograms for indications of cracking or delamination in the plane of the horizontal post-

tensioning ducts that would be representative of the delaminations in the CR3 PPC. 
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7.2 Methodology 

The front faces of the mock-ups were marked with a 305-by-305-mm (12-by-12-

in.) grid consistent with the spacing of the rebar cage shown in Figure 7.2. The paths 

marked in red in Figure 7.2 were selected for investigation of the capability of the MIRA 

tomograph to identify members continuous along the path of readings and members 

crossing the path of readings. Readings were taken at 102-mm (4-in.) intervals along each 

path. Figure 7.3 shows the orientation of the generated tomograms relative to the MIRA 

antenna and scan path. 
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Figure 7.2: Orientation of MIRA scan paths for second mock-up; (a) plan view, (b) side 

elevation, and (c) front elevation 
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Figure 7.3: Orientation of B-, C-, and D- scan tomograms relative to MIRA antenna and 

scan path 

7.3 Results and Discussion 

Figure 7.4 and Figure 7.5 show tomograms obtained along the vertical path 

between the vertical post-tensioning ducts. The scans are colored so that red areas 

correspond to regions of high-amplitude reflections indicative of discontinuities in the 

mock-up and blue areas correspond to regions of low-amplitude reflections indicative of 

continuous concrete. Figure 7.4a shows clear indications for the location of two vertical 

rebars as well as an indication for the horizontal post-tensioning duct. Figure 7.4b shows 

a mostly continuous indication for the plane of the rebar cage as well as distinct 

indications for the four horizontal ducts completely within the path of the scan. An 

individual vertical rebar is clearly identifiable in Figure 7.4c, which shows a tomogram of 

results at depths of 50 to 125 mm (2 to 5 in.), encompassing the rebar cage but not to the 

depth of the horizontal ducts. The indications in line with the third horizontal duct from 
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the bottom of the mock-up may be due to a horizontal rebar, though none of the other 

horizontal rebars crossing the path were identified. The indications may also be from the 

horizontal duct. 

Figure 7.5a and Figure 7.5b are the same as Figure 7.4a and Figure 7.4b, 

respectively, but Figure 7.5c shows a tomogram of results at depths of 150 to 300 mm (6 

to 12 in.), encompassing the horizontal ducts. In contrast to Figure 7.4c, the vertical rebar 

is no longer indicated, but distinct indications for the four horizontal ducts are present. 

These results indicate that the MIRA tomograph is capable of producing tomograms with 

adequate resolution to identify the horizontal ducts. The blue spaces above and below 

each horizontal duct indication suggest that a full delamination did not occur in the plane 

of the ducts along this path. However, as shown in Figure 7.5, the shapes of the duct 

indications are insufficiently defined to conclusively state that no cracking has occurred. 

Though the cylindrical shape of the ducts influences the way that the signals are 

reflected and processed, the faint indications extending above and below each duct could 

also be due to cracking at the tops and bottoms of the ducts due to the high tensile 

stresses identified in Chapter 5. 
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Figure 7.4: MIRA tomograms along path between vertical ducts; (a) plan view with B-

scan, (b) side elevation with D-scan, and (c) front elevation with C-scan at depth of rebar 

cage 
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Figure 7.5: MIRA tomograms along path between vertical ducts; (a) plan view with B-

scan, (b) side elevation with D-scan, and (c) front elevation with C-scan at depth of 

horizontal ducts 
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Figure 7.6 and Figure 7.7 show C-scan tomograms obtained along the middle 

vertical post-tensioning duct. Figure 7.6 shows the C-scan at the depth of the horizontal 

post-tensioning ducts, and indications can be seen for all five horizontal ducts along the 

path of readings, though the indication for the top horizontal duct is understandably faint 

since the readings did not continue past it. The apparent separations in the indications, 

particularly visible for the fourth duct from the bottom, may be due to the vertical rebar 

centered along the path of the readings near the front face of the mock-up. 

Figure 7.7 shows the C-scan at the depth of the vertical ducts, and distinct 

indications along the line of the vertical duct can be seen. The gaps along the length of 

the vertical duct coincide with the locations where the horizontal ducts pass in front of 

the vertical duct. Since the MIRA tomograph was oriented horizontally for these scans, 

no signals would be able to pass around the horizontal ducts to reflect from the vertical 

duct and return to the antenna. 

The clear indications for the horizontal ducts and the vertical duct indicate that the 

MIRA tomograph is capable of resolving the major embedded components in the mock-

up. In particular, the vertical duct is relatively clearly resolved, with little scatter in the 

indications. This may be due to the orientation of the duct relative to the tomograph; 

when the tomograph is horizontal, each row of transducers is parallel to the axes of the 

vertical ducts, and each of the four signals are reflected the same direction. In contrast, 

each row of transducers is perpendicular to the axes of the horizontal ducts, so the four 

signals are reflected in different directions by the curvature of the duct. 

The clarity of the vertical duct in Figure 7.7 suggests that extensive cracking did 

not occur in the plane of the horizontal post-tensioning ducts. However, in addition to the 

curvature of the horizontal ducts, cracking near the edges of the horizontal ducts may 

have contributed to the scatter in Figure 7.6. 
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Figure 7.6: MIRA tomogram along middle vertical duct; (a) plan view, (b) side elevation, 

and (c) front elevation with C-scan at depth of horizontal ducts 
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Figure 7.7: MIRA tomogram along middle vertical duct; (a) plan view, (b) side elevation, 

and (c) front elevation with C-scan at depth of vertical ducts 
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Figure 7.8 shows tomograms obtained between the middle horizontal post-

tensioning ducts. Both the D-scan in Figure 7.8a and the C-scan in Figure 7.8c show clear 

indications for the vertical post-tensioning ducts. However, the D-scan also show a very 

strong indication near the front surface of the mock-up, presumably due to one or two 

horizontal rebars along the scanning path. As noted for the horizontal ducts in Figure 7.5 

and Figure 7.6, the orientation of the vertical ducts relative to the tomograph for the 

horizontal scanning path results in scatter of the signals and reduced resolution of the 

indications. Since the middle vertical duct was clearly identified in Figure 7.7c, it is 

unlikely that cracks along the edge of the duct contributed to the scatter in the same 

indication in Figure 7.8c. 
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Figure 7.8: MIRA tomograms along path between middle horizontal ducts; (a) plan view 

with D-scan, (b) side elevation, and (c) front elevation with C-scan at depth of vertical 

ducts 
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Figure 7.9 and Figure 7.10 show tomograms obtained along the fourth horizontal 

post-tensioning duct from the bottom of the mock-up. The D-scan in Figure 7.9a and the 

C-scan in Figure 7.9c show indications for the rebar cage and the horizontal post-

tensioning duct, and the B-scan in Figure 7.9b shows a very distinct indication of the 

horizontal duct in the section. The high resolution can be attributed to the orientation of 

the duct relative to the tomograph and the shallower depth of the horizontal ducts relative 

to the vertical ducts. However, as shown the C-scan at the depth of the horizontal duct in 

Figure 7.10c, the clarity of the duct is not continuous along the scanning path, and there 

are regions of scatter and regions of little indication along the length of the duct. 

Comparing the C-scans of the vertical duct in Figure 7.7c and horizontal duct in 

Figure 7.10c, the greater intensity of the horizontal duct is apparent and is likely due to 

the shallower depth of the duct. However, there are also more noticeable indications 

around the horizontal duct than there are around the vertical duct. This may also be due to 

the shallower depth of the C-scan for the horizontal duct, for which signals reflected from 

nearby components will have greater amplitude than signals reflected from the depth of 

the vertical ducts. 

The results in Figure 7.9 and Figure 7.10 again indicate that the MIRA tomograph 

is capable of resolving the components embedded in the mock-up concrete. Furthermore, 

no indication of extensive laminar cracking was identified, though minor cracking near 

the edge of the ducts may be present in areas of scattered indications. 
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Figure 7.9: MIRA tomograms along horizontal duct; (a) plan view with D-scan, (b) side 

elevation with B-scan, and (c) front elevation with full-depth C-scan 
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Figure 7.10: MIRA tomograms along horizontal duct; (a) plan view with D-scan, (b) side 

elevation with B-scan, and (c) front elevation with C-scan at depth of horizontal ducts 
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7.4 Conclusions 

The appreciable correlation between the tomograms presented in this chapter and 

the mock-up geometry indicate that the MIRA ultrasonic shear-wave tomograph is an 

effective means of obtaining NDE data for mass concrete structures, even when multiple 

layers of rebar and ducts are present within 380 mm (15 in.) of the surface. Clear 

indications for rebar and post-tensioning ducts were identified in each case, with the 

diameters of the objects ranging from 25 to 127 mm (1 to 5 in.) and the depths of the 

objects ranging from 51 to 381 mm (2 to 15 in.). 

The clear indications for the vertical post-tensioning ducts signify the lack of 

extensive laminar cracking in the plane of the horizontal ducts. However, greater scatter 

around the indications for the horizontal ducts than for the deeper vertical ducts suggests 

that there may be cracking or some other degradation along the horizontal ducts. 
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CHAPTER 8 

CONCLUSIONS AND RECOMMENDATIONS 

8.1 Conclusions 

A review of mass concrete definitions and classifications in the literature 

established that the CR3 PCC met many of the criteria for consideration of mass concrete 

effects with regard to the influence of high temperatures in the behavior of the concrete. 

The results of thermal stress analysis of the mock-ups indicated that early-age thermal 

cracking did not occur due to limited temperature differences between the interior and 

surface of the concrete. However, concrete temperatures exceeding 70 °C (158 °F) in the 

first mock-up make the concrete susceptible to delayed ettringite formation and 

accompanied durability issues in the future that could limit long-term structural integrity. 

Furthermore, the high concrete temperatures during the first several days of 

curing were shown result in decreased values of mechanical properties after 7 to 10 days. 

In particular, the reduction in splitting tensile strength due to high concrete curing 

temperatures increases the tensile cracking risk of the concrete. Therefore, the influence 

of mass concrete thermal effects on PCCs should be accounted for in the design and 

analysis of the structures to ensure that representative mechanical property values are 

utilized. 

The compressive strength of match-cured specimens was found to be 

approximately 90% of the compressive strength of the fog-cured specimens at the same 

equivalent age. This suggests that the compressive strength of the in-place concrete can 

be estimated without match-cured specimens by using compressive strength tests of fog-

cured specimens and the equivalent age of the in-place concrete, which can be 
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determined with the temperature history of the in-place concrete and the activation 

energy of the cement paste. 

The relationship between the splitting tensile strength and the compressive 

strength of the concrete was found to be consistent between the fog-cured and match-

cured specimens. Therefore, the splitting tensile strength of match-cured concrete can be 

estimated using the relationship between splitting tensile strength and compressive 

strength of fog-cured specimens of the same concrete. Furthermore, if the 90% 

relationship is utilized to estimate the compressive strength of the match-cured concrete, 

the tensile strength of the match-cured concrete can be estimated without conducting any 

tests on match-cured specimens. 

Finite element analysis of the mock-up under post-tensioning loads showed that 

tensile stresses exceeded the splitting tensile strength by up to 98% in the plane of the 

horizontal ducts. As a result, cracks are expected in the mock-ups near the corners where 

the horizontal and vertical ducts overlap, and tensile creep under sustained post-

tensioning loads may contribute to propagation of the cracks farther along the ducts. 

However, low tensile and compressive stresses in the regions away from the ducts in the 

mock-up limited the potential for tensile cracking to extend through the entire plane of 

the ducts. 

When increased post-tensioning loads representative of the CR3 PCC were 

analyzed, the regions of anticipated cracking extended farther from the ducts, but the 

remote areas still had low tensile and compressive stresses that would likely limit crack 

propagation. However, the contribution of radial tensile stresses due to the 

circumferential tendons in the CR3 PCC would exacerbate the tensile stresses due to the 

biaxial loading and potentially lead to cracking throughout the plane of the ducts. 

The general stress behavior of the mock-up was largely governed by the post-

tensioning loads rather than the thermal stresses and curing history. Though the cracking 

risk is higher when accounting for the curing history, the influence of thermal stresses 
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was limited to the maximum stress concentrations since the stress profiles in the 

corresponding cured and non-cured cases were otherwise comparable. The primary 

source of the tensile stresses under the biaxial post-tensioning loads was the flattening of 

the circular ducts. 

Adjusting the concrete mix design to develop greater splitting tensile strength 

would be an effective means of reducing the cracking risk in PCCs. For applications 

using limerock aggregate, a simple approach would be the use of a stronger aggregate, 

such as crushed granite, to improve the tensile strength and, thereby, reduce the cracking 

risk in the plane of the horizontal ducts. 

If adding radial reinforcement is selected as a design or rehabilitation approach 

for PCCs, the optimal placement of the radial or transverse reinforcement would be along 

the ducts, particularly near the overlapping of the vertical and horizontal ducts, where 

tensile stresses are greatest. Any reinforcement away from the ducts would not be 

engaged in tension until significant deformation occurred near the ducts. 

The MIRA ultrasonic shear-wave tomograph is an effective means of obtaining 

NDE data for mass concrete structures, even when multiple layers of rebar and ducts are 

present near the surface. No indications of extensive laminar cracking in the plane of the 

horizontal ducts were identified, consistent with the strains measured in the mock-up and 

the stresses determined by finite element analysis. However, scatter around the 

indications for the horizontal ducts suggests that cracking may have initiated along the 

ducts, consistent with the stresses determined along the ducts in the finite element 

models. 

Based on the findings in this work, cracking is expected to have been initiated in 

the plane of the circumferential ducts prior to detensioning of the CR3 PCC for the steam 

generator replacement opening in 2009, and the detensioning process may have 

exacerbated the pre-existing condition. 
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8.2 Recommendations 

Though the 90% relationship between the compressive strength of match-cured 

and fog-cured specimens at matching equivalent ages likely varies based on the 

temperature history of the concrete, structures comparable to the CR3 CPC would likely 

have similar concrete temperature histories, and the relationship may be valid. In the 

absence of other data, this relationship is recommended for predicting match-cured and 

in-place compressive strength values based on fog-cured results. The determination of the 

equivalent age requires the temperature history of the concrete and the apparent 

activation energy of the cement paste. Rather than experimentally testing for the apparent 

activation energy, the literature models (Schindler, 2004; Riding et al., 2011) based on 

the cement composition and fineness are recommended for estimation of the apparent 

activation energy. 

Since the measured tensile strengths of the mock-up concrete were greater than 

those predicted by the power law relationships recommended in the literature, using the 

ACI 318 model or other comparable power law models is recommended for obtaining a 

conservative estimate of the tensile strength in the absence of experimental data for 

concrete similar to that used in the CR3 PCC. Since the ACI 318 equation for modulus of 

elasticity provided reasonable predictions of the experimental results with respect to 

equivalent age, the ACI 318 relationship was recommended for use, particularly in the 

absence of modulus of elasticity data. Additionally, since most thermal properties of 

concrete are heavily influenced by the coarse aggregate, identifying thermal property 

values for concretes containing the same or similar aggregates may be the most effective 

means of predicting the thermal properties. 

If utilizing transverse or radial reinforcement for biaxially or circumferentially 

post-tensioned structures similar to PCCs, reinforcing the corners where the ducts overlap 

is the most important consideration, followed by providing reinforcement along the ducts. 

Aside from the addition of transverse reinforcement, increasing the tensile strength of the 
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concrete provides the optimum increase in cracking resistance. The selection of an 

appropriate aggregate with sufficient strength is recommended. Weak, highly porous, or 

friable aggregate may not be capable of arresting crack propagation and may result in the 

concrete being susceptible to extensive cracking. Aggregates comparable to crushed 

granite are recommended for use. 

8.3 Future Research 

 

The relationship between the compressive strength of match-cured and fog-cured 

specimens at matching equivalent ages should be investigated with different curing 

histories to determine if a consistent relationship can be identified. Additionally, the 

relationship should be investigated for other concrete mixes with the same curing history 

to determine the influence of the materials on the development of the mechanical 

properties. 

Nonlinear fracture mechanics analysis should be conducted on the models of the 

mock-up in order to more accurately predict the cracking behavior of the concrete under 

biaxial post-tensioning loads. The creep parameters of the CR3 PCC concrete should also 

be determined so that the influence of tensile creep can be accounted for. These factors 

may indicate greater potential for cracking than determined by the present analysis. The 

parameter study should also be extended to account for coupled scenarios of multiple 

parameters, such as decreasing duct diameter and increasing duct spacing. 

Once a model with nonlinear fracture mechanics analysis has been developed, the 

geometry of the model should be adjusted to a curved form representative of the 

cylindrical CR3 PCC. This will allow incorporation of the significant radial tensile 

stresses that are generated by the circumferential tendons and that contribute to 

delaminations in PCCs. 
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Finally, subsequent scans of the mock-ups should be conducted during extended 

loadings in order to see if any of the indications vary over time, which could be indicative 

of crack propagation or creep. This monitoring will also provide useful information about 

the reproducibility of the tomograms and the ability to monitor mass concrete structures 

over time. 
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APPENDIX A 

CALCULATIONS AND DERIVATIONS 

 
 

The following sections provide detailed calculations or derivations of values and 

models used in the previous chapters. 

A.1 Volume-to-Surface Area Ratio of Typical CR3 PCC Pour 

This section provides the calculations for the volume-to-surface area ratio (V/SA) 

of a typical CR3 PCC bay concrete pour, the majority of which were 3 m (10 ft) high and 

nominally 6 m (20 ft) long (Progress Energy, 2009). 
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A.2 Datum Temperature for Nurse-Saul Maturity Function 

As discussed in Section 2.6.4, various datum temperature values have been 

proposed for use in the Nurse-Saul maturity function, and ASTM C1074 provides a 

method of experimentally determining the appropriate datum temperature of a mortar. 

The influence of the selected datum temperature on the resulting temperature-time factor 

is discussed in this section. For concrete with temperature history Tc(t), the Nurse-Saul 

temperature-time factor can be expressed as follows for constant datum temperature T0. 

 

𝑀(𝑡) = ∫ (𝑇𝑐 − 𝑇𝑜)𝑑𝑡
𝑡

0

= ∫ 𝑇𝑐𝑑𝑡
𝑡

0

− 𝑡 ∙ 𝑇0 
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For the same temperature history Tc(t), the temperature-time factor can be 

expressed as follows for any other constant datum temperature T0 + TΔ. 

 

𝑀∆(𝑡) = ∫ [𝑇𝑐 − (𝑇0 + 𝑇∆)]𝑑𝑡
𝑡

0

= ∫ 𝑇𝑐𝑑𝑡
𝑡

0

− 𝑡(𝑇0 + 𝑇∆) 

 

The difference in maturity determined by using the two datum temperatures is as 

follows. 

 

𝑀∆(𝑡) − 𝑀(𝑡) = −𝑡 ∙ 𝑇∆ 
 

Since the maturity functions begin at time t = 0 with maturity M(0) = 0, changing 

the datum temperature T0 by a value of TΔ results in a constant change in slope of the 

maturity index of negative TΔ. The Arrhenius equivalent age maturity function was also 

used to model the maturity of the mock-up concrete, and normalizing the Nurse-Saul 

temperature-time factors so that the maturity indices for the Fog specimens are collinear 

results in the elimination of the TΔ influence on the slope. Therefore, the selection of the 

datum temperature is insignificant as used in the present work for comparison of 

isothermally cured and match-cured maturities alongside the Arrhenius equivalent age 

maturity function. 

A.3 Model for Specific Heat Capacity of Mock-Up Concrete 

In this section, a model is developed for the specific heat capacity of the mock-up 

concrete as a function of degree of hydration and temperature based on the model 

developed by van Breugel (1980) and the temperature-dependent specific heat capacity 

results for the mock-up cement and aggregates as determined in Section 4.4.7. 
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A.4 Balance Line and Depth of Thermal Stress Block 

In this section, the temperature corresponding to the balance line for thermal 

stresses and the depth of the thermal stress block are calculated for the temperature 

profile shown in Figure 23 in Section 3.4.4. 
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APPENDIX B 

PROPERTIES OF HARDENED CONCRETE, COMPLETE 

RESULTS 

 
 

 

Whereas results were summarized for presentation in previous chapters, the 

complete results are provided in the following sections. Additionally, one-way analysis of 

variance (ANOVA) of the mechanical property results is discussed. 

B.1 Percent Absorption, Density, and Percent Permeable Voids 

Error! Reference source not found. presents the percent absorption, density, 

and percent permeable voids results for the second mock-up concrete as determined in 

accordance with ASTM C642-13 (2013). 
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B.2 Mechanical Properties 

Results of the tests for compressive strength, splitting tensile strength, modulus of 

elasticity, and Poisson’s ratio are presented in this section. Four series of ANOVA were 

conducted on the experimental results for each of the four tested mechanical properties of 

the mock-up concrete. A significance level of α = 0.05 was used for all analysis. The null 

hypotheses were tested in the order listed below, and if a given null hypothesis could not 

be rejected according to the significance level, the tested sets of data were combined for 

subsequent analyses. 

1. For each mock-up and curing condition and at each age, the mean value of the 

given property of the concrete from the two trucks was the same. 

2. For each mock-up and at each age, the mean value of the given property for the 

Ext and Int curing conditions was the same. 

3. For each curing condition and at each age, the mean value of the given property 

for the two mock-ups was the same. 

4. For the Ext and Int curing conditions, the mean value of the given property was 

the same at all ages. 

If a p-value was less than α = 0.05, the result was considered statistically 

significant and the corresponding null hypothesis was rejected. If a p-value was greater 

than α = 0.05, the result was not considered statistically significant and the corresponding 

null hypothesis was not rejected. 

Compressive strength results for the first mock-up are shown in Error! 

Reference source not found., Error! Reference source not found., and Figure B.1, and 

results for the second mock-up are shown in Table B.1, Table B.2, and Figure B.2. 

Results of ANOVA between the two mock-ups are presented in Table B.3. The first null 

hypothesis could not be rejected at any age or curing condition for the first mock-up but 
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was rejected at all three ages for the Fog curing condition for the second mock-up. 

Therefore, the results from each truck for the first mock-up were combined for further 

analysis, but the Fog results from the two trucks for the second mock-up were not 

combined. The second null hypothesis could not be rejected at any age for the second 

mock-up and could only be rejected at two of the seven testing ages for the first mock-up. 

These results suggest that the compressive strength values for the Ext and Int concrete 

were generally not statistically distinct, so the sets of data for the Ext and Int concrete 

were combined for further analysis. The third null hypothesis was rejected at all five 

testing ages, indicating that the compressive strength values for the two mock-ups were 

statistically distinct. Therefore, the results for the two mock-ups were analyzed 

separately. With a p-value of 0.000 for both mock-ups, the fourth null hypothesis was 

rejected, indicating that the compressive strength was not constant with respect to time 

for either mock-up. Therefore, the compressive strength development of the concrete for 

the two mock-ups was modeled based on the combined Ext and Int results. 

Splitting tensile strength results for the first mock-up are shown in Error! 

Reference source not found., Error! Reference source not found., and Figure B.3, and 

results for the second mock-up are shown in Table B.4, Table B.5, and Figure B.4. 

Results of ANOVA between the two mock-ups are presented in Table B.6. The first null 

hypothesis could not be rejected at any age for any curing condition for either mock-up, 

so the sets of data from the two trucks were combined for further analysis. The second 

null hypothesis could only be rejected at two of the six testing ages for the first mock-up 

and one of the five testing ages for the second mock-up. These results suggest that the 

splitting tensile strength values for the Ext and Int concrete were generally not 

statistically distinct, so the sets of data for the Ext and Int concrete were combined for 

further analysis. The third null hypothesis was rejected at all five testing ages, indicating 

that the splitting tensile strength values for the two mock-ups were statistically distinct. 
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Therefore, the results for the two mock-ups were analyzed separately. With a p-value of 

0.000 for both mock-ups, the fourth null hypothesis was rejected, indicating that the 

splitting tensile strength was not constant with respect to time for either mock-up. 

Therefore, the splitting tensile strength of the concrete for the two mock-ups was 

modelled based on the combined Ext and Int results. 

Modulus of elasticity results are for the first mock-up are shown in Error! 

Reference source not found., Error! Reference source not found., and Figure B.5, and 

results for the second mock-up are shown in Table B.7, Table B.8, and Figure B.6. 

Results of ANOVA between the two mock-ups are presented in Table B.9. The first null 

hypothesis could not be rejected at any age for any curing condition for either mock-up, 

so the sets of data from the two trucks were combined for further analysis. The second 

null hypothesis could not be rejected at any age for the second mock-up and could only 

be rejected for two of the seven testing ages for the first mock-up. These results suggest 

that the modulus of elasticity values for the Ext and Int concrete were generally not 

statistically distinct, so the sets of data for the Ext and Int concrete were combined for 

further analysis. The third null hypothesis was rejected for four of the five testing ages, 

indicating that the modulus of elasticity values for the two mock-ups were generally 

statistically distinct. Therefore, the results for the two mock-ups were analyzed 

separately. With a p-value of 0.250 for the first mock-up, the fourth null hypothesis could 

not be rejected, indicating that the modulus of elasticity was not statistically unique at 

any age for the first mock-up. Therefore, the modulus of elasticity for the first mock-up 

concrete was taken to be a constant value equal to the average value measured for Ext 

and Int specimens at all tested ages: 24.5 GPa (3,555 ksi). In contrast, with a p-value of 

0.002 for the second mock-up, the fourth null hypothesis was rejected, indicating that the 

modulus of elasticity was not constant with respect to time for the second mock-up. 
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Therefore, the modulus of elasticity of the concrete for the second mock-up modelled 

based on the combined Ext and Int results. 

Poisson’s ratio results for the first mock-up are shown in Error! Reference 

source not found., Error! Reference source not found., and Figure B.7, and results for 

the second mock-up are shown in Table B.10, Table B.11, and Figure B.8. Results of 

ANOVA between the two mock-ups are presented in Table B.12. The first null 

hypothesis could not be rejected at any age for any curing condition for either mock-up, 

so the sets of data from the two trucks were combined for further analysis. The second 

null hypothesis could not be rejected at any age for the first mock-up and could only be 

rejected for one of the five testing ages for the second mock-up. These results suggest 

that the Poisson’s ratio values for the Ext and Int concrete were generally not statistically 

distinct, so the sets of data for the Ext and Int concrete were combined for further 

analysis. The third null hypothesis could not be rejected at any age, indicating that the 

Poisson’s ratio values for the two mock-ups were not statistically distinct, so the sets of 

data for the two mock-ups were combined for further analysis. With a p-value of 0.126, 

the fourth null hypothesis could not be rejected, indicating that the Poisson’s ratio was 

not statistically unique at any age. Therefore, the Poisson’s ratio for all concrete was 

taken to be a constant value equal to the average value measured for all concrete at all 

tested ages: 0.20. 
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Table B.1: Compressive strength and ANOVA results for concrete from the second 

mock-up 

Batch ID Truck Specimen 
Compressive Strength (MPa) 

1-day 3-day 7-day 28-day 90-day 

II-Fog 

1 

1 14.9 23.9 36.2 45.0 48.6 

2 18.1 22.9 37.5 47.6 47.2 

3 18.2 27.8 36.5 45.8 48.4 

4 17.4 27.8 39.2 47.7 47.6 

Average 17.1 25.6 37.4 46.5 47.9 

Std. Dev. 1.5 2.6 1.4 1.4 0.7 

2 

1 - - 30.7 41.4 43.6 

2 - - 28.8 42.2 45.9 

3 - - 31.3 42.0 43.0 

4 - - 30.1 41.8 46.7 

Average - - 30.2 41.9 44.8 

Std. Dev. - - 1.1 0.3 1.8 

Total 

Average 17.1 25.6 33.8 44.2 46.9 

Std. Dev. 1.5 2.6 4.0 2.7 1.7 

p-value* - - 0.000 0.001 0.017 

II-Ext 1 

1 26.1 26.9 40.5 42.2 43.0 

2 20.2 32.8 41.2 41.7 41.6 

3 21.3 29.4 41.3 40.1 41.4 

4 29.5 30.9 42.5 41.2 39.9 

Average 24.3 30.0 41.4 41.3 41.5 

Std. Dev. 4.3 2.5 0.8 0.9 1.2 

II-Int 1 

1 28.0 34.5 40.3 42.2 41.4 

2 27.0 26.6 40.6 40.3 45.4 

3 26.4 35.4 40.7 38.7 44.6 

4 27.6 28.2 39.3 36.8 43.9 

Average 27.2 31.2 40.2 39.5 43.8 

Std. Dev. 0.7 4.4 0.6 2.3 1.7 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and curing condition and at each age, the mean value of the 

compressive strength of the concrete from the two trucks was the same 
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Table B.2: ANOVA results at each age for compressive strength of Ext and Int specimens 

from second mock-up 

Specimen 

1-Day 3-Day 7-Day 28-Day 90-Day 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

1 3782 4062 3907 5005 5877 5845 6127 6127 6231 6008 

2 2934 3915 4759 3852 5976 5889 6048 5849 6040 6581 

3 3094 3826 4257 5129 5992 5901 5809 5610 6008 6470 

4 4278 3998 4480 4090 6167 5698 5968 5332 5793 6362 

p-value* 0.224 0.664 0.067 0.207 0.070 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and at each age, the mean value of compressive strength for the 

Ext and Int curing conditions was the same 

 

Table B.3: ANOVA results for compressive strength of specimens from both mock-ups 

Curing 
p-value* 

2-Day 3-Day 7-Day 28-Day 90-Day 

Fog 0.012 0.444 0.011 0.000 0.005 

Ext/Int 0.002 0.024 0.000 0.000 0.000 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each curing condition and at each age, the mean value of compressive strength 

for the two mock-ups was the same 
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Figure B.1: Compressive strength results for first mock-up sorted by truck and curing 

condition 

 

 

 
Figure B.2: Compressive strength results for second mock-up 
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Table B.4: Splitting tensile strength and ANOVA results for concrete from the second 

mock-up 

Batch 

ID 
Truck Specimen 

Splitting Tensile Strength (psi) 

1-day 3-day 7-day 28-day 90-day 

II-Fog 

1 

1 448 583 603 509 584 

2 466 591 504 541 625 

3 456 539 505 623 610 

4 454 505 621 573 582 

Average 456 555 558 562 600 

Std. Dev. 7 40 62 48 21 

2 

1 - - 592 463 625 

2 - - 501 513 559 

3 - - 515 583 649 

4 - - 498 531 543 

Average - - 527 522 594 

Std. Dev. - - 44 50 51 

Total 

Average 456 555 542 542 597 

Std. Dev. 7 40 53 50 36 

p-value* - - 0.439 0.303 0.828 

II-Ext 1 

1 512 577 642 687 581 

2 537 609 586 635 550 

3 525 588 643 631 583 

4 507 561 596 619 590 

Average 520 584 616 643 576 

Std. Dev. 13 20 30 30 18 

II-Int 1 

1 519 690 669 702 611 

2 508 621 649 684 584 

3 535 639 545 597 621 

4 529 613 591 575 517 

Average 523 641 613 640 583 

Std. Dev. 12 35 56 63 47 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and curing condition and at each age, the mean value of the 

splitting tensile strength of the concrete from the two trucks was the same 
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Table B.5: ANOVA results at each age for splitting tensile strength of Ext and Int 

specimens from second mock-up 

Specime

n 

1-Day 3-Day 7-Day 28-Day 90-Day 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

II-

Ext 
II-Int 

1 512 519 577 690 642 669 687 702 581 611 

2 537 508 609 621 586 649 635 684 550 584 

3 525 535 588 639 643 545 631 597 583 621 

4 507 529 561 613 596 591 619 575 590 517 

p-value* 0.790 0.030 0.929 0.929 0.782 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and at each age, the mean value of splitting tensile strength for the 

Ext and Int curing conditions was the same 

 

Table B.6: ANOVA results for splitting tensile strength of specimens from both mock-

ups 

Curing 
p-value* 

1-Day 3-Day 7-Day 28-Day 90-Day 

Fog 0.002 0.002 0.224 0.470 0.000 

Ext/Int 0.000 0.000 0.000 0.000 0.614 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each curing condition and at each age, the mean value of splitting tensile strength 

for the two mock-ups was the same  
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Figure B.3: Splitting tensile strength results for first mock-up sorted by truck and curing 

condition 

 

 
Figure B.4: Splitting tensile strength results for second mock-up sorted by truck and 

curing condition 
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Table B.7: Modulus of elasticity and ANOVA results for concrete from the second mock-

up 

Batch 

ID 
Truck Specimen 

Modulus of Elasticity (ksi) 

2-day 3-day 7-day 28-day 90-day 

II-Fog 

1 

1 3,806 4,186 4,869 3,993 4,675 

2 3,700 4,384 3,578 4,924 5,075 

3 4,282 3,634 4,242 4,733 4,764 

Average 3,929 4,068 4,229 4,550 4,838 

Std. Dev. 310 389 646 492 210 

2 

1 - - 4,015 4,913 4,326 

2 - - 3,637 4,232 4,732 

3 - - 3,471 4,939 4,277 

Average - - 3,707 4,695 4,445 

Std. Dev. - - 279 401 250 

Total 

Average 3,929 4,068 3,968 4,622 4,641 

Std. Dev. 310 389 529 409 298 

p-value* - - 0.268 0.714 0.105 

II-Ext 1 

1 4,065 3,955 4,106 4,612 4,380 

2 3,729 4,290 3,480 4,582 4,568 

3 4,224 4,473 3,540 4,443 4,515 

Average 4,006 4,240 3,709 4,546 4,488 

Std. Dev. 253 263 345 90 97 

II-Int 1 

1 4,014 4,063 3,719 4,384 4,362 

2 3,822 4,374 4,333 3,808 4,384 

3 4,238 4,537 3,624 3,922 4,364 

Average 4,025 4,325 3,892 4,038 4,370 

Std. Dev. 208 241 385 305 12 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and curing condition and at each age, the mean value of the 

modulus of elasticity of the concrete from the two trucks was the same 
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Table B.8: ANOVA results at each age for modulus of elasticity of Ext and Int specimens 

from second mock-up 

Specimen 
2-Day 3-Day 7-Day 28-Day 90-Day 

II-Ext II-Int II-Ext II-Int II-Ext II-Int II-Ext II-Int II-Ext II-Int 

1 4,065 4,014 3,955 4,063 4,106 3,719 4,612 4,384 4,380 4,362 

2 3,729 3,822 4,290 4,374 3,480 4,333 4,582 3,808 4,568 4,384 

3 4,224 4,238 4,473 4,537 3,540 3,624 4,443 3,922 4,515 4,364 

p-value* 0.924 0.700 0.573 0.051 0.106 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and at each age, the mean value of modulus of elasticity for the 

Ext and Int curing conditions was the same 

 

Table B.9: ANOVA results for modulus of elasticity of specimens from both mock-ups 

Curing 
p-value* 

2-Day 3-Day 7-Day 28-Day 90-Day 

Fog 0.005 0.156 0.208 0.020 0.250 

Ext/Int 0.002 0.000 0.115 0.000 0.000 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each curing condition and at each age, the mean value of modulus of elasticity 

for the two mock-ups was the same 
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Figure B.5: Modulus of elasticity results for first mock-up sorted by truck and curing 

condition 

 

 
Figure B.6: Modulus of elasticity results for second mock-up sorted by truck and curing 

condition 
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Table B.10: Poisson’s ratio and ANOVA results for concrete from the second mock-up 

Batch 

ID 
Truck Specimen 

Poisson's Ratio 

2-day 3-day 7-day 28-day 90-day 

II-Fog 

1 

1 0.17 0.21 0.24 0.19 0.18 

2 0.22 0.23 0.17 0.24 0.24 

3 0.21 0.18 0.23 0.19 0.23 

Average 0.20 0.21 0.21 0.21 0.22 

Std. Dev. 0.03 0.03 0.04 0.03 0.03 

2 

1 - - 0.23 0.25 0.22 

2 - - 0.19 0.18 0.25 

3 - - 0.19 0.23 0.21 

Average - - 0.20 0.22 0.23 

Std. Dev. - - 0.02 0.03 0.02 

Total 

Average 0.20 0.21 0.21 0.21 0.22 

Std. Dev. 0.03 0.03 0.03 0.03 0.02 

p-value* - - 0.740 0.595 0.64 

II-Ext-

1 
1 

1 0.18 0.17 0.23 0.21 0.21 

2 0.17 0.22 0.16 0.23 0.21 

3 0.22 0.20 0.18 0.23 0.21 

Average 0.19 0.20 0.19 0.23 0.21 

Std. Dev. 0.03 0.03 0.03 0.01 0.00 

II-Int-

1 
1 

1 0.19 0.18 0.20 0.19 0.19 

2 0.17 0.21 0.20 0.20 0.21 

3 0.20 0.24 0.18 0.17 0.21 

Average 0.19 0.21 0.19 0.18 0.20 

Std. Dev. 0.01 0.03 0.01 0.02 0.01 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and curing condition and at each age, the mean value of the 

Poisson’s ratio of the concrete from the two trucks was the same 
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Table B.11: ANOVA results at each age for Poisson’s ratio of Ext and Int specimens 

from second mock-up 

Specimen 
2-Day 3-Day 7-Day 28-Day 90-Day 

II-Ext II-Int II-Ext II-Int II-Ext II-Int II-Ext II-Int II-Ext II-Int 

1 0.18 0.19 0.17 0.18 0.23 0.20 0.21 0.19 0.21 0.19 

2 0.17 0.17 0.22 0.21 0.16 0.20 0.23 0.20 0.21 0.21 

3 0.22 0.20 0.20 0.24 0.18 0.18 0.23 0.17 0.21 0.21 

p-value* 0.941 0.662 0.987 0.020 0.241 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each mock-up and at each age, the mean value of Poisson’s ratio for the Ext and 

Int curing conditions was the same 

 

Table B.12: ANOVA results for Poisson’s ratio of specimens from both mock-ups 

Curing 
p-value* 

2-Day 3-Day 7-Day 28-Day 90-Day 

Fog 0.003 0.493 0.302 0.690 0.737 

Ext/Int 0.155 0.763 0.180 0.072 0.617 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that, for each curing condition and at each age, the mean value of Poisson’s ratio for the 

two mock-ups was the same 
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Figure B.7: Poisson’s ratio results for first mock-up sorted by truck and curing condition 

 

 
Figure B.8: Poisson’s ratio results for second mock-up sorted by truck and curing 

condition 
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B.3 Thermal Properties 

 

 Results of the tests for thermal diffusivity and CTE for the first mock-up 

concrete are presented in this section. Thermal diffusivity results are shown in Table 

B.13, and CTE results are shown in Error! Reference source not found. as determined 

according to CRD-C 29-81 (Army Corps of Engineers, 1981). 

Table B.13: Thermal diffusivity results (1 m2/s = 38,750 ft2/hr) 

Truck Specimen 

Thermal Diffusivity, κ (m2/s × 10-6) 

1-day 2-day 3-day 7-day 
10-

day 

14-

day 

28-

day 

56-

day 

90-

day 

1 

1 0.738 - 0.721 - 0.760 0.728 0.754 0.705 - 

2 0.737 - 0.717 - 0.753 0.747 0.771 0.773 - 

3 0.734 - 0.753 - 0.740 0.736 0.769 0.766 - 

Average 0.736 - 0.730 - 0.751 0.737 0.764 0.748 - 

Std. Dev. 0.002 - 0.020 - 0.010 0.010 0.009 0.037 - 

2 

1 - 0.712 - 0.696 0.751 0.783 0.783 - 0.788 

2 - 0.736 - 0.726 0.764 0.710 0.796 0.778 0.773 

3 - 0.688 - 0.740 - 0.734 0.752 0.751 - 

Average - 0.712 - 0.721 0.758 0.742 0.777 0.765 0.780 

Std. Dev. - 0.024 - 0.022 0.009 0.037 0.022 0.019 0.010 

Total 

Average 0.736 0.712 0.730 0.721 0.754 0.740 0.771 0.755 0.780 

Std. Dev. 0.002 0.024 0.020 0.022 0.009 0.024 0.017 0.029 0.010 

p-value* - - - - 0.507 0.817 0.420 0.608 - 

* p-value for one-way ANOVA with significance level α = 0.05 and the null hypothesis 

that the concrete from the two trucks is the same 
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APPENDIX C 

POST-TENSIONING SEQUENCE 

 

 

 

This section details the post-tensioning sequence of the two mock-ups. Table C.1 

provides the dates and ages of each mock-up at each stage of post-tensioning, and Figure 

C.1 shows the tensioning and detensioning sequences. Table C.2 and Table C.3 detail the 

timing of the post-tensioning operations for the first and second mock-ups, respectively. 

Table C.1: Dates and ages of mock-up construction and testing 

1st Mock-Up 2nd Mock-Up 

Task Date 
Age 

(days) 
Task Date 

Age 

(days) 

Main Block 5/13/2014 0 Main Block 3/11/2015 0 

SCC Repair 10/10/2014 150 - - - 

Top Block 10/31/2014 171 Secondary 4/15/2015 35 

PT-Vertical 1/7/2015 239 PT-Vertical 5/19/2015 69 

PT-Horizontal 1/9/2015 241 PT-Horizontal 5/21/2015 71 

Detension 1/10/2015 242 Detension 5/29/2015 79 
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Figure C.1: Identification of post-tensioning rods and post-tensioning and detensioning 

sequences 
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Table C.2: Post-tensioning sequence for first mock-up 

Step Description Time Date  Step Description Time Date 

➀ 
V2 – Begin Jacking 13:34:30 

1/7 

 
❶ 

V2 – Lift-Off 8:07:00 

1/10 

V2 – Transfer 14:07:30  V2 – Detensioned 8:17:00 

➁ 
V1 – Begin Jacking 14:58:00  

❷ 
H4 – Lift-Off 8:47:56 

V1 – Transfer 15:16:30  H4 – Detensioned 8:54:56 

➂ 
V3 – Begin Jacking 15:57:00  

❸ 
H3 – Lift-Off 9:04:46 

V3 – Transfer  16:14:00  H3 – Detensioned 9:11:56 

 

H4 – Begin Jacking 9:32:00 

1/8 

 

❹ 

V1 – Lift-Off 9:40:30 

H4 @ 405 kips 9:38:30  Cycling V1  

H4 – Detensioned 9:42:30  V1 – Detensioned 10:55:00 

H4 – Begin Jacking 9:46:00  
❺ 

V3 – Lift-Off 11:12:30 

H4 @ 540 kips 9:57:00  V3 – Detensioned 11:17:00 

H4 – Detensioned 10:07:00  
❻ 

H2 – Lift-Off 11:37:56 

H3 – Begin Jacking 10:49:00  H2 – Detensioned 11:43:36 

H3 @ 270 kips 10:52:30  
❼ 

H5 – Lift-Off 11:52:36 

H3 – Detensioned 10:55:30  H5 – Detensioned 11:55:26 

➃ 
H4 – Begin Jacking 17:08:10 

1/9 

 
❽ 

H6 – Lift-Off 12:03:46 

H4 – Transfer 17:25:00  H6 – Detensioned 12:06:06 

➄ 
H1 – Begin Jacking 17:49:30  

❾ 
H1 – Lift-Off 12:15:56 

H1 – Transfer 18:03:50  H1 – Detensioned 12:19:16 

➅ 
H5 – Begin Jacking 18:22:30      

H5 – Transfer 18:37:40      

➆ 
H3 – Begin Jacking 18:54:00      

H3 – Transfer 19:07:30      

➇ 
H6 – Begin Jacking 19:21:10      

H6 – Transfer 19:36:00      

➈ 
H2 – Begin Jacking 19:49:00      

H2 – Transfer 20:00:40      
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Table C.3: Post-tensioning sequence for second mock-up 

Step Description Time Date  Step Description Time Date 

➀ 
V2 – Begin Jacking 10:15:00 

5/19 

 
❶ 

V2 – Lift-Off 9:54:00 

5/29 

V2 – Transfer 10:38:00  V2 – Detensioned 10:06:30 

➁ 
V1 – Begin Jacking 10:55:30  

❷ 
H4 – Lift-Off 10:43:30 

V1 – Transfer 11:13:00  H4 – Detensioned 10:49:30 

➂ 
V3 – Begin Jacking 11:30:30  

❸ 
H3 – Lift-Off 11:12:30 

V3 – Transfer  11:47:30  H3 – Detensioned 11:16:00 

➃ 
H4 – Begin Jacking 15:37:30 

5/21 

 
❹ 

V1 – Lift-Off 12:18:30 

H4 – Transfer 15:54:30  V1 – Detensioned 12:24:00 

➄ 
H1 – Begin Jacking 16:43:00  

❺ 
V3 – Lift-Off 12:54:30 

H1 – Transfer 16:56:30  V3 – Detensioned 12:56:30 

➅ 
H5 – Begin Jacking 17:06:30  

❻ 
H2 – Lift-Off 14:01:30 

H5 – Transfer 17:17:00  H2 – Detensioned 14:05:30 

➆ 
H3 – Begin Jacking 17:28:00  

❼ 
H5 – Lift-Off 14:14:30 

H3 – Transfer 17:39:30  H5 – Detensioned 14:20:00 

➇ 
H6 – Begin Jacking 17:50:00  

❽ 
H6 – Lift-Off 14:31:00 

H6 – Transfer 18:02:00  H6 – Detensioned 14:36:00 

➈ 
H2 – Begin Jacking 18:14:30  

❾ 
H1 – Lift-Off 14:49:00 

H2 – Transfer 18:26:30  H1 – Detensioned 14:52:30 
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