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ABSTRACT 

The primary purpose of this study has been to investigate the 

extent to which -- and the manner in which -- automatic economic dis-

patching and other basic functions of power system control and operation 

may be performed by electronic analog and/or digital computer methods, 

and to review the feasibility of the conceptual techniques currently avail-

able or presently envisioned for such applications. In fulfilling this pur-

pose, this study presents -- in effect -- a comprehensive survey of 

what has been done in the general field of computerized power system 

control, of why this was done, of what is currently being done, and of 

what is believed will ultimately be done. 

For the purposes of this study, power system control has been 

taken to embrace the operation and control of both the power systems 

themselves and the generating stations within these systems. However, 

as a matter of choice, attention has been focused principally on opera-

tion and control in a system-wide sense, while central station control 

and operation has been touched upon only briefly. 

In recent years, the effects of the continuing growth of the elec-

tric power industry have centered great interest on the benefits to be 

derived from the computerization of many power system control func-

tions. Concurrently, the important advances made in the new field of 

computer technology have permitted ever more sophisticated and more 

effective computer systems to be applied to the practical realization of 
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these expected benefits. This study serves to map some of the areas in 

which the potentials of analog and digital computers may be applied to 

the demands of a dynamic electric power industry. 

The importance to economic system operation of proper power 

transmission loss evaluation is first considered, and it is seen that 

digital computers play a significant role in the preparation of the trans-

mission loss formulas used to accurately describe these losses. In 

turn, the theory of economic, coordination of incremental transmission 

losses and incremental production costs is explored, and it is seen 

that either analog or digital methods are suitable for the basic problem 

of solving the resulting coordination equations. The use of off-line 

computers to aid in the preparation of generating schedules based on 

predicted conditions is seen to offer some rewards but is found to be 

only a partial solution for many electric utility systems. 

For those power systems which can justify greater efforts at 

optimum economic operation, the benefits available through the use of 

on-line computers in automatic economic dispatching systems are then 

reviewed. The requirements of modern automatic dispatching systems 

are thoroughly investigated in terms of the computer capabilities neces-

sary to a successful, practical installation of this type. On the basis of 

this analysis of requirements, and in the light of the special character-

istics and peculiar attributes of both the analog and the digital computer, 

the current predominance of analog computers in such systems is justi-

fied. 



However, various possible functions are suggested for a com-

prehensive computer system which would be concerned with more than 

just economic dispatching of generation, and it is seen that the realiza-

tion of systems of the type proposed will tend to stimulate a transition 

to the wider use of digital computers in automatic dispatching. In fact, 

it is noted that the anticipated justifiability of such comprehensive com-

puter systems may even now be giving rise to the first evidences of 

such a transition. 

Finally, by way of supporting the above conclusion regarding a 

trend toward the use of digital computers in comprehensive computer 

systems for power system application, and in an effort to lend perspec-

tive to the present study, the recent developments in power plant auto-

mation are briefly considered. The need for digital computers in such 

plant automation schemes is indicated, and it is suggested that this re-

quirement will tend to accelerate the wider acceptance of digital com-

puters in power system control as progress is made toward the ultimate 

goal of an integrated computer system for the fully coordinated opera-

tion and control of both the power system and its component generating 

stations. 

v i 



PART I 

THE COMPUTING REVOLUTION AND ITS RELATION 
TO AN EXPANDING ELECTRIC POWER INDUSTRY 

Any consideration of the application of new concepts and revolu-

tionary techniques to a particular technological field must first be jus-

tified in terms of that field's present status and of the future demands 

which are expected to be placed upon it. 

The electric: oower industry in the United States is even now a 

highly developed field of basic importance to the r.ation's economy and 

industrial might. Its previous growth has been rapid, as is immedi-

ately illustrated by the fact that all over the United States most power 

systems have doubled in physical size about every ten years for the 

past several decades. Indeed, there are many statistics (1) available 

that will attest to the tremendous expansion and sustained growth which 

have characterized the power industry for many years, and particularly 

since about 1940. 

More important, however, is the fact that, in an era in which 

electric energy is supplying an ever-increasing portion of man's needs 

and wants, the electric power industry's growth is expected to continue 

at an even greater rate than that evidenced in past years. ( 2 ) 

These bright prospects for continuing growth are actually the 

fundamental reason for today's efforts to apply electronic analog and 

digital computer methods to the general field of power system control. 

The complexities of power system and central station operation and 
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control, and the many economic aspects associated with the continued 

growth of an already highly developed field, have created and will -- to 

an ever-increasing degree -- continue to create certain demands which 

it is believed can only be met through the application of computer 

methods. 

Thus, not only is this industry showing such strong signs of good 

health as to permit the development and incorporation of new concepts 

and techniques, but also this very same healthy condition is creating 

many demands which will only be met through the adoption of such con-

cepts and techniques. 

Further investigation of these growth trends will afford a fuller 

understanding of some of the problems faced by electric utilities in the 

various phases of power system control. ("Power system control" is 

here taken to include both system  and station operation and control, 

and the following development will consider these two areas in a sepa-

rate though parallel manner.) 

Studies recently undertaken by the author's company have sur-

veyed the power industry's expected growth during the period from 

1955 through 1975. (3) At the end of 1955, the total installed thermal 

generating capacity in the United States was about 90 million kw; the 

predicted 325 million kw for the end of 1975 represents a 261 per cent 

increase in twenty years. These figures are an indication of the 

degree of industry growth expected; needless to say, sustained growth 

of this type will have far-reaching consequences. For one thing, the 

Ebasco Services Incorporated, New York, N. Y. 
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"average" turbine-generator unit size is expected to increase from 

78 mw in 1955 to 325 mw in 1975 (and the largest unit in service from 

about 300 mw in 1955 to 1000 mw in 1975). Of course, there will be a 

corresponding increase in the plant dollar investment for a unit of 

"average" size during these years. 

A complete review of the many facets of the power industry 

growth predictions would be beyond the scope of this study --further 

reports on expected growth rates and the demands which they will 

create is available in the literature of the field. Nevertheless, some 

general conclusions are possible on the basis of the limited data given 

above. 

The indicated rise in installed thermal capacity implies an asso-

ciated increase in overall power system equipment. It follows that the 

greater the size and amount of equipment to be operated and controlled, 

the greater are the demands placed on the men and devices that must 

perform these functions. (This is particularly true in view of the fact 

that sharp increases in the complexity of such equipment will frequently 

accompany increases in size and amount.) There is little question as 

to the ability of properly designed devices to meet the demands made 

of them (provided the demands are compatible with those for which the 

devices were designed), but as will be seen .n greater detail later, the 

demands made of the men responsible for power system operation and 

control have already approached an upper limit on many electric utility 

systems. In short, as a result of 11_,avy load growth, power systems 

have expanded to the point where --in some instances -- the many and 

varied aspects of system operation have become too large a burden for 



any man or group of rrari to support wiihout serious loss of efficiency 

and dependability. Consequently, a pressing need exists for some 

means of relieving system operators of many of those tasks which are 

not entirely dependent on human abilities. Moreover, with the con-

tinued growth of power systems, this need wiZi become more urgent 

and more widespread. 

Some additional conclusions may be derived from the previously 

cited increases expected in the plant dollar investment per "average" 

unit and in the size of "average" units. It should be clear that where a 

greater monetary value is placed on a unit, there exists a proportion-

ately greater unit potential damage figure (in dollars) corresponding 

to either a limited or a major accident. Where outage time and the re-

pair of damages due to a limited accident might cost $50,000 in 1956, 

they would cost $ 180,000 in 1975 (not considering increased labor costs 

or decreased purchasing power); for a major accident, the figures are 

$750,000 and $ 2.5 million, respectively. (3) This rise in "risk 

dollars" represents the increasing penalty for what may be no more 

than a single error in judgment or procedure, and as this penalty be-

comes financially prohibitive, the requirement for a means of greatly 

reducing the opportunities for such errors in power plant operation 

and control becomes vastly more urgent. 

One ever-present source of errors is human operation, and thus 

the above requirement may be interpreted in part as a need for also 

curtailing the extent of human participation in central station operation 

and control. Of course, it is in addition necessary to make the non-

human controls as dependable as possible, but the difference is that 
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electrical and mechanical and other types of control are generally pre-

dictable in their behavior, whereas human control is often entirely un-

predictable. 

Finally, in connection with "risk dollars" and accidents which 

may damage expensive plant equipment, it may be mentioned that 

human safety is also extremely important --in fact, it is difficult to 

assign a "risk dollars" value to accidents involving human injury or 

loss of life. In a few words, the power plant of tomorrow dare not be 

any less safe for humans than the power plant of today. 

Increased equipment and human safety in the power plants of 

tomorrow will be achieved not only through a reduction in the extent of 

human participation in cent -:.al stat -..on operatlo -n but also through the 

development and introduction of more refined and sophisticated con-

trols and protective systems. To be sure, advances in station design 

and in other areas will also contribute toward increased safety, but the 

viewpoint adopted in this work is the one which concerns itself prima-

rily with the contributions to be derived from reduced human partici-

pation in station or system operation and from other advances in the 

field of control engineering. And while it is felt that the question of 

human safety is not as meaningful when overall system  operation is 

considered, the matter of equipment safety is -- on the other hand --

still relatively applicable, and essentially the same argument may be 

developed to justify increased system-wide  equipment safety through 

reduced human participation in system  operation and through the ap-

plication of advanced control engineering techniques on a system 

level. 
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One result of the increasing size of "average" units is the in-

creased significance attached to a given per cent error in unit per-

formance. Since a 1/4 per cent fuel saving in the operation of the 

"average" sized unit of 1975 will be worth much more than it was for 

the "average" sized unit of 1955 (3), greater efforts will be directed in 

the years ahead toward reducing measurement and control errors af-

fecting unit performance and toward the more effective utilization of 

the design capabilities of plant  equipment. Similarly, the increasing 

size of power systems and the correspondingly increased significance 

of power transmission losses lead to operating economy considerations 

which dictate the concentration of greater efforts toward the improve-

ment of system  performance: and to'. , ard the more effective utilization 

of system  design capabilities. (The more effective utilization of de-

sign capabilities will also reduce relative investment costs.) 

With respect to central station operation, it is doubtful that the 

reliability or precision of operation by humans can be increased 

enough (if at all) to make any appreciable contribution toward fuel sav-

ings. And with regard to overall system operation, as will be seen in 

greater detail later, the same human limitations (which are fundamen-

tally limitations of time, space, and the volume of information to be 

processed, plus the human limitations on sensing and reaction) effec-

tively preclude operation at the optimum generating efficiency (in 

terms of the total system fuel cost to meet the existing load demand). 

In both cases there again appears the requirement for reducing the ex-

tent of human participation in order to achieve greater economies, and 

in both cases it also appears that control engineering advances bringing 
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more refined and sophisticated measurement, control and operating 

techniques will further contribute toward improved operating econo-

mies. Finally, it is noted that additional improvements in operating 

economy should be possible through the more effective utilization of 

the design capabilities of both the generating stations and the power 

systems. 

A review of the present and anticipated effects of the continuing 

growth of power systems indicates that, with respect to overall system 

operation, the increasing complexities of such operation (with the at-

tendant burden on system operators), the increasing importance of 

equipment safety (with the human susceptibility to errors of judgment 

and procedure), and the increasing economic importance of optimum 

efficiency of operation (with the inherent human limitations on precision 

and dependability) have resulted in a pressing requirement for replac-

ing a large measure of the human participation presently found in sys-

tem operation. Similarly, with respect to station operation, this same 

growth pattern -- in terms of certain economic aspects (such as the 

"measure of accident risk") and in terms of the human limitations on 

reliability and precision of control -- las again led to the requirement 

for reducing the extent of human participation. Furthermore, with re-

spect to both system and station operation, it is seen that advances in 

the field of control engineering are also expected to play a significant 

role in helping to meet some of the anticipated demands of the power 

industry, and finally, it is seen that efforts toward the more effective 

utilization of design capabilities are expected to reap additional bene-

fits. 
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These are certainly not the only means with which to satisfy the 

demands of an expanding power industry. Improvements in many other 

areas are anticipated. For example, it is expected (3) that increased 

steam temperatures and pressures will reduce thermo-electric unit 

net heat rates from an average of 11,700 Btu/kwhr for units entering 

service in 1955 to approximately 9000 Btu/kwhr for those entering 

service in 1975, and of course, such advances will materially contrib-

ute toward improved plant operating economies. Likewise, studies 

bearing on the economic selection of generating capacity additions and 

other phases of system planning will go a long way toward meeting 

many of the anticipated demands in a system-wide sense. In short, all 

promising prospects for reduced operating and investment costs and 

for improved methods for meeting some of the other demands of a 

growing power industry will be eagerly sought after in the years ahead. 

The novel concept, however, is the one which suggests that much 

may be accomplished by rep:acing many forms of human participation 

in system and station operation and control with electronic computers, 

and this is for many an area of greater interest. Indeed, it is the area 

with which this study is primarily concerned. 

In addition to fulfilling the requirement for reducing the extent of 

human participation in system and station operation., the application of 

electronic computers to these functions will of itself represent one of 

the more important of the control engineering advances which have 

already been looked upon as another means of helping to meet the de-

mands of a growing power industry. In many instances, more refined 
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and sophisticated controls, protective or supervisory systems, and 

measurement or instrumentation techniques will be possible largely 

because computerization has been accomplished. And finally, the very 

fact that a computer is being used in the system or station operation 

and control procedures will generally .  perTiit a major advance in the 

direction of more effective utilization of system or station design capa-

bilities, since the computer's unique abilities will often prove ideally 

suited to such efforts. 

Another question which should be considered in attempting to jus-

tify the computerization of power system control is one which is con-

cerned with the best application of human resources. The more obvious 

aspect of this problem involves an anticipated shortage of plant oper-

ating personnel as more and more units come into service. (3) Unless 

the electric power industry Ls able to increase its share of the country's 

available manpower pool, plant automation (or the use of computer 

methods in plant operation) will become essential to the industry's con-

tinued growth, simply because of the severe labor shortage which would 

otherwise be faced. 

A more subtle aspect of the question of human resources concerns 

the relative suitability of humans and machir_es for different tasks. 

Whereas man may be characterized as slow, inconsistent, ingenious, 

easily bored by repetitious tasks, affected by iurnan environment, and 

capable of deductive reasoning, it is known that computers and related 

automatic equipment are fast, consistent, stupid, incapable of boredom, 

unaffected by human environment, and capable only of making preplanned 

decisions. It is therefore apparent that there are certain functions for 
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which automatic equipment is vastly more cualified than humans, and 

of course, the reverse is also true. Many of the functions of system 

and station operation and control which are presently performed by 

humans are better suited to the use of computer methods. On the other 

hand, human abilities are necessary in such areas as the analysis of 

unusual situations, system planning, maintenance and trouble-shooting, 

and many others. Sensible utilization of both men and machines re-

quires that each group be assigned those duties and functions for which 

it is best suited. In fact, this consideration is one of the most compel-

ling reasons for the present trends toward computerization in so many 

industries and fields of human activity. 

Many of the factors which have been cited as stimulants to the 

further application of computers in the electric power industry have 

been effectively reduced to a requirement for curtailing the extent of 

human_participation in system and station operation and control. This 

is a convenient means of ty- 	the various factors together for easy 

reference, but it must be emphasized that this is not the sole aim of 

computerization. The intent is not simply to replace humans with ma-

chines on a grand scale. Rather, the aims are to meet some of the an-

ticipated demands of a growing power industry, i.e., to reduce operating 

and investment costs wherever possible, to relieve system or station 

operators of many burdensome duties and meanwhile prepare for the ex-

pected labor shortage, and in general to permit safer, more reliable, 

and more efficient operation in all respects. The matter of replacing 

humans with machines simply happens to be the common denominator 

of these various factors. 
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The matter of replacing humans with machines, however, is itself 

a subject worthy of note. 1,q'ithin the past decade the strides made in the 

new field of computer technology have been fantastic (4-16), and as a 

result, electronic computers are finding an ever-increasing variety of 

applications in many fields of endeavor. Many of these efforts have 

centered on anticipated economic benefits, but a great many others have 

been aimed mainly at substituting machine methods for human methods 

in situations where human talents were unable to realize even a signif-

icant portion of their full potential or simply wherever the machine 

capabilities were clearly far in excess of human abilities. Applications 

of the latter types have often been largely the result of a desire to 

match both human and machine characteristics to the tasks for which 

they are best suited, but it should be noted that the philosophies of 

modern times will also generally recIaire some form of economical or 

financial justification for such applications. Less tangible benefits de-

rived from replacing humans with machines will certainly be well re-

ceived, but the real criterion for accepting cr rejecting any proposed 

computer application will generally be found in the profit and loss 

sheets. 

Similarly, it is well to speak of various rewards (sometimes in-

tangible) expected from the use of computers in power system control, 

but the economic merits of such applications will always have to be 

kept in mind, and the ensuing discussions will occasionally rely on an 

acceptance of this modern-day fact of life. 

Considering the computing revolution further, it may be noted 

that numerous power industry computer applications have already been 
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realized. (17-34) Indeed, it would be well w'_thin the limits of reason to 

suggest that the fortuitous confluence of the two trends toward growth 

and evolution presently seen in the fields of computers and electric 

power will prove mutually stimulating and mutually rewarding. From 

the power industry viewpoint, at least, the amazing growth of computer 

technology has occurred at a most convenient time, for just when some 

of the problems and needs of an expanding power industry have begun 

to be seriously felt, the means with which to solve many of these prob- 

lems and meet many of these demands has become available. Similarly, 

it would appear that the whole new host of computer applications now 

coming to light in the power industry will prove a catalyst, to some 

extent at least, in the evolution of a computer technology still in its in-

fancy. In any case, this study will proceed with the viewpoint that both 

fields stand to gain a great deal from continued efforts to link the two 

growth cycles. In fact, part of the function of this study will be to pur-

sue an investigation of the potential which exists for continued computer 

applications in the power industry, and though no specific mention of the 

effect of such applications on the field of computers will be made, the 

implication should be clear 

Before proceeding to consider what m iy be accomplished by 

coupling advances in the two fields of computers and electric power, 

some mention of the background history and of the scope intended for 

this investigation should be made. Also, a basic distinction between 

computerization or automation in overall system operation and in cen-

tral station operation has appeared earlier in this section, and this 

viewpoint will merit further definition. 
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Briefly reviewing the historical background which paved the way 

for the later automation of various power system operating functions, 

it may be noted that the gradual but continued trend toward the central-

ization of system control and system operating functions evidenced in 

the last several decades has been one of the more important develop-

ments which conveniently prepared both the mental attitudes associated 

with power system operation and the power systems themselves 

(physically) for the advent of computerization. Had the trends toward 

centralization not progressed as far as they did, or had they developed 

more slowly, the later application of computer control would have been 

less easily realized and might well have been considerably delayed. In 

fact, computerization of power system operating functions is effectively 

only a culmination of this trend toward centralization. 

Another trend observed in power system growth over the years 

has been the now widely recognized movement toward the integration 

of power systems to form extensive interconnected areas operating as 

cooperative power pools. (35) There are many benefits available to 

the individual members of an integrated system, and this fact is the 

cohesive force which stimulates cooperative participation by each mem-

ber of the interconnection. Among the benefits are such operating ad-

vantages as improved service continuity, increased capability because 

of load diversity, improved voltage and frequency regulation, plus the 

economic advantages of lower overall production costs, deferment of 

capital expenditures, and associated savings. And insofar as power 

system computerization is concerned, the integration of systems per-

mits a single computer system to serve a larger area. As a matter of 
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fact, the extensive interconnections are the systems which have the 

greatest need for computer control methods. 

The functions referred to in mentioning power system operation 

and control may now be considered. In so doing, the previously men-

tioned distinction between power system operation and central station 

operation will also be considered. 

First, it may again be noted that the general field of power sys-

tem control is here taken to include both overall system operation and 

individual power plant operation (and, as a matter of course, "operation 

and control" is often taken as equivalent to "operation"). Then, for the 

purposes of this study, it will be convenient to define power system 

operation to include such functions as the allocation of generation for 

optimum operating economy, the maintenance of an essentially constant 

system frequency, and the observance of scheduled net interchanges 

over the tie-lines with neighboring systems. To these basic functions 

of system operation may be added the functions of protective relaying, 

fault isolation, automatic load-shedding, and other miscellaneous op-

erating requirements. In fact, there are many functions and assorted 

requirements which pertain to system operation, but the area to which 

computer methods are most readily adaptable is primarily concerned 

with economic generation allocation and load-frequency control. 

The economic allocation of generation has become increasingly 

important as the growth of interconnected systems has heightened the 

influence of transmission losses on allocational patterns. Both in the 

preparation of a formula describing transmission losses and in the 

solution of equations which define the optimum allocation, computer 
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methods have found wide application. When the computerized solution of 

transmission loss formulas and economic loading equations is coupled 

with the use of modern load-frequency control equipment, it is possible 

to develop fully automatic, closed-loop control systems concerned with 

the three primary system operating functions of achieving optimum 

economy of operation, maintaining an essentially constant system fre-

quency, and meeting the desired net interchange schedules. This is the 

type of control system which will receive major attention as the appli-

cation of analog and digital computer methcc.s to power system control 

is investigated in this study.. The potential value of computer applica-

tions in other system operation areas will receive slight attention, but 

it may be noted at this point that as the trend toward computerized 

power system operation gains momentum, many subsidiary operating 

functions will probably also be found adaptable to computer methods. 

The computerization of central station operation has found grow-

ing acceptance in more recent times. Following consideration of the 

application of computers to transmission loss formula calculations, 

economic generation scheduling, and closed-loop automatic dispatch-

ing systems (in which economic loading and load-frequency control are 

coupled), it will be convenient to briefly consider the role of computers 

in central station operation and control. The latter area of application 

includes many functions involved in the production of electric energy 

at the generating stations in particular, whereas system operation is 

concerned with system-wide applications of a broader nature. Never-

theless, central station control is now approaching the point where it 

will be possible to start-up, run, and shut-down electric generating 
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stations in a fully automatic, computer-controlled manner. The poten-

tial value of computers in central station operating procedures is be-

lieved to be enormous, and hence this topic merits inclusion in a sur-

vey of computer applications to the broad field of power system control. 

More important, on the basis of analyses of the requirements of auto-

mated procedures in the two fields of system operation and station 

operation, it should be possible to derive some conclusions regarding 

the compatibility of these two automation trends. 
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PART II 

THE MAJOR PROBLEM AREAS IN THE COMPUTERIZED 
OPERATION OF POWER SYSTEMS 

Chapter 1 

POWER TRANSMISSION LOSSES 

The significance of the transmission losses incurred in deliver-

ing power from the generating stations to the load centers within power 

systems, and in transferring power over the interconnections between 

neighboring systems, cannot be overempha,sized. 

Indeed, this study is in large measure predicated on the fact that 

such losses exist and that they must, in many cases, be carefully evalu-

ated and considered in the selection of system operating procedures. 

On a great many systems, optimum efficiency of generation and 

load supply can only be achieved if these losses are completely defined 

over the entire range of system operating conditions. The availability 

of a transmission loss formula is consequently a prime necessity in 

these times in which, because of the continuing growth of power systems, 

even the smaller gains in operating efficiency will reap substantial eco-

nomic savings. 

However, transmission loss formulas are also valuable for other 

purposes. The facility with which a loss formula may be evaluated to 

yield both incremental and total losses for a _Large number of operating 

conditions was one of its first recognized advantages, for this permitted 

hour-by-hour loss tabulations to be included in the dispatching logs. 
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Transmission loss formulas also found early applications in genera-

tion forecasting and system planning. Since then the development of 

loss formulas for interconnected systems has introduced other appli-

cations. 

In connection with system planning, for instance, a knowledge of 

the losses in a system as a function of the interchange power will often 

be a contributing factor in determining where an intertie between two 

systems should be located. 

An extremely important use of loss formulas is in the evaluation 

of transmission losses (both incremental and total) under different 

interconnection transactions for purposes of billing. For example, a 

company selling power to another will need to know the transmission 

losses on its own system which are associated with this sale so that 

the cost of these losses may then be added to the production costs in 

order to determine the total cost or value of the power at the intercon-

nection. Loss formulas now available permit proper interconnection 

billing procedures to be instituted regardless of the complexity of the 

overall systems. Such billing procedures are concerned with the allo-

cation of transmission loss costs among the various divisions of an in-

tegrated system or among outside companies that merely transfer 

power across portions of the system. 

With regard to the latter, a system operating in parallel with a 

neighboring system may not be directly involved in the sale or purchase 

of energy during a particular interconnection transaction, but rather 

only provide an additional path for the flow of power; in such a case, 

however, this system should certainly be compensated for the increased 
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transmission losses incurred on its facilities during the period of the 

transfer. The state of loss formula theory has been advanced to the 

point where it is now possible to assess these losses. 

In other cases, several companies combine to jointly supply a 

large load, and workable means for sharing the cost of transmission 

losses are of great importance. The incremental loss formula is valu-

able in determining the change in losses attributable to many intercom-

pany transactions of the nature of those mentioned above, and at a later 

point the feasibility of attempting such evaluations as part of the normal 

operation of an advanced dispatching system will be touched upon briefly. 

With respect to this study, however, transmission loss formulas 

are of interest mainly because of their application to the coordination 

of incremental production costs and incremental transmission losses 

for optimum economic system operation. In this connection, loss for-

mulas are used in the preparation of precalculated economic dispatch 

schedules and in automatic economic dispatching. In order to permit 

fuller appreciation of the details of their application to such functions, 

it will be convenient to first review the essentials of loss formula 

theory. 

The "breakthrough" in the matter of analytically representing the 

total transmission losses of a power system in terms of its source 

loadings came as a result of the pioneer work of Mr. E. E. George in 

1942. (36) This work was the first step toward the development of a 

transmission loss formula which would adequately express the total 

system losses over a wide range of system load and operating condi-

tions. Prior to that time, it had been necessary to determine losses by 
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detailed calculation of each individual line on an a-c network analyzer. 

The method described by M . George is based on the principle of 

superimposing the load distribution from each source, determining the 

current in each line as an algebraic sum of the individual load flows, 

squaring this expression for current, and setting up an equation for 

losses in terms of power generation at the various plants and of direc-

tional power flows at each interchange point (an outward flow of power 

at an interchange point is considered as negative generation). The form 

of the loss formula is then given by the following: 
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where GA , GB , etc., are the various plant and interconnection loadings, 

and where the K constants may be interpreted as representing the net-

work impedance characteristics, the generator bus voltages, phase 

angles, and power factors, and the load pattern of the power system to 

which the formula applies. 

In general, the formula contains a power-squared term for each 

generating station or interconnection and a power-product term for 

each pair of stations or tie-lines. It is seen that the procedure consists 

chiefly in deriving a special loss formula for a given power system; 

stipulation of the prevailing conditions of generation, load and inter-

change then permits rapid evaluation of the corresponding total system 

losses, since the formula involves only multiplication and addition. 
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In many cases, the number of sources included in the formula 

may be reduced to only the more influential ones without greatly affect-

ing the accuracy of the loss calculations. Generators within a station 

can usually be combined, and small plants may sometimes be elimi-

nated by combining with local loads--it may even be feasible to com-

bine separate plants which are electrically close together. Another 

simplification results from the fact that power systems generally have 

a planned order of loading plants, except during infrequent emergency 

situations. Even if this order changes seasonally or with hydro or fuel 

conditions, calling for, say, three different loading schedules during 

the year, it is preferable to use three corresponding loss formulas with 

variables for only the regulated plants rather than one formula with a 

variable for each plant. 

The simplicity of the loss formula is the key to its value, for 

once the K constants have been calculated for a given power system, it 

provides a readily accessible indication of the total losses for any one 

of a wide range of loading conditions--only the introduction of a major 

change in system configuration will require modification of the formu-

la's coefficients. 

Mr. George's original development of the transmission loss for-

mulas was significant in that it demonstrated the potential of this new 

tool and paved the way for further advances. However, much work re-

mained to be done on the perfection of better techniques for calculating 

the formula's constant coefficients, 

In 1945 and 1946, Mr. George's method for deriving the constants 

was greatly simplified by the development of a procedure for using the 
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network analyzer to replace the tedious trial-and-error determinations 

of power flows from each generating plant and interconnection which 

were previously needed in setting up the loss coefficients (see Appen-

dix II of reference 37). In 1948 and 1949, the superposition method of 

deriving loss formulas was extended and generalized (38); also, im-

proved techniques for evaluating the constant-, by use of the network 

calculator were presented. Even at this point, however, the synthesis 

of loss formula coefficients from the netwoll, calculator data still re-

quired a large amount of calculation after ali. the measurements had 

been made. 

Before proceeding to further advances in the development of 

transmission loss formulas, it would be wise to consider the assump-

tions made in the derivation of these formulas. Two basic approxima-

tions are involved: 

1. For a given total load, each individual substation 
load is represe -rned as a certain equivalent load 
current (defined as the sum of line-charging, syn-
chronous condenser, and load current at that bus) 
which has a constant magnitude and fixed relative 
angular position with respect to other load cur-
rents, regardless of the manner in which the total 
generation is apportioned among the sources. 

2. As the total system load varies through its normal 
cycles, the magnitude of each individual load cur-
rent varies proportionately and maintains its fixed 
relative angular position with respect to other load 
currents. 

Concerning the second approximation, suitable values of load 

currents may be obtained from a selected, typical, intermediate power-

flow condition which is taken as the normal or reference condition. 

Also, if a major load does not conform with the pattern of variation 
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followed by the rest of the system, this load. may be treated as a nega-

tive source and introduced as an additional variable in the formula 

(such industrial loads as aluminum, steel, and paper mills generally 

require this treatment). L many loads vary in a non-uniform manner, 

it may be necessary to develop two or three sets of constants in order 

to adequately represent the entire daily load cycle -- each set will then 

be used during a certain part of the day. For many systems, however, 

the loads can be considered homogeneous, i.e., varying together as the 

system changes from a light to a heavy total load. 

On the basis of these assumptions, a derivation of a general loss 

formula is presented in Appendix II of reference 38. It is also shown 

there that if the source bus voltage angles remain fixed at the value 

attained in some typical, intermediate operating condition, and if the 

magnitudes of the source bus voltages remaLn essentially constant, and 

finally if each source operates at a constant power factor, then a sim-

plifiedloss formula may be written as 
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where P = total power transmission losses 

s = total number of variable power sources 
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= source loadings, in kw 
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= transmission loss coefficients (B-constants) 
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An equivalent form in shorthand notation is 

P
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= 	 P
m
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	kw 
	

( 3 ) 

m=1 n=1 

The form of these equations is the same as that used in Mr. 

George's original work. Also, it must be emphasized that these for-

mulas very definitely depend on some rather restrictive assumptions. 

The development of transmission loss formulas was further ad-

vanced in application and enhanced. in methods of derivation through the 

introduction of tens orial analysis methods. (39) In 1951, an improved 

method of obtaining a transmission loss formula involving considerably 

less network analyzer data and a fraction of the arithmetic calculations 

of the methods previously used was presented. (40) This new method 

essentially only required impedance measurements on the open-cir-

cuited transmission network and a normal load flow study. Manipula-

tion of this data to produce the loss formula was accomplished using the 

concepts of tensor analysis. (41, 42) 

An important characteristic of the tensorial analysis approach is 

that at any stage of the development the assumptions concerning the 

system operating conditions for which the loss formula will be valid 

may be arbitrarily extended or restricted at will to suit immediate 

needs, without jeopardizing the validity of any other portion of the anal-

ysis. Thus, when new transmission lines, generators, loads, and tie-

lines are added in any combination and are inserted between any desired 

points of an existing system, it is possible to make corrections in the 

original loss formula and arrive at a new loss formula for the enlarged 
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system without having to start from scratch again and make new im-

pedance and normal load flow measurements on the network calculator. 

In an era of rapidly expanding systems, this is a valuable character-

istic of the tensorial approach. 

Furthermore, the use of tensor analysis causes the necessary 

numerical computations to be arranged in a systematic form involving 

matrices which is readily adaptable to automatic digital computing 

techniques. 

Further contributions to the evolution of transmission loss for-

mulas came in 1952. (43, 44) Using tensor analysis concepts, proce-

dures for evaluating the transmission losses for any desired radial 

interconnection of individual companies by operating on the loss for-

mulas of the individual divisions were presented. The method requires 

only a knowledge of the total interchange between companies and does 

not require that the flows over the individual tie-lines be known. Also 

important is the fact that the individual company loads are allowed to 

vary independently of each other, thus eliminating one of the basic as-

sumptions of the earlier methods. Finally, the calculations and network 

analyzer measurements required in determining a total loss formula for 

a group of interconnected companies was reduced by application of this 

method. 

Again in 1953, further advances in the development of loss for-

mulas were made. (45,46) The procedures mentioned above were ex-

tended to include the case of parallel or looped operation of several 

interconnected companies. This made it possible to study an intercon-

nected system whose complete representation would require more 
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capacity than that available on a given analyzer by setting up and study-

ing the individual companies one at a time. Of greater consequence was 

the fact that this work involved the development of methods suitable to 

digital computers which could greatly reduce the labor and time re-

quired for the preparation of transmission loss formulas. 

Meanwhile, in 1952, procedures devoid of tensor analysis con-

cepts for working with the loss formulas of interconnected systems and 

of the individual companies comprising the integrated system were 

presented. (47) In particular, a method for obtaining incremental loss 

equations whereby the change in transmission losses in a part of a 

larger interconnected system is expressed as a function of changes in 

loading at both internal and foreign sources was developed. From the 

coefficients of the incremental loss equation it became possible to de-

rive the coefficients of a total loss equation for the individual company. 

Though the derivations included the earlier assumption that all loads in 

the interconnected system vary together (except in the incremental loss 

equation, for which the loads are not permitted to vary at all), the work 

did introduce a more accurate representation of source characteristics 

in that it provided for the ratio of reactive to real power generation at 

any source to vary in a prescribed and suitably chosen manner as the 

source loading changed, whereas previously the power factor had been 

assumed constant. 

In 1953, further simplifications and improvements in the calcula-

tion of transmission loss formulas applicable to individual systems 

satisfying certain restrictions on the generator angles and the load 

voltages and power factors were also presented. (48 . ) Though as early 
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as 1952 the engineers on the Bonneville Power Administration system 

had reported that computer programs for the calculation of loss coef-

ficients were being prepared, Dr. L. K. :Ki - chrnayer, et al., in the work 

just mentioned applied a model II card programmed calculator (CPC) 

and associated equipment secured from the International Business Ma-

chines Corporation to t1- . e calculation of a loss formula for a system in-

volving 21 variable sources. At that time, it was stated that the overall 

calculating time required was greatly reduced and that the application 

of automatic digital computing machines had proved to be more econom-

ical than manual calculation. 

Not long thereafter an IBM type 650 data-processing machine (a 

high-speed, internally programmed, magnetic drum digital computer) 

was also applied to the calculation of transmission loss formulas.Com-

pared to the CPC, the 650 computer reduced the digital calculating time 

by approximately one-fourth and the calculating cost by approximately 

one-half. It was at about this time (1953) in the development of trans-

mission loss formula theory that serious interest in the application of 

large digital computers to such problems began to spread throughout 

the industry. Significant advances in this area were to follow in the 

ensuing years. 

Another major contribution to the development of loss formulas 

was made in 1954. (49, 50) Derivations were presented for three dis-

tinct types of loss formulas using only simple circuit theory and without 

resorting to complex mathematical techniques (e.g., matrix algebra, 

tensorial analysis, etc.). This work served to emphasize the fact that 

there is more than one approach to transmission loss formulas. The 
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three methods were designated the_n-phase, cu:-..rent-form, and power-

form methods. The first, because it considers only the in-phase com-

ponents of load currents, is restricted to simplified power systems of 

a predominantly radial character. The other two methods, however, 

are more widely applicable. 

The current-form loss formula determines total line losses as a 

function of generator and tie-line currents. The loss coefficients for 

this formula are easier to calculate than for the power-form loss for-

mula, and the total computation time on a digital computer is shorter. 

This method does not require the assumption of fixed source power 

factors, and it has made possible the study of the effect of reactive 

power flow over the interconnections on a system's transmission 

losses. 

The power-form loss formula is identical to that originally devel-

oped by Mr. George and improved by succeeding contributors -- see 

equation (3). It is the most useful form for economic dispatch studies 

since it expresses the system transmission losses as a function of the 

single variable P (net power generation or supply) at each generating 

station and tie-line. Incremental production costs at each generating 

station are also expressed in terms of net station output power, and 

hence the procedure of minimizing total production costs for economic 

dispatch is simplified. 

The power-form loss formula is derived using a base case, well-

centered in the range of system operation for which its use is contem-

plated, It is exact for the base case and a close approximation for con-

siderable deviations therefrom. The assumptions employed in the 
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complete derivation (50) are the same as those cited earlier, and inde-

pendent load variation is again prohibited. Also, a minor assumption 

which has not been mentioned previously (although it has been used in 

other developments) is that the transformation ratios are unity around 

each closed loop of the network. 

As yet very little has been said about incremental  transmission 

losses, but actually these are of prime concern in the economic dis-

patch equations, as will be seen later. Understanding of how differential 

and incremental transmission losses should be treated has grown with 

the development of total transmission loss formulas, and m any of the 

previously cited references {particularly references 38 and 47) have 

also considered incremental losses in some detail. 

The incremental loss associated with source n may be defined as 

the increment in total transmissioi losses that results from an incre-

ment in total system load which is supplied by source n. For the pur-

poses of this study, it will not be necessary to consider the more 

sophisticated and complete approach to the derivation of an incremental 

loss formula. Suffice it to say that for a differential increase in the 

total system load supplied by source n, the change in total loss is found 

by differentiation of equation (Z) or (3) 
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These equations are exact (provided, of course, that the original 

assumptions for the validity of the total loss formula are fully satisfied) 

for differential increments, but in the case of finite increments they are 

only approximate, and an additive correction should be applied. The 

economic dispatch, or coordination, equations ':o be presented later are 

a 	PI  differential  equations which include the term 	, and hence for the 
Pn 

solution of these equations it is certainly adequate to represent incre- 

mental transmission losses by equation (5). It also should be clear at 

this point why the power-form loss formula is more directly applicable 

to economic dispatch studies. Finally, it may be noted that the implied 

significance of the partial derivative is that an increase in total load is 

shared by all loads in a prescribed (linear) manner, and that the result-

ing increment in loss is assigned to the one generating station which 

picks up the increase. 

Where it is desired to calculate directly the incremental losses 

associated with a finite increment in system load, it should be remem-

bered that equation (5) is only approximate for finite increments. A 

more complete discussion of incremental losses would consider the 

change in losses caused by shifting a small block of generation from 

one source to another while holding all loads and other sources con-

stant (38,47), but this problem is of little concern in the present work. 

30 
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The final refinement in loss formula theory to be specifically 

considered here was introduced in 1955. (51,52) In order to cope with 

those systems for which the assumption that all loads vary together as 

constant complex fractions of the total system load introduces serious 

discrepancies and errors in loss representation, a so-called "general 

loss formula" which permits substation loads to vary at independent 

rates was presented. This formula eliminates some of the assumptions 

previously employed and relaxes others; concerning the latter, it will 

only be mentioned here that each individual load current is assumed to 

be a linear complex function of the total load current. The form of the 

general loss formula is 

PL 	 E Pm BmnPn +EBn0P
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where B
n0 

and K
LO 

are constants defined in terms of an entirely con-

ceptual condition known as that of "zero system power supply." 

From the above, the general form of the incremental loss for-

mula is 
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On some power systems it will be found that a reasonably accu-

rate representation of total and incremental losses requires use of the 

general loss formulas, whereas for other systems the additional accu-

racy gained is not sufficient to warrant the use of these more compli-

cated formulas. Of course, it is desirable to represent the losses as 

P  
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accurately as possible within practical limits, but the magnitude of the 

increased accuracy of loss representation and economic dispatch solu-

tions resulting from use of the general loss formulas should be care-

fully weighed against the additional computation and man-hours re-

quired for preparation of the more complete formulas. 

For a further investigation of the more recent advances in the art 

of accurately and completely describing power transmission losses, the 

technical literature of the field should be consulted, (53-59) Wide-

spread attention and activity continues to be focused on loss formula 

theory and application, and this interest will from time to time pre-

sumably lead to further refinements and improvements. With respect 

to the present state of the art, however, adequate description of trans-

mission losses for inclusion in the coordination equations is possible in 

the great majority of the economic dispatching applications. 

One further method for the representation of a system's incre-

mental transmission losses is really not of great concern in connection 

with this study, since it does not express the losses as a function of the 

source powers. This radically different method will be mentioned, 

however, for to ignore it entirely would seem to imply that it is not a 

valuable method, whereas actually the contrary is true. Furthermore, 

the desire to use this new method of expressing incremental transmis-

sion losses in the coordination equations has recently led to attempts to 

derive new coordination equations (60) which would be better suited to 

the new method of describing losses, and it is conceivable that this new 

approach might eventually supplant the now traditional use of power-

form loss expressions and the conventional coordination equations which 
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are to be given in the next chapter. This new type of incremental loss 

formula is useful as a means of rigorously expressing the incremental 

losses and changes in total losses in terms of functions of voltage phase 

angles, driving point and transfer impedances, and voltage magnitudes. 

(58,59) In certain limiting cases, the formula may be reduced to an ex-

pression involving only reactance-to-resistance ratios (i.e., X/R ratios) 

and differences in voltage phase angles. References 58 and 59 may 

be consulted for more complete treatments of the voltage phase angle 

method of describing transmission losses. 

It has been seen that the processing of raw data (obtained from 

network calculator measurements and load flow studies) required for 

the calculation of loss formula coefficients may be accomplished more 

expediently with the aid of digital computers. Indeed, once the essential 

raw data is available, the problem of developing a transmission loss 

formula for a given power system may definitely be considered digital 

in nature, since the data conversion or translation process is fundamen-

tally only a series of matrix operations. Even now, the use of digital 

computers in the preparation of loss formulas is widespread; as digital 

computers become more widely available, the number of such applica-

tions will certainly increase. 

In viewing the application of analog and dig:tal computer methods 

to power system control, and in considering the availability of trans-

mission loss formulas as a prerequisite to optimum system control, the 

outstanding conclusion at this point of the analysis is that the problem 

of preparing transmission loss formulas is basically digital in nature. 
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PART II 

Chapter 2 

THE COORDINATION OF INCREMENTAL TRANSMISSION 
LOSSES AND INCREMENTAL PRODUCTION COSTS FOR 

THE ECONOMIC ALLOCATION OF GENERATION 

The optimum economic loading of generating units has been cited 

as an essential function of power system operation, but the basic im-

plications of economic dispatching and the evolution of the need for it 

have not been sufficiently exposed. These topics will now be consid-

ered, and the application of computers to the coordination of transmis-

sion losses and production costs will then be investigated. 

As long as the available generating capacity of a power system 

exceeds the total system load, some question exists as to how this load 

should best be apportioned among the various generating units available 

for service and as to how much power should be bought or sold over tie-

lines with neighboring systems. The allocation of plant generation to 

effect optimum operating economy has always been a primary consid-

eration in the electric utility industry, and of course, a major factor in 

determining the most desirable allocation of generation among plants is 

the total power production cost -- though other factors exist. (61) 

Within the last decade it has been more widely recognized that 

the proper criterion in achieving economic allocation is that total power 

production cost which describes the cost of producing and delivering 

"Total" costs are so designated to distinguish them from the 
"incremental" costs to be considered later. 
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power to the customer at the load point, but in earlier years consider-

ation had generally only been given to the total power production cost 

as measured or evaluated at the generating station. The difference in 

these two viewpoints, of course, is a consequence of the fact that trans-

mission losses are incurred in delivering power from the generating 

sites to the load centers. 

As a means of approach to the general problem of economic 

allocation of generation, it will be convenient to consider first the 

analysis on the basis of the total power production cost as evaluated at 

the generating plant. 

The total production cost of power at a generating station is a 

composite of the total fuel cost plus a complex assortment of various 

other total costs associated with the generation of electric energy at 

that particular plant, among which are the costs of labor, supplies, 

maintenance, water, and similar items. The predominating item, how-

ever, is generally the total cost of fuel. 

Rather than deal with the total costs mentioned above, it has long 

been known that incremental costs should be used in determining the 

economic allocation of generation among the units of a plant or among 

the plants of a system, and the theory of incremental rates (62) is now 

universally accepted, 

A graph of the fuel input (ordinate) to a generating unit as a func-

tion of the unit's power output (abscissa) is known as an "input-output 

curve." Mathematically, the "incremental ft..el rate" of a unit is defined 

to be the first derivative of the unit's fuel input with respect to the 

power output. In other words, the incremental fuel rate at any given 
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output is numerically equal to the slope of the input-output curve at 

that point on the curve which correspond.s to the specified output. 

Where the fuel input is expressed in BTUriDur and the unit's output is 

measured in kilowatts, the inc7ernental fuel rate is then given in 

BTU /kw -hr . 

Where the cost of fuel in cents/BTU'is known, the unit's input 

may be expressed in dollars/hour, and the incremental fuel rate is then 

given in dollars/kw-hr. The term "incremental heat rate" is commonly 

used interchangeably with incremental fuel rate, but strictly speaking, 

the former should be measured in BTU/kw. and the latter in dollars/ 

kw-hr. In any case, a graph of the incremental fuel rate (ordinate) as 

a function of the unit's output (abscissa) is known as a "heat rate curve," 

and such a curve shows the rate of change of the input with respect to 

the output as a function of the output. As will be seen later, heat rate 

curves play a fundamental role in the economic allocation of generation. 

To show that incremental rates are of greater concern than abso-

lute efficiencies in the economic allocation of generation, consider that 

a plant is called upon to furnish a specified additional or incremental 

output above and beyond the output level at which it has been operating. 

The increment of output will be furnished at a cheaper cost if this in-

crement is assigned to the generating unit having the lowest incremental 

fuel rate at that level of total power output, rather than to the unit having 

the highest absolute efficiency. The criterion is not the relative abso-

lute efficiencies of the units but the relative efficiencies of generating 

the additional or incremental output, and therein :ies the explanation 

for the now widespread use of incremental rate theory. 
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The incremental fuel cost of a generating plant is a composite of 

the incremental fuel costs of its individual units, and a curve may be 

plotted for this composite quantity as a function of the total plant power 

output. To the plant's incremental fuel cost may then be added the sub-

sidiary incremental production costs corresponding to labor, mainte-

nance, and supplies for that plant. The resulting graph of plant incre-

mental production costs as a function of plant power output is used in 

allocating generation among the plants of a power system. 

On the other hand, where it is desired to determine the optimum 

generation allocation among the individual units of a power system, the 

unit incremental production costs must be known. The incremental 

production cost for each unit in a plant is arrived at by combining each 

unit's incremental fuel cost with a suitably chosen fraction of the plant's 

overall subsidiary production costs, i.e., appropriate proportions of the 

subsidiary production costs for the entire plant are assigned to each of 

the individual units in that plant. 

A problem related to the use of incremental production costs is 

that no known method exists for expressing the previously listed sub-

sidiary costs (particularly the maintenance cost) as a function of the 

instantaneous total power output with any reasonably good degree of 

accuracy. This problem is frequently overcome, however, by assum-

ing these subsidiary incremental costs to be a fixed percentage of the 

incremental fuel cost at each plant (or at each unit). Of course, the 

matter of accurately representing all the various costs which have been 

mentioned is an art in itself (63-67); however, here it is only necessary 

that the proper meaning be given to each of the costs mentioned. 
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For several decades the analysis of generation allocation prob-

lems was carried out only on the basis of the incremental production 

costs, and these efforts were directed at minimizing the total power 

production cost as evaluated at the generating sites rather than at the 

load points. To understand the criterion which formed the basis of this 

approach to generation scheduling, consider that all the plants of a pow-

er system are not  operating at the same incremental production cost. 

Accordingly, some plants will then be operating at higher incremental 

production costs than others, and it should be possible to decrease the 

dollars per hour input to the system by increasing the generation at the 

lower incremental cost plants and decreasing the generation at the 

higher incremental cost plants. In the limiting case, it can be shown 

that all sources should be operated at the same incremental production 

cost. This concept of equal incremental production costs at all plants 

of the system was the basis of all attempts at the economic allocation 

of generation during many years. 

A simple and ingenious tool known as .the incremental fuel cost 

slide-rule served as an aid in applying this criterion in the preparation 

of generation schedules. (62,68) This slide-rule consists essentially 

of a number of movable elements which may be displaced and properly 

adjusted to compensate for the differences in incremental fuel costs 

(or incremental production costs) at the various plants. Reading the 

slide-rule then provides a direct indication of the power output which 

each plant should assume in order to satisfy the criterion of equal in-

cremental costs for the prevailing total system load. 

Where the tie-line transmission losses are negligible, it is seen 
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that the economic division of load among two or more interconnected 

generating stations is simply a problem of operating the stations at loads 

which correspond to the same incremental production cost. 

To be sure, it was not long before it was generally recognized 

that transmission losses should also be considered in the scheduling of 

plant loadings, for operation at equal incremental production costs would 

certainly result in the transmission of power from low-production-cost 

areas to high-production-cost areas, and this would clearly lead to 

transmission losses whose presence, it would seem, might be significant 

enough to have some bearing on the economic distribution of generation 

assignments. Particularly in the case of widespread systems where it 

is necessary to transmit power over long distances from the generating 

stations to the load centers, and where significant variations in fuel cost 

across the system are more likely to occur, it was quite apparent that 

some error resulted from not including the associated line losses in the 

economic loading analysis. 

It should be mentioned at this point that the criterion of equal in-

cremental production costs is correctly app_icable to the determination 

of the economic division of load among generators located at the same 

bus, and that this criterion may also be fairly accurately applied to a 

closely knit metropolitan system in which the generators are located 

practically at the load centers. But for widespread systems on which 

the losses are appreciable, and on which fuel costs are less likely to be 

approximately the same all across the syste.-n, the allocation of genera-

tion on the basis of the total power production cost as evaluated at the 

generating stations is not very sensible. 
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In those situations where it was quite obvious that severe losses 

in operating economy resulted from ignoring the transmission losses, 

the system load dispatcher generally attempted to account for the pres-

ence of these losses in an approximate manner. These attempts, how-

ever, were usually restricted to a few of the simpler cases (such as 

scheduling the tie-line loading between two plants), and where more 

complex configurations were encountered, trial-and-error calculations 

became so involved and so time-consuming that satisfactory analysis 

was difficult, if not impossible. 

Clearly, such procedures could not be considered entirely accept-

able, but further progress in the art of economic loading was made to 

await the introduction of a systematic and analytically justifiable meth-

od for the inclusion of the effect of transmission losses in the schedul-

ing of generation. The continuing expansion of integrated power systems 

and the interconnection of operating companies for the purposes of econ-

omy interchange were instrumental in arousing further interest in the 

need for properly considering transmission losses, since these develop-

ments caused the losses to become increasingly influential factors in 

securing optimum operating economy. 

The first major step in the development of a method for the co-

ordination of incremental production costs and incremental transmis-

sion losses was presented in 1949. (37) This method involved the use 

of the network calculator to solve a set of simultaneous, linear, algebraic 

equations relating the variables of incremental production cost and in-

cremental transmission loss for the preparation of predicted plant load-

ing schedules for a large power system. The approach was aimed at 
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minimizing the total power production cost as measured at the load 

point, rather than at the generating plant; Le., the conditions which 

would result in the minimum cost of delivered power were examined. 

These conditions were defined in terms of equations that dictated the 

necessary relationships among the incremental production costs, the 

incremental transmission losses, and the incremental delivered power 

costs which must exist for the economic allocation of generation includ-

ing the effect of transmission losses. 

Solutions for the optimum generating schedules under a variety of 

station and system loading conditions were provided through the use of 

an electrical analog of the equations mentioned above. The procedure 

consisted of designing an electrical circuit whose equations of per-

formance were identical to the given equations, and then representing 

this circuit on a network analyzer. Once the choice of suitable scale 

factors and the adjustment of the analyzer set-up had been realized- so 

that a given combination of machines, transmission lines, production 

costs, and total system generation were properly represented, the 

measurement of the currents in the circuit provided data which could 

be appropriately interpreted to yield the optimum generator loading 

schedule. 

This first method for coordinating incremental production costs 

and incremental transmission losses was significant in that it finally 

made available a systematic and analytically justifiable means for in-

cluding the effect of transmission losses in the determination of plant 

loading schedules. But as is the case with many revolutionary discov 

eries, the first use of this new method was hindered by difficulties with 
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still unrefined techniques and by troublesome operating details. The 

method worked, but not with the degree of simplicity and directness 

which might be considered desirable. 

Further developments in coordination methods then led to the in-

troduction of a set of simultaneous, nonlinear, partial differential 

equations which is now the basis for nearly all attempts at the economic 

allocation of generation. These equations are known as the "coordination 

equations," and they are of the following general form: 

dF
n +X  PL _ 

dP
n 	oPn 

( 8 ) 

	

where F
n 	

total input (fuel and subsidiary production costs) to 

power source n, in cents/hour 

	

P
n 	

loading of power source n, in kw 

incremental production cost of power source n, in 
dPn  

cents/kw-hr 

P
L 	

total system transmission losses, in kw 

PL 
incremental transmission losses associated with 

Pn 
power source n (non-dimensional) 

X =incremental cost of delivered power, in cents/kw-hr 

It should be noted that the n variable power sources include both 

generating stations (or units) and interconnections with neighboring 

systems. The interconnections are considered as sources of positive 

or negative power (according to the threction of power flow), and the 

dFn  
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corresponding inputs Fn  for these sources may be interpreted in terms 

of the prevailing levels of power flow over the various tie-lines and the 

associated sale or purchase prices attached to the energy exchanged. 

It is important to note that the derivation of the coordination 

equations is predicated upon the assumption that every variable power 

source is characterized by an incremental heat rate curve having no 

sections with negative slope, i.e., the curves must everywhere exhibit 

either positive or zero slopes. This restriction on the validity of the 

coordination equations, however, rarely presents any difficulty in prac-

tice because the heat rate curves normally are continuously increasing 

(monotonic) functions of an increasing source output. 

The meaning of the coordination equations requires some elabo-

ration. First, the derivation of the equations einploys the method of 

Lagrangian multipliers (69) which is frequently of use in calculus prob-

lems involving maxima and minima with subsidiary conditions. In this 

	

case, it is desired to minimize the total input F
t 

= 	F
n 

from the s 
n=1 

power sources to the system, for a given total received system load 

PR , and subject to the following equation of constraint: 

n=1 
Pn 	P

L 	
P

R 	
0 
	

(9) 

This equation of constraint represents a subsidiary condition which re-

quires that the total received load be equal to the sum of all source 

generations less the total transmission losses. 

Since only one subsidiary condition exists, it is onl.y necessary to 

use one Lagrangian multiplier, X. The Lagrangian multiplier is simply 
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an undetermined constant, and the result of the application of Lagrange's 

method is that a system of s + 1 simultaneous equations is made avail- 

able. This system includes the s equations given in equations (8) plus 

the single equation (9). It is then possible to solve these s +1 equations 

for the s variables P plus the additional variable X. When the vari-
- 

ables P and A. assume those values dictated by a solution of these 

equations, the power system will be in economic balance and operating 

at the minimum input in dollars/hour for the existing total system load. 

These s +1 equations are also known as the coordination equations, 

although the abbreviated form given in equations (8) is more common. 

A solution of equations (8) and (9) for the variables Pn  and X, 

however, will yield the optimum generation allocation only for the single 

total system load P
R 

which was used in equation (9). As the values of 

P
R 

used are changed to permit solutions for the optimum generation 

allocation over the entire range of expected total system loads, the 

value of the undetermined constant A. will also change, and it will be 

found that for each value of total received load P
R' 

there will be a single 

corresponding value of 	Thorough investigation of the physical sig- 

nificance of X will uncover the fact that it is simply the incremental 

cost of delivered power, i.e., the incremental cost of power as meas-

ured at the load centers (rather than at the generating stations). (70) 

And of course, it is entirely reasonable that a single value of the incre-

mental cost of delivered power should correspond to each value of total 

system load. The result is that once the value of X. corresponding to 

the total load P
R 

at which it is desired to find the optimum economic 

allocation of generation is known, this constant value may be substituted 
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in equations (8), and it is then only necessary to solve the s equations 

(8) for the s variables Pn . In practice, of course, the constraint rep-
- 

resented by equation (9) will automatically .bf, imposed by the power 

system itself. 

The above discussion explains why it is often possible to use only 

the abbreviated form of the coordination equations which is given in 

equations (8). However, where the incremental cost of delivered power 

corresponding to a particular total system load P R  is not known, 

the complete coordination equations given by equations (8) and (9) must 

be used. 

In order to solve equations (8), or equations (8) and (9), for the 

desired values of Pn  and )L, all the other variables must be eliminated. 

In equation (8), PL  may be expressed in terms of P using equations (3) 

PL, 
or (6) of the preceding chapter, or -— y-3 - may be directly replaced a   

with equations (5) or (7). Similarly, PL  in equation (9) may be replaced 

with equations (3) or (6), and of course, pa  in equation (9) is a constant. 
dF

n 
Finally, dP  in equation (8) may be replaced with an analytical expres-

n 
sion describing the increments.] production cost as a function of P and 

this illustrates the need for accurate incremental production cost curves 

expressed in terms of the variable power source loadings. 

The above considerations also illustrate the value of a loss for-

mula which expresses a power system's incremental transmission 

losses in terms of the loadings of the system's generating stations and 

interconnections. Indeed, it may be noted that the development of the 

coordination equations was in part dependent upon the prior discovery 

of a suitable means for representing the incremental transmission 
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losses. Prior to 1942, economic dispatching of generation had always 

been based on incremental station costs, either ignoring transmission 

losses altogether or considering them in an approximate manner, 

simply because transmission loss formulas were not available in a 

handy form which would permit their use on an hour-to-hour basis for 

generation scheduling. 

At this point it is also of interest to point out that, whereas the 

economic allocation of generation without consideration of transmission 

losses requires that the generating stations (or units) be operated at 

equal incremental production costs, the economic allocation of genera-

tion with proper consideration of transmission losses requires that the 

sources of generation be operated so as to result in equal incremental 

costs of delivered power at all load centers. This is evident upon con-

sidering that equations (8) require that all of the n variable ,power 

sources adjust their generations Pn  in such a manner that a single  value 

( X) of the incremental cost of delivered power shall prevail on a sys-

tem-wide basis. Verbally, equations (8) state that the total production 

cost to supply a given total system load is a minimum when the incre-

mental cost of delivered  power is the same from every variable power 

source. Though the incremental production costs may vary from sta-

tion to station, all such deviations will be exactly offset by the prevail-

ing distribution of incremental transmission losses between. the various 

sources and the various load centers, with the result that an increment 

of delivered power can be supplied by any source at the same net cost. 

Equations (8) may be manipulated and rewritten in another 

form: 
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dF
n 

dP
n 

(10) A 1 

_a PL 

Pn 

This form of the coordination equations shovv6 that a "penalty factor" 

K
n

, where 

K = 
n 

1  

1 	a PL  

Pn 

may be used to indicate the extent to which the presence of transmis-

sion losses causes the incremental cost of delivered power to differ 

from the incremental production cost of each source n. The penalty 

factor concept has been found useful in applying the coordination theory 

to the actual assignment of generation in practice. 

It may be noted that the total system input Ft  in terms of pro-

duction costs is consumed partly in useful load, partly in transmission 

losses, partly in plant thermal losses and auxiliary equipment require-

ments, and partly in meeting subsidiary operating expenses (e.g., labor, 

maintenance, etc.). The power delivered to the load centers as useful 

power is fixed under a given condition of total system load demand, but 

the plant losses and the transmission losses are variables which de-

pend on the allocation of generation. The thermal efficiency (or net 

heat rate) at a given plant depends on the output of that plant alone, but 

on the other hand, the transmission losses in a complex network are 

dependent simultaneously on the output of all of the system's plants. 

The optimum generation schedule for supplying a given set of loads at 

maximum overall efficiency will not in general yield either maximum 
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total station efficiency or maximum transmission efficiency. Generally, 

some compromise between the opposing effects of station losses and 

transmission losses will result, and only in rare instances will a given 

generating schedule by extreme coincidence yield simultaneously the 

minimum transmission losses and the minimum total station produc-

tion cost. 

It must be emphasized that the ideal pattern of generation alloca-

tion given by a solution of equations (8.) and (9) cannot always be ob-

tained in actual practice due to various electrical limitations which 

may exist or because of certain operating requirements which take 

precedence over the desire for optimum operating efficiency. These 

limitations and requirements are not represented in the coordination 

equations as given in equations (8), and hence the solution of these 

equations may or may not be within the bounds imposed on a given sys-

tem by electrical capabilities and other restrictions. In such cases, 

the optimum efficiency condition will only be approximated in practice 

since any operational requirements for modifying the ideal pattern of 

generation allocation will certainly have to be observed. Thus, what 

has been referred to as the "economic allocation of generation" be-

comes in truth "the allocation of generation on ar. economic and oper-

ational  basis" when put into practice.. Of course, any computerized 

scheme for applying the coordination theory to system operation will 

have to include provisions for satisfying any electrical limitations or 

other restrictions which may present themselves from time to time. 

Finally, it may be mentioned that several modifications of the 

basic coordination theory pz-esented on the preceding pages have been 
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developed. Most of these have been simplifications which are applicable 

in certain restricted cases --discussion of such special methods and of 

their range of applicability will be found in the technical literature. (71) 

Other investigations have resulted in alternate methods of deriving the 

coordination equations. (58) Also, coordination methods have been de-

veloped for use with predominantly hydroelectric systems. (72-76) 

For the purposes of this study, however, it will be sufficient to work 

with the general coordination equations (as given earlier) for a pre-

dominantly thermoelectric system. 

In the years following the first introduction of the coordination 

equations of the type given in equations (8), many improvements and 

refinements in the techniques of application of these equations were 

introduced. Even as early as 1951, general-purpose electronic com-

puters had already been foreseen as future tools for the solution of the 

coordination equations. Actually, it was only shortly after the first 

introduction of the coordination equations in 1949 that the use of auto-

matic digital calculators, such as the IBM 602A or 604, was mentioned 

for the numerical calculation of generation schedules including the ef-

fect of transmission losses. Indeed, the solution of a system of n 

simultaneous, nonlinear, partial differentia]. equations (such as the co-

ordination equations for an n-source system) is such a formidable task 

that one might very well be immediately led to think in terms of such 

handy subterfuges as the use of electronic computers. 

The application of electronic computers to the solution of the co-

ordination equations will be mentioned again at a later point. For the 

present, it will be assumed that some means of solution is available, 
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whether it involves a general-purpose or special-purpose electronic 

computer, some form of punched-card business machine, a network 

calculator, or some alternative "brute-force" method. 

Solution of the coordination equations for a particular value of 

total system load will then indicate the proportions in which the sys-

tem's various generating p?ants should be loaded for minimum oper-

ating cost at the given total load. The solution may be repeated for any 

desired number of representative total load conditions, and the results 

may be presented as curves of generator loading versus system load, 

i.e., each plant will have a curve indicating the load which it should 

assume at each value of total load in order to satisfy the previously 

mentioned criteria for economic operation. Such a family of curves is 

generally known as a set of precalculated economic dispatch curves. 

These curves may then be applied directly to the economic sched-

uling of generation as long as the operating conditions for which they 

were derived continue to prevail. They are "precalculated" curves be-

cause they are based on predicted operating conditions rather than on 

those operating conditions actually existing at the time of scheduling. 

Nevertheless, insofar as the conditions for which they were derived 

remain approximately correct, they are very useful as an aid to the sys-

tem dispatcher, and at the time of their introduction they served to open 

up new possibilities in the quick determination of the proper economic 

loading patterns. 

Generally, the system dispatcher will prepare generation sched-

ules for the following day on the basis of predicted loads for each hour 

of the daily load cycle by referring to the precalculated dispatch curves 
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to determine the indicated apportionment of load among the system's 

plants which corresponds to the tctal load fc:-ecast for any given hour 

of the next day. This procedure in7roduces substantial savings in op-

erating economy since it incorporates an analytically defined method 

for considering the presence of transmission losses and their effect 

in modifying the optimum distribution of generation. 

The use of precalculated dispatch curves, however, does not rep-

resent a panacea or cure-all for the complex problem of allocating gen-

eration economically. Any one family of dispatch curves is based on a 

number of fixed quantities which include specific values of fuel costs 

and production costs, the assumed availability of units, the scheduled 

dispatch of power over interconnections, and other specified operating 

conditions. But fuel costs vary with time and geographical location; 

the subsidiary production costs vary with labor and maintenance costs 

and with fluctuations in the costs of supplies; the availability of gener-

ating units is altered by forced outages and by planned outages for re-

pairs and maintenance; tie-line power flows vary as interconnection 

transactions are modified and as daily and seasonal fluctuations in de-

mand occur. 

In order to permit economic dispatch at all times it is necessary 

to provide numerous families of dispatch curves which will consider 

all practically possible combinations of these variables. As the extent 

of interconnections increases and as power systems become more 

widespread, these variables become more influential, and the required 

number of sets of precalculated dispatch curves mounts rapidly. 

A large number of precalculated curves is objectionable because 
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the system operator is often uncertain which curves should be used and 

because he becomes confused in attempting to interpolate between non-

applicable curves. Also, the preparation of so many precalculated 

families of dispatch curves is a very laborious and time-consuming 

task. Moreover, it as generally necessary to revise the curves about 

every six months in order to keep pace with changing conditions and 

with modifications in system configuration due to the construction and 

installation of new transmission lines, generating plants, and substa-

tion load centers. Clearly, the emire matter can quickly get out of 

hand, and the value of precalculated dispatch curves is often drowned 

in a sea of related problems and complications. 

Of course, it is true that precalculated dispatch curves are ex-

tremely useful on systems of limited exten;; whose variations in oper-

ating conditions are more restricted, whose interconnection transac-

tions are less frequent, and whose fuel (or production) costs vary 

together across the system. But the continuing trend toward the inte-

gration of small systems to build large interconnected systems and 

power pools operating over extensive areas of varied geographical, 

climatic, and economic characteristics soon made it clear that a more 

sophisticated and more widely applicable means :Eor scheduling gener-

ation was urgently needed. Furthermore, it must be remembered that 

in addition to having to correctly select and apply the large volume of 

information contained in the numerous sets of dispatch curves, the load 

dispatcher and the chief system operator are also concerned with such 

problems as observing the established electrical limitations related to 

normal and emergency equipment ratings, spinning reserve requirements, 
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plant thermal characteristics, service continuity, voltage regulation, 

reactive power limitations, stability limitations, and others. 

Finally, for all the good that the precalculated dispatch curves 

based on predicted  conditions do in providing the operators with a 

framework within which to operate, it is still necessary to maintain 

continuous contact with actual  load and frequency conditions and to 

modify the original generation schedules to meet these requirements 

and other unexpected emergency situations as they arise during each 

day's operation. For example, existing conditions may differ from an-

ticipated conditions because of the unexpected loss of a generator; be-

cause of unexpected limits on generation due to wet coal, or leaks in 

boiler, superheater, or economizer tubes, or clogged or dirty condens-

ers, etc.; because of emergency changes in the power flow over the 

tie-lines; because of unforeseen changes in the power supply to non-

conforming loads; and because of the many other unexpected situations 

which continuously confront the operator of a large power system. 

The increasing complexity of power system operation and the 

commensurately larger burden on the system operators were factors 

which contributed to the search for a better means of scheduling gen-

eration. More influential, perhaps, was the realization that despite the 

substantial savings which resulted from the use of precalculated dis-

patch curves, even greater savings would be obtained if it were possible 

to develop a procedure for continuously maintaining the system in the 

economic balance dictated by the pertinent coordination equations. This 

would require elimination of the error resulting from the discrepancy 

between predicted and actual. conditions. 
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It is true that, as the years passed, various methods for calculat-

ing and preparing generation schedules using electronic computers were 

developed (77-79), and these incorporated important refinements over 

the earlier methods of references 37 and 68. They materially_ re-

duced the drudgery of preparing numerous families of dispatch curves, 

but still this had little effect in alleviating the demands made of the 

system operators. Thus, in spite of these advances, it was still felt 

that a new method for continuously assigning generation on an economic 

basis was seriously needed. 

Such a method would free the system operators of much routine 

work and make them more completely available for important decisions 

and closer scrutiny of the operating practices. II: would also pay big 

dividends in boosting operating economy and thus affording increased 

savings. These conditions created a need for a computing device which 

could be used directly in the dispatching office to show the correct dis-

patch at all times, and the realization of this goal later led to the intro-

duction of automatic control systems which continuously provide for 

the economic allocation of generation together with the maintenance of 

system frequency and scheduled net interchange. 

An example of a specialized computer located in the load dis-

patcher's office for the sole purpose of aiding him in preparing up-to-

date generation schedules is the transmission loss penalty factor com-

puter. (80,81) This is an analog device that computes the previously 

discussed penalty factors of equations (11). Upon selection of a partic-

ular power source, the computer calculates the corresponding penalty 

factor, and in this manner all of the penalty factors K n  are made 
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immediately available. These calculated penalty factors are then used 

to modify the adjustment of the previously described incremental fuel 

cost slide-rule in order to account for the presence of transmission 

losses. Readings derived from the slide-rule provide the dispatcher 

with the necessary information to economically assign generation. 

Though the method is not automatic in that it still depends on a 

human operator link to translate the calculated data into actual prac-

tice, it does overcome many of the objections to the earlier approach 

using precalculated curves. The speed of the computer enables changes 

in operating conditions to be quickly reflected in the pattern of gener-

ation allocation, and thus the discrepancy between anticipated and exist-

ing conditions is largely eliminated. However, some time is consumed 

in carrying out an iterative process of adjustment between the computer 

readings and the slide-rule settings in orde• to achieve convergence on 

the desired generating schedule. Nevertheless, the use of this method 

on one system was claimed to have resulted in'yearly savings of the 

order of $150,000 when compared with the use of a scheduling method 

which included no consideration of the presence of transmissionlosses. 

Elimination of some of the manual steps included in the computer 

and slide-rule method leads to another load dispatching computer de-

signed specifically for use by the system dispatcher in his office. In 

this approach, the slide-rule is discarded.and the incremental produc-

tion cost characteristics are obtained from function generators or from 

some form of electrical analog of the incremental production cost curves. 

Further analog-type circuitry properly combines the cost characteris-

tics with the penalty factors (computed by the penalty factor computer 
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as before) to yield the incremental coEt of delivered power A..n from 

each of the n sources. 

Though previous 4-  orly a sirg:e value X of the incremental cost 

of delivered power was mertioned it is entirely reasonable that n dis-

tinct values of this cost should exist when the system is not at its opti-

mum condition of generation allocation. Operation of the equipment 

requires that the dispatcher continuously modify his generation assign-

ments in order to approach as closely as possible a condition in which 

the computed values of X n from all of the n sources are equal to a 

single value X . Use of the computer is facilitated by additional cir-

cuitry which calculates the average of the existing
n 

values; then, 

the dispatcher simply compares each plant`] X
n 

with the prevailing 

X' average and accordingly assigns generation so that each individual 

>1/4, will approach 
Xaverage 

as closely as electrical limitations and
n  

other restrictions permit. A load dispatching computer of this general 

type was introduced on the Southern Company -  system in 1954. (8Z) 

Some consideration should be given to the type of input data re-

quired by load dispatching computers of the kind just mentioned. Cal-

culation of penalty factors, of course, requires that the incremental 

transmission losses be known, and these are found from equation (5). 

Therefore, the prevailing values 	P, or of the variable power source 

loadings, must be supplied to the computer. Similarly, once the P 

values are specified, the incremental production costs are found from 

the cost curve analogs. Thus, the basic input data required for the op-

eration of a load dispatching computer of th.s type is a list of the pre-

vailing source loadings. 
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The loading schedule which is then ir.dicated by the computer as 

the optimum pattern of generation allocation may be modified by the 

operator in order to meet operating requirements related to local area 

protection, spinning reserve, voltage support, and other restrictions on 

system and equipment operation On the other hand, in automatic dis-

patching computers, most of these operational limitations must be rep-

resented in the computer itself, as will be seen later. In either case, 

however, it is important that all loading changes and other changes in 

operating conditions be immediately fed back into the computer in order 

to maintain a continuing correspondence between the computer opera-

tion and the existing system conditions. 

Several basic aspects of the operation of load dispatching com-

puters placed in dispatching offices as aids to up-to-date generation 

allocation have been presented in order to permit some understanding 

of the manner in which such computers are able to overcome many of 

the limitations of the precalculated loading curves. Numerous improve-

ments in the design and utilization of such specialized dispatching of-

fice aids have evolved in recent years (83-90), but the details of these 

installations will not be mentioned here. It is more important to rea-

lize that these specialized load dispatching computers do not them-

selves represent the ultimately desired method of obtaining economic 

system operation. 

Once a means 	developed for computing generation schedules 

which include allowances for transmission losses and which are essen-

tially up to date in all respects (i.e., applicable to existing conditions), 

it becomes desirable to curtail the heavy dependence on human 
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participation in the transfer of calculated operating data into actual 

practice. A means of automatically implementing the computer-indicated 

operating conditions would reduce time delays caused by speed and vol-

ume limitations on human implementation; it would increase fuel econ-

omy through the elimination of human errors and inaccuracies; and it 

would enable savings in operating man-hour.z,. Of course, these com-

ments refer to automatic  economic dispatching systems, and systems 

of this more advanced nature will be further considered in the next 

chapter. 

At this point, however, attention will be restricted to the applica-

tion of analog and digital computer methods to the solution of the basic 

coordination equations, since these equations are the essence of any 

dispatching scheme (whether it em3loys a specialized load dispatching 

computer or a complete automatic economic dispatching system). 

Although the preceding chapter pointed out that the problem of 

preparing a transmission loss formula is essentially digital in nature, 

this should not also imply that the use of transmission loss formulas 

will in turn require the utilization of predominantly digital techniques. 

One of the more important applications of t:f.ansmission loss formulas 

is in the coordination equations, and the load dispatching computers 

just mentioned effectively solve these equations using only analog 

methods. Actually, the coordination equations may be solved using 

either analog or digital techniques, and similarly, transmission loss 

formula applications may be either digital or analog in nature. Indeed, 

since the coordination equations include an i - cremental transmission 

loss formula, succeeding discussions of analog and digital approaches 
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to the solution of the coordination equations will imply that many of these 

approaches are also suitable for use with the various transmission loss 

formula applications. 

It is perhaps well to briefly consider just what is meant when 

analog and digital computer methods are mentioned for the solution of 

the coordination equ'ations. Analog methods will involve either a direct-

analog approach in which the coordination equations whose solutions are 

desired are directly represented by electrical circuits whose governing 

equations are of an analogous form or they will involve an indirect-

analog approach employing electronic differential analyzer techniques. 

(14, 91, 92) Digital methods of solution will employ determinants and 

manual matrix manipulations in the very elementary cases, and in the 

more general situations, the matrix manipulations and other operations 

will be performed by electronic digital computers. Alternatively, a 

technique combining both analog and digital characteristics, such as 

the use of digital differential analyzers, might be employed. (15, 16) 

Both analog and digital methods (or combinations thereof) are entirely 

feasible for the solution of the coordination equations, i.e., the use of 

any of these methods will  afford solutions of the coordination equations. 

A somewhat more subtle question, however, considers the rela-

tive merits of the analog and digital approaches. (83) Of course, the 

choice between alternate approaches is often largely dependent on the 

particular application in view and on economic considerations. For 

example, where specialized digital load dispatching computers are in-

stalled in the dispatching offices as aids in the economic allocation of 

generation, it is usually difficult to justify the heavy expenses involved 
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in maintaining a digital computer continuously on stand-by while actu-

ally only using it intermittently for rapidly performed calculations. On 

the other hand, a special-purpose analog computer for the same appli-

cation would generally be less expensive, and hence more readily jus-

tified economically. Yet, if precalculated schedules were considered 

acceptable and if a digital computer could be rented for short inter-

vals, then the digital method would probably appear more attractive 

than the analog method for this particular application. 

However, beyond the economic considerations pertinent to each 

application, there remain certain inherent attributes of analog and 

digital computers which should be evaluated in the light of the specific 

application in mind before a final selection is made. 

For example, digital computers are primarily information-

handling devices by nature. They offer the attributes of "memory" or 

"storage" and "decision-making" or "automatic sequencing" (7) and 

they are consequently of great value in information-processing systems 

requiring data storage and the ability to select between alternate infor-

mation-flow paths or data -brocessing procedures on the basis of inter-

nal information and without human intervention. Digital computers are 

well suited to the handling of very large amounts of data and particu-

larly to data used repetitively in precise arithmetic calculations. 

Finally, the concept of a "Stored program" for digital computers 

makes available general-purpose computers of enormous flexibility 

in the sense that they may be applied to many, many different problems. 

On the other hand, whereas digital computers are well adapted 

to the handling of numerical data of a completely random nature, analog 
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computers are better suited to the handling of data which follows natu-

ral physical laws (often expressed by differential equations) or which 

can be described in equation form. And whereas the computational ac-

curacy of digital computers can be made almost whatever is desired, 

the accuracy of an analog computer will depend upon the inherent accu-

racy of its component parts and upon the accuracy with which the vari-

ables can be measured both in obtaining the output data and in supplying 

the input problem data. Since the analog computer is in essence a de-

vice for the solution of physical systems by the construction of a math-

ematical model of the system, it is admirably suited to the solution of 

problems requiring the simulation of physical systems. However, analog 

computers depend on "wired-in programming" and do not permit auto-

matic program modification; nor do they afford the storage and decision-

making possibilities of the digital computer. 

Finally, the digital differential analyzer offers a combination of 

some of the advantages of both the analog and digital computer, while 

overcoming some of their individual limitations. (Conceivably, the dig-

ital differential analyzer could very effectively be applied to the eco-

nomic coordination problem, although as yet little announced progress 

has been made in this direction.) 

From the above remarks it should be evident why analog comput-

ers have been so widely used for the solution of the economic coordina-

tion problem at the level considered in this chapter (i.e., where a com-

puter is placed in the dispatching office as a specialized dispatching aid), 

for in addition to the economic advantage, it is obvious that the coordin-

ation problem at this level can better utilize the analog computer's 
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special attributes rather than those of the digital computer. In other 

words, where attention is restricted to the so-ca:Lled specialized load 

dispatching computers which have been considered on the preceding 

pages as an intermediate step between the 1_,E3 e of precalculated sched-

ules and the use of automatic dispatching systems, analog methods have 

generally been found more feasible in view of the relative cost of digital 

computers and because the requirements for information-handling and 

computational accuracy have not been sufficient to warrant the use of 

digital techniques. 

Nevertheless, the economic considerations pertinent to each ap-

plication will still have to be reviewed as new applications arise, and 

perhaps more important, the characteristics and peculiar attributes of 

the analog and digital methods will also need to be re-evaluated for each 

new application in light of their relative im -Dortance to the problem at 

hand. In cases where the benefits to be derived from the use of auto-

matic economic dispatching systems are important enough to justify the 

incorporation of these more refined systems, the analog-versus-digital 

question becomes more involved. The follcv ✓ ing chapter will consider 

automatic dispatching in greater detail and will investigate more thor-

oughly the use of digital and analog techniques both in these systems and 

in meeting the requirements of other power system control functions. 
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PART II 

Chaioter 3 

LOAD-FREQUENCY CONTROL, AUTOMATIC DISPATCHING, 
AND OTHER COMPUTER SYSTEM FUNCTIONS 

Considerable attention has been devoted to the many aspects of 

the important problem of securing the optimum economic operation of 

power systems. The factors which influence the economic allocation of 

generation among the power plants of a system have been investigated, 

and the desired relationships among the incremental production costs 

and incremental transmission losses have been established. Prelimi-

nary discussions of the application of analog and digital computer meth-

ods to the solution of the economic coordination equations have been in-

cluded. 

The problem of economic operation is at the heart of any control 

system for power system operation, and it is only proper that this topic 

be thoroughly explored. Further consideration of the application of 

analog and digital computer methods to power system control, however, 

will have to be undertaken on a broader leve:.. It will be necessary to 

treat such applications in terms of the several control functions of in-

terest in power system operation rather than simply in terms of the 

function of economic operation. To this end, the various control func-

tions in question should be discussed. 

The basic law of supply equalling demand, which is so debated in 

other circles, must continuously be satisfied in the operation of electric 

power systems. The principle of the conservation of energy requires 
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that the total generation of energy on any power system be at each 

instant completely absorbed in its loads, its transmission losses, and 

a net outward flow of power over the interconnections with adjacent 

systems (where the net tie-line flow is inward, this is viewed as addi-

tional generation). Moreover, the loads on a power system are in a 

continuously fluctuating state --it has been said that the only normal 

state of a power system is an abnormal one! Since the transmission 

losses and interconnection flows will not automatically adjust them-

selves in such a manner as to exactly compensate for all load fluctua- 

tions, the conservation of energy requirement will have to be met through 

compensating frequency fluctuations unless some satisfactory means of 

continuous generation control is provided. Of course, random frequency 

fluctuations are not permissible, and therefore it has become necessary 

to introduce load-frequency control in the operation of power systems. 

The evolution of acceptable load-frequency control methods has 

been a long and gradual process. (93-100, 35) Although the history is a 

fascinating one, there is little justification for reviewing at this time the 

various developments which have led to today's advanced methods of 

load-frequency control. Instead, suffice it to say that the shortcomings 

of the flat-frequency, flat-tie line, and selective-frequency methods of 

load-frequency control used in many early installations have eventually 

led to their rejection where today's extensive integrated power pools 

are concerned. For smaller, isolated power systems, some of the earlier 

methods are still useful, but where it is necessary to both control sys-

tem frequency within narrow limits and hold tie-line power flows at 

scheduled levels, the principle of tie-line bias control has found universal 

acceptance. 
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Although the complete theory of tie-line bias load-frequency con-

trol is somewhat involved, it may be said that the method is very effec-

tive in meeting the prime requirement for satisfactory control of fre-

quency and net interchange on integrated systems. This requirement is 

that each area of an interconnected network modify its own generation 

to absorb its own load changes. The fact that the load changes are 

absorbed will permit an essentially constant system frequency, and the 

fact that these changes are met (i.e., compensated for) in the same area 

in which they occur will permit the tie-line power flows to remain at the 

scheduled levels. During each period of readjustment, and until the in-

dicated reassignments of generation have been realized, the tie-line 

flows are altered, however, while each area in the pool contributes an 

appropriate share (determined by the bias
*  

chosen) of the necessary 

regulating action that will accelerate the recovery of the afflicted area. 

These tie-line schedule deviations are unavoidable, and they are not 

entirely objectionable if the changes are steady rather than fluctuating 

and if the normal schedule is promptly restored as the afflicted area 

acts to compensate for the load change which it suffered. In short, tie-

line bias is the most effective method known for controlling system 

frequency and net interchange on integrated power systems. 

The concept of individual areas within a. power system which sep-

arately adjust their total generation in order to meet their own load 

swings is an interesting one. Exactly what constitutes an "area" and . 

Area "bias" values, expressed in Mw/0.1 cycle, for power 
systems in the United States have generally fallen in the range of 
one-half to two per cent of the spinning capacity on the line in that area. 
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just how many areas will exist within a given interconnected system will 

depend largely upon the system's geography, the overall network con-

figuration, and the extent of interconnections between the various groups 

of neighboring stations and load centers. In effect, the boundaries of an 

area are so determined as to permit it to satisfy the requirement that 

it absorb its own load changes through adjustments in its own genera-

tion. An area may be of any size, but it must operate as a single entity 

insofar as the allocation of generation changes to accommodate load 

changes is concerned. 

A given power system may be either a single-area system or a 

multiple-area system according to the dictates of the above definition 

of an area. On a single-area interconnected system, the whole inter-

connection is one area, which implies that because no one part of the 

interconnection is solely responsible for adjusting generation to meet 

its own load changes, the tie-line power flows within that area are 

neither scheduled nor controlled. Therefore, the generation allocation 

problem is reduced to a question of determining where on the intercon-

nection it is most economical to absorb the next load increment, and 

this may be done without any regard for where the change occurred. On 

multiple-area interconnections, however, it is obvious that tie-line 

power flows must be scheduled and controlled if a fixed net interchange 

between the several areas is to be maintained. The generation allocation 

problem then has two aspects: First, the required change in generation 

to meet a given load change must be allocated to the area in which the 

load change occurred; then, once the generation change is assigned to 

the proper area, it is desirable to allocate this generation requirement 
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among the power plants in that area in the most economical manner. 

Clearly, these considerations will have to be incorporated in the design 

of an automatic dispatching system which is to be used on a multiple-

area system. Also, it may be noted in passing that automatic dispatch-

ing systems will generally be found more frequently applicable to the 

large multiple-area interconnections than to the smaller single-area 

systems. 

There are two limitations on economic system operation which 

pertain to operating functions that are of greater importance than 

achieving the optimum economic allocation of generation. The first of 

these is related to load-frequency control. The requirements of prop-

er load-frequency control will not conflict with the theoretical economic 

loading of generators as long as it is possible to change the load on any 

unit at any desired rate. But, of course, there is a practical limit on 

how rapidly any given machine can pick up or drop load, and though this 

restriction becomes less serious whenever there are several machines 

which can be simultaneously called upon to absorb the load swings, it 

must still be considered. Thus, when load swings on the system occur 

very rapidly, there will be instances in which even several machines 

will not offer enough latitude to permit the load swings to be absorbed 

in accordance with the principles of incremental loading, and there-

fore it will become necessary to assign part of the load swing to units 

which are not at that time 73repared to economically participate in 

meeting the new generation assignments. On many systems, situations 

of this type, which require that economic generation allocation be tem-

porarily overlooked in favor of the more important function of load- 
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frequency control, will develop every morning and evening during load 

build-up and drop-off. 

The other limitation on economic system operation concerns 

service reliability. A prime function of an electric utility is the pro-

duction of electric energy at the lowest cost consistent with the obli-

gation of maintaining continuity of service. And to the essential need 

for service continuity may be added the desire for high-quality serv-

ice. Considerations of this nature may, for instance, require that 

units be kept in service in remote parts of a system to provide volt-

age support during off -peak hours, although it may not be economical 

to do so. Similarly, where one generating station is connected to the 

rest of the system by only one transmission line, it might be desirable 

to maintain a certain amount of spinning reserve in this area even though 

this may be contrary to the pattern of generation allocation indicated for 

maximum operating economy. In a sense, load-frequency control is also 

directly related to service reliability and service quality. Such control 

is responsible for continuously matching generation to load demand and 

hence makes an important contribution toward service continuity; also, 

it is concerned with maintaining constant system. frequency and there-

fore is essential to high-quality service. 

In summary, the various operating practices which are necessary 

to insure continuous electric service of a high quality (in terms of 

voltage fluctuations, frequency deviations, etc.) will always take pre-

cedence over any effort at economic operation. Only once these re-

quirements have been met, and only insofar as they continue to be 

satisfied, will it be possible to consider the most economical means 
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of supplying the generation needed to meet the existing demands. 

Clearly, automatic economic dispatching systems will have to satisfy 

the various operating requirements of an electric utility system in the 

order of their relative importance, as outlined above. 

A tie-line bias load-frequency control system operates in such a 

manner as to first determine the "area requirement" (or the change in 

net generation needed in an area in order to permit a stable frequency 

and a fixed net interchange) of a given area in terms of the prevailing 

system frequency, the existing net interchange with other areas, and 

the bias value selected for that area 	The system then must do what- 

ever is necessary to reduce or eliminate the area requirement, and the 

degree of accuracy with which each area maintains its area require-

ment equal to zero will be a measure of its operating competence as a 

participating member of the interconnection. If the area requirement 

is zero, no change in total generation is desired, but if the area require-

ment is a positive or negative value, the total generation must be in-

creased or decreased accordingly. Whatever the case, the required 

total generation should be distributed among the area's stations and 

units in the most economical manner, provided that any operating re-

quirements pertaining to continuity or quality of service are also sat-

isfied. 

Essentially, the function of an automatic dispatching system is to 

receive the order for more generation, less generation, or no change 

in generation (as indicated by the load-frequency control equipment in 

By definition, Area Requirement = (Actual Net Interchange 
- Scheduled Net Interchange) + Bias (Actual Frequency - Scheduled 
Base Frequency). 
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terms of an area requirement) and then apply the principles embodied 

in the coordination equations to execute this order in the most economic 

fashion subject to any restrictions imposed by the requirements of serv-

ice continuity and quality. The previously considered load dispatching 

computers for use in the dispatcher's office as an aid to economic op-

eration served only to indicate how a given total generation could be 

economically supplied. How much total generation is required was de-

termined by an entirely independent load-frequency control system, The 

restrictions imposed by the requirements for service continuity and 

quality were partially represented in the computer and partially intro-

duced by the operator himself. Implementation of the computed results 

was effected via a human link (the operator) between the computer out-

put and the power system. 

On the other hand, an automatic dispatching system weds the com-

puter to the load-frequency control system and thereby reduces human 

participation to a minimum. Computed results are immediately imple-

mented by the integrated dispatching and load-frequency control equip-

ment and will consequently be followed more accurately (and with less 

time lag) by the power system. Automation of the dispatching procedure 

also overcomes the human limitations on the number of operations which 

may be performed simultaneously. Of course, because the automated 

system must reduce human interference to a minimum, it is necessary 

to devise some means of representing in the dispatching computer a 

wide range of operating restrictions such as those which would reflect 

the greater importance of service continuity and quality --and other 

similar considerations -- over the desire for economical operation. 
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Some consideration of the manner in which such restrictions are in-

troduced and of the value of analog and digital methods for such purposes 

would seem appropriate; however, it will first be necessary to describe 

a typical automatic dispatching system more completely. 

It has been stated that information regarding the prevailing net 

interchange is needed in order to compute the area requirement. This 

will generally require that each of the .Le•line power flows be teleme-

teredto the centrally located dispatching office and fed into a totalizing 

circuit which will yield an indication of the net inward or outward flow. 

Application of the coordination theory will also require that the prevail-

ing outputs of all those generating stations represented in the transmis-

sion loss formula be known at the dispatching office. In short, the load-

ings of all tie-lines, all regulating stations, and the major generating 

stations will generally be transmitted to the dispatching office via direct 

wire, carrier, or microwave channels. This information constitutes a 

large portion of the input information required by an automatic economic 

dispatching system. As far as the area requirement computing circuits 

are concerned, the only additional information needed (beyond specifica-

tion of the appropriate bias value) is the prevailing system frequency, 

and this will be metered locally and supplied to the computing circuits 

in a suitable form. These comments cover all of the variable inputs 

must be continuously supplied to the automatic whose existing values 

dispatching system. 

An automatic economic dispatching system will thus include the 

necessary telemetering equipment to continuously gather such informa- 

tion as is needed for economic dispatching and for load-frequency control 
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but which is not otherwise available locally. In addition, the system 

will consist of the load-frequency control equipment, the computer which 

solves the coordination equations, and the necessary control intercon-

nections between these major components. Of course, there are many 

automatic dispatching systems available today (101-113), but upon close 

examination it may be seen that these are actually almost all alike as 

far as a functional analysis is concerned. However, the actual design 

details vary widely. Two typical automatic dispatching systems may be 

mentioned briefly. 

One of the earliest systems placed in operation was the Southern 

Company's "Early Bird," C.03-105) Although this was initially used 

simply as a load dispatching computer of the type considered in the pre-

ceding chapter, it was later converted to automatic operation. The 

"Early Bird" now operates to distribute the area requirements of the 

system among the various generating plants in the most economical 

fashion. This is accomplished throigh impulse-routing circuits. The 

tie-line bias control computes the area requirements and sends out ap-

propriate "raise generation" or "lower generation" signals for each 

area. These signals, or im -oulses, are routed to those stations which 

are at that time best qualified to increase or decrease generation, as 

determined by comparison of the prevailing incremental costs of deliv- 

ered power of the various stations with the existing X, 	for the 
average 

system. The impulse routing is accomplished by electronic relays 

whose operation is governed by the X
n 

values which form the outputs 

of the "Early Bird" computer. The computer's outputs are fed to 

electronic relays which act --much as traffic controllers --to block or 
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pass the raise and lower impulses in such a manner that no station hav-

ing a X
n 

above the existing 	
average 

can receive raise impulses 

and no station having a low Xn can receive lower impulses. In this 

fashion, it is possible to superimpose the requirements of economic op-

eration on the load control system's operation. 

The "Early Bird" is a fully automatic dispatching system. It is a 

closed-loop computer-control system in which the power system itself 

is included in the feedback loop; i.e., the computer outputs govern the 

load control system's operation, the power system parameters are ad-

justed via the load control, and the resulting power system behavior in 

terms of various telemetered quantities is then fed back into the com-

puter to be analyzed -- this cycle is repeated continuously as the "Early 

Bird" optimizes the system operation. Human intervention in the dis-

patching procedure is kept to a minimum. It is evident that the real 

heart of the "Early Bird" system is the computer, for it is there that 

all the control information is gathered and operated on to develop out-

puts which will guide the power system operation. 

Another automatic dispatching system of interest has been devel-

oped by the Westinghouse Electric Corporation. (106-108) Since this 

system differs somewhat from the "Early Bird," it will be reviewed 

here in order to permit a fuller understanding of the functional opera-

tion of typical automatic dispatching systems. The integration of the 

load-frequency control and economic dispatcli_ng functions is more com-

plete in the Westinghouse system. In this system, an area requirement 

signal is developed through computing circuits which meter system fre-

quency and the net interchange. This signal drives a fast-acting servo 
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device which causes the generating stations to follow the system load 

swings as they occur. The signal simultaneously drives a slow-acting 

servo device which continuously indicates the prevailing incremental 

cost of delivered power. The slow-acting servo's output may then be 

used to modify the earlier, rapidly determined allocation of generation 

in such a manner as to permit optimum economic operation. 

The Westinghouse system illustrates well the previously men-

tioned need to satisfy the existing load demand and frequency require-

ments before attempting any application of the economic loading prin-

ciples. For instance, when rapid load swings occur, these will be 

immediately followed by the generating stations, as required by the 

fast-acting servo. Generally, this initial allocation of generation to 

meet sudden changes in system demand will not be the most economic 

allocation, and the slow-acting servo is then called upon to gradually 

return the system to an economic balance. Meanwhile, of course, fur-

ther load swings may occur, and the fast-acting servo will continue to 

follow these swings as soon as they occur. Yet, whatever the sequence 

of load fluctuations, the slow-acting servo will follow the total system 

demand and will continue to gradually force a return of the system to 

the economic operating condition corresponding to the then-existent 

total demand. With such a system, it is possible to consistently keep 

the existing generation distribution very close to the ideally desired 

optimum condition of generation allocation. Unless load swings are in-

frequent, some residual error will persist, however, for it is necessary 

to choose the time constants of the control system in such a manner as 

to avoid over-compensation and "hunting." 
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At this point, the general picture of how automatic dispatching 

systems function should be clear. As far as the computer output con-

trol commands which "tell" the system what generation changes are 

needed are concerned, these will usually be transmitted to the genera-

ting station via the load-frequency control equipment, and it is not nec-

essary to consider the details of how this is d one.  It may be noted, 

however, that the generation allocation may be accomplished directly in 

terms of the individual unit :incremental rates, or instead simply in 

terms of the overall station incremental rates. In the latter case, each 

station will receive a station requirement signal, and this will thenhave 

to be allocated among that station's units according to the unit incre-

mental rates. Thus, one difference between these two approaches is the 

location at which (and the form in which) the station or unit incremental 

rates must be known and represented in computing circuits. On many 

systems, generation allocation directly in terms of individual unit in-

cremental rates will afford appreciable gains in dispatching accuracy. 

In either case, the preceding discussions have shown that the computer 

which is located in the dispatching headquarters and which is given the 

task of directing the automatic economic dispatching procedures must 

include representations of many operating parameters and must prop-

erly coordinate large amounts of information. The operation of this 

computer clearly merits further investigation. 

Those computer inputs which may vary continuously and which 

must therefore be continuously metered and supplied to the computer 

have been considered.earlier. The remaining inputs are those which 

are of a semi-permanent nature, i.e., those which will occasionally 
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change in discrete steps and which may be left fixed except for occa-

sional resetting by the system operator. Among the inputs of this type 

are those which provide necessary information regarding various pow-

er system parameters and others which introduce operational restric-

tions of the type considered earlier. 

Inspection of the coordination equat ons will reveal some of the 

additional inputs required. One of the most obvious of these is the 

group of incremental fuel rates for all the generating stations or units. 

This group of inputs must be provided in a high-accuracy form and in 

such a manner as to permit selection between the various cost curves 

in order to cover all possible combinations of units in a station and all 

unit operating modes. The accuracy and flexibility of this group of 

inputs is an important consideration, for frequently the cost of an auto-

matic economic dispatching system cannot be justified unless the sys-

tem representation in the computer is accurate and complete enough to 

permit taking full advantage of the computer's potential for providing 

minimum-cost system operation. (114) 

Another input of interest is the fuel cost which is to be applied to 

the heat rate curves in order to permit coordination on a cost basis. It 

is necessary to include provision for changing the fuel cost multiplier 

whenever the cost of fuel changes. Also, on certain systems, two (or 

more) fuel costs may be used at the same station and special provisions 

are necessary in such cases. For example, for a generating unit burn-

ing two types of fuel having different prices, :he selection of the appro-

priate fuel cost multiplier will be made on the basis of which fuel is to 

be varied as a function of load. 
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Associated with the specification of the proper cost characteris-

tics and fuel prices is the stipulation of which units are in service and 

which are off the line. In this connection, certain operating restrictions 

and computational considerations frequently require that additional in-

puts be supplied to indicate which units are in their variable ranges and 

which must be held at fixed loadings. Alternatively, such information 

may often be supplied in the form of high and low limits on each unit's 

output --the high limits will refer to the maximum generation ratings 

of the units and the low limits to the minimum generations considered 

practical. Exactly how information regarding operational limitations 

should be supplied will depend largely on the form in which a given 

computer is designed to receive it, and since the same information may 

often be conveyed in different forms, it is not possible to enumerate 

just which inputs are required unless a specific computer is consider-

ed. Also, the extent of the operational limitations which may be antici-

pated will vary from one power system to the next, and hence the same 

computer may require somewhat different types of inputs when applied 

to different systems. In short, regarding computer inputs which rep-

resent power system operational limitations, ,t is sufficient to mention 

here that provision must be made for adequately representing all per-

tinent operational limitations which may be expected on the system in 

question. 

Another important group of inputs includes the transmission loss 

formula coefficients. These are also of a semi-permanent nature, as 

the coefficients will normally need to be modified only when major 

transmission system changes are made; however, the flexibility of the 
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computer is improved if some means is provided for quickly and easily 

changing the coefficient values whenever necessary. Finally, in addi-

tion to all the previously cited inputs it is necessary :to specify the ap-

propriate bias value for each area of a system, plus the desired frequency 

and net interchange values to be held by the load-frequency control. 

Nearly all of the automatic economic dispatching systems used up 

to now have employed analog rather than digital computers. The man-

ner in which the various inputs considered above are handled by ananalog 

computer may be briefly considered. The incremental fuel rate curves, 

for example, may be represented in an electrical analog using an exter-

nally loaded slidewire potentiometer. The adjustable external loading 

permits a curve to be represented by a number of properly oriented 

and readjustable straight-line segments, and where the potentiometer 

tap is servo-positioned to correspond to the particular power source 

loading, the voltage "picked-off" represents the associated incremental 

cost of generating power. Various means of adjustment are incorporated 

in order to permit changes in cost characteristics and different combina-

tions of 'units in each station. 

Inputs reflecting fuel costs, unit opera•:ing limits, transmission 

loss formula coefficients, bias values, desired frequency and desired 

net interchange, and other semi-permanent conditions needed for the 

dispatching procedure are usually represented by simple switches, 

standard potentiometer circuits, mechanical limits, and other common 

analog techniques and circuits. The computers themselves employ 

standard techniques including the use of servo-positioners, operational 

amplifiers, transformer-resistance matrices (e.g., for transmission 
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loss formula representation), and other conventional analog computer 

equipment. 

There is no real problem in developing analog computers of vari-

ous designs and operational characteristics for use in an automatic dis-

patching system. Analog methods lend themselves well to the solution 

of the coordination equations, the system's transmission loss formula 

is conveniently represented analog-wise, and the variable and semi-

permanent inputs are easily handled. Since there is no real stumbling 

block in the development of analog computers for automatic dispatching 

systems, it is not important to consider here the design details of any 

of the computers presently available. Instead, it will simply be assumed 

that standard analog techniques, aria possibly some modifications of these, 

will be sufficient for meeting any of the requirements which may appear 

in the development of automatic dispatching computers of the types which 

have been considered. In other words, the functions which have been 

mentioned can be accomplished with analog devices and there is no need 

to investigate the more minute details of how this is done. 

Of greater interest will be a consideration of why analog methods 

should or should not be used and of which techniques (analog or digital) 

are most suitable for representing information and for performing the 

various operations in a more comprehensive control system which is 

concerned with certain functions beside automatic economic dispatching 

but which does incorporate  an automatic dispatching system of the type 

that has been described. 

Of course, the automatic dispatching system functions can be 

realized in terms of digital methods also. Indeed, a digital dispatching 
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and load control computer is presently being readied for installation on 

a metropolitan power system (115), and this will mark the first step in 

what may well be a developing trend toward the wider acceptance of 

digital techniques in power system operational control systems. As 

mentioned in the preceding chapter, digital computational techniques 

can certainly be used to solve the coordination equations, and they are 

also readily applied to the evaluation of transmission loss formulas. 

In fact, all dispatching system inputs of an on-off, high-low, "this -or-

that" nature, i.e., those inputs of a bi -stable character, may be readily 

handled by digital computer methods. Even incremental production 

cost curves may be suitably represented in the digital computer, and 

fuel costs can be specified digitally just as well as by having an oper-

ator set a multi-position switch in an analog computer. The require-

ments for digital computer application to automatic dispatching become 

more demanding, however, when the continuously varying inputs are 

considered. 

It must be remerrbered that the basic problem is to control an 

analog system (the electrical power system). This requires that analog 

information be taken from the power system, presented to the digital 

computer in digital form, analyzed and processed by the computer in 

order to yield output information in digital form, and then delivered in 

analog form to the power system for implementation. Clearly, such 

inputs as system frequency, power source lcadin.gs, and net interchange 

will have to be continuously supplied to the computer via analog-to-

digital conversion devices. Similarly, output information prepared by 

the computer to indicate the desired form of system control and operation 
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will have to be delivered to the system via cigital-to-analog conversion 

devices. This need for analog-to-digital and digital-to-analog conver-

sion equipment, and the fac -: that such devices have only recently be-

come available in a practical and reliable form ;  have no doubt been 

influential factors in restricting the earlier development of automatic 

dispatching systems to the oredom:.nant use of analog techniques. 

An important distinction between the analog and the digital com-

puter lies in the fact that the size (and consequently, to some extent at 

least, the cost) of an analog computer is usually roughly proportional 

to the complexity and extent of the calculations that are to be performed, 

whereas the digital computer shows a relatively small size increase 

beyond the initial equipment as the complexity and extent of the prob-

lem to which it is applied increases. Many of the earlier automatic 

dispatching systems called for computing facilities in a size range in 

which the analog computer was considerably less expensive than a dig-

italcomputer of equivalent capacity. Considering then the additional 

cost of extensive analog-to-digital and digital-to-analog conversion 

equipment, the cost of a digital installation became considerably greater 

than the cost of a comparable analog installation. The obvious question 

which resulted concerned the advantages which a digital system might 

offer. 

Essentially, there are two prime characteristics generally attrib-

utable to digital computers. One is s ,aeed of computation and the other 

is accuracy. However, the computational speed of a digital computer 

can hardly be looked upon as an advantage over the use of an analog 

computer, for in truth the analog machine -- a.s, in effect, an electrical 
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system whose behavior Is analogous to that described by the mathemat-

ical equations which define the problem at hand --will instantly readjust 

itself to continuously yield a solution to the coordination problem as the 

input parameters are varied. Thus, the "computational time" of an 

analog computer is a somewhat nebulous quantity and cannot be effec-

tively evaluated. For all practical purposes, the analog computer pro-

duces an immediate solution, although it is true that servo devices and 

other electrical or electronic components will have small, inherent 

time delays. 

On the other hand., the digital computer does have a very definite 

computational time which can be readily evaluated, and of course, this 

time is invariably very short in relation to whatever alternative, non-

computerized procedures may exist for achieving the desired solution. 

In fact, the digital computer's unique capacity for processing informa-

tion at extremely rapid rates is essential to the , s uccessful application 

of such machines to automatic dispatching problems, since a large 

volume of computations must be carried out to determine a new set of 

generation assignments each time the operating conditions change. 

However, it should also be noted that there is a limit to how fast a 

power system can respond to changes requested by the computer, and 

it would be pointless to perform calculations showing what changes are 

desired many times faster than the speed with which the indicated 

changes can be implemented -- this question of relative speeds is 

closely associated with the need to provide for time constant compati-

bility in order to avoid continued "hunting" and overcorrection, as 

mentioned earlier. 
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In conclusion, then, it may be seen that the factor of computational 

speed is one which, if anything, favors the analog computer, although 

it does not on the other hand hinder the application of digital computers 

to automatic dispatching, provided that the latter are able to meet the 

minimum computational speed requirements of such applications (and, for 

today's state of the art, these requirements are not particularly de-

manding). 

The accuracy of the digital computer also merits consideration. 

There is no question of digital accuracy overshadowing analog accu-

racy --digital methods definitely offer a greater potential for high-

accuracy calculations. In many applications, the accuracy of digital 

methods is sufficient to justify their greater expense when compared 

with similar analog devices. However, as yet it has not been possible 

to supply all of the input information required by an automatic dispatch-

ing system with sufficient accuracy to justify performing the necessary 

computations on the high accuracy level possible with digital computers. 

There is some question of the practicability of performing calculations 

with an accuracy far greater than that inherent in the input data upon 

which these calculations are based, although many will offer the argu-

ment that the almost unlimited precision available in the digital com-

puter will at least insure that no accuracy will be lost in operating on 

the input data. 

One fundamental group of inputs which have as yet been limited 

in the accuracy with which they may be specified is the group of incre-

mental fuel rates for all the generating stations and units. Before the 

days of widespread interest in economic dispatching, there had never 
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been sufficient justification for attempting to secure high-accuracy data 

on incremental fuel rates. But as the importance of economic dispatch-

ing has become more widely recognized, and as the value of increased 

accuracy in such operations has become more obvious, greater efforts 

have been made to obtain high-accuracy data representing incremental 

fuel rates. It appears quite likely that in time all of the input informa-

tion needed for automatic dispatching will be made available in high-

accuracy form. In any case, the fact that the input data has not in years 

past been available with great accuracy has no doubt been another im-

portant factor in restricting the earlier development of automatic dis-

patching systems to the analog field. 

It is evident, ther, that the two fundamental characteristics of the 

digital computer, computational speed and accuracy, have not as yet 

proved advantages which might result in a swing from analog to digital 

computers for automatic dispatching system g. This statement, however, 

is probably more accurate in terms of the circumstances prevailing 

during recent years rather than in terms of the present state of the art. 

For as progress in the accuracy with which the necessary input data 

may be specified continues to be made, the accuracy capabilities inher-

ent in the digital computer will no doubt tend to bring it into greater 

favor for such applications. Significant developments are also being 

made in the field of analog-to-digital and digital-to-analog conversion 

devices, and it is expected that further progress in this field will make 

available continually more reliable and more accurate conversion de-

vices suitable for a wider range of applications at a reduced cost per 

installation. As such advances are made, and as a growing computer 
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technology begins to permit reductions in the cost of digital computer 

installations, it is possible that the additional savings obtainable from 

the use of higher-accuracy digital methods will gradually permit jus-

tification of the generally increased cost and complexity of digital 

systems for automatic economic dispatching. 

On the other hand, it also possible that even when such advances 

occur, it will still be difficult to justify digital systems. Many of the 

analog systems now used do not offer too much room for improvement 

in terms of the accuracy with which the ideally desired loading condi-

tion is approached, and hence the additional savings obtainable from 

such improvements might be too small to justify even those digital 

systems of reduced cost. 

The other possible justification for the wider use of digital com-

puters in automatic dispatching is one whicn was lacking at the time 

the first automatic dispatching systems were developed, and which 

therefore served --in a negative fashion 	:o further restrict the ear, 

lier efforts at automatic dispatching to the field of analog computers. 

This expected justification now appears to hold perhaps greater appeal 

than the prospect of increased savings resulting from high-accuracy 

computations and control. It is concerned with the expected trend to-

ward more comprehensive computer systems for power system oper-

ation, control, and possibly "administration." 

As an expanding corrin.rter technology continues to permit more 

and more computer applications to power system needs and problems, 

and as the needs of a g.':ow_ag power industry continue to make it more 

receptive to the benefits to be derived from the introduction of advanced 
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computer-control philosophies, it becomes Interesting to consider the 

coordination and integratioll of many of these applications for the de-

velopment of a comprehensive computer system designed to perform 

many of the electric utility system functions of control, operation, and 

administration. 

For example, once information regarding transmission losses 

and power flows is available in a computerized dispatching system, it 

would appear that the computer might be adapted to incorporate proce-

dures which would be designed to accumulate and properly correlate 

various types of data needed in handling the Inter-area or inter-company 

billing and energy accounting requirements (116, 117) mentioned earlier 

in connection with the application of transmission loss formulas. The 

primary input information would be the telemetered interconnection 

power flows, and the computer itself wourLd store information relating 

to sales and contracts between operating co:mpanies plus incremental 

production cost and transmission loss data f ,Dr use in a continuing pro-

cedure for energy accounting and the determination of power pool sav-

ings. Conceivably, such techniques could g7aatly facilitate and improve 

the billing and energy accounting functions which are so essential to 

orderly utility management and good inter-c , :mpany relations.. Simi-

larly, other functions associated with transmission loss formula de-

rivations, with loss formula up-dating(e.g., coefficient adjustments)to 

maintain agreement with existing conditions, with the up-dating of in-

cremental cost data on the basis of test results and other input infor-

mation, with the use of linear programming techniques for the optimum 

scheduling of maintenance, and with various types of statistical 
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compilations, operational records, performance calculations, etc.., may 

be found compatible with the automatic dispatching functions in a com-

prehensive computer system designed to provide integrated control, 

operational, and administrative information. Another illustration of 

the type of function whic% such a comprehensive computer system might 

perform would be the preparation of continuously up-dated load duration 

curves (or at least the data from which such curves could be drawn) on 

a monthly, yearly, and cumulative basis. Of course, digital methods 

are inherently more suitable for simple, repetitive calculations and 

data-processing duties of the types listed here. 

It is very difficult to surmise just which of the functions suggested 

above would prove economically justifiable, and since economic justifi-

cation will almost certainly be req-lired, most of these functions pres-

ently lie entirely within the realm of conjecture. That most of them 

will merit continued consideration and will in one manner or another 

eventually be subjected to thorough economic analyses appears quite 

likely, particularly since much of the information needed for the reali-

zation of these functions is already required in most of the modern 

automatic dispatching systems anyway. The development of such com-

prehensive computer systems would then, in one sense at least, amount 

to nothing more than the extension of the capabilities of today's auto-

matic dispatching systems to take better advantage of much of the cur-

rently available information through the introduction of more compre-

hensive and more ambitious information-processing and data-manipula-

tion provisions. Just how far such extensions should be carried will 

have to be determined in each individual case on the basis of thorough 
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economic studies of the benefits available with such comprehensive 

systems, and the importance and variety of such benefits will no doubt 

be found to differ somewhat from utility to utility. Consequently, the 

character, complexity, and degree of sophistication of such computer 

systems would presumably vary from company to company. That such 

systems will in one form or another gradually find economic and oper-

ational justification, however, does not seem entirely unreasonable, and 

it would appear that an evolutionary trend toward their wide acceptance 

will follow the first concrete indications that such justification does 

indeed exist. 

It is evident that most of the subsidiary functions suggested for 

the comprehensive computer system under consideration would clearly 

call for the utilization of the specialized capabilities of a digital com-

puter. Whether in some cases portions of this computer system might 

be of an analog nature, resulting in a composite analog-digital system, 

is rather difficult to forecast. However, as such systems are conceived 

and put through the early design phases, it is probable that thought will 

be given to the possibility of interconnected analog and digital sections; 

indeed, some of the contrasting characteristics of analog and digital 

computers often lead them to be considered as mutually complementary 

devices. The fact remains, however, that f comprehensive computer 

systems of this type are to be assembled, -:hen a definite requirement 

for at least some digital computing equipment will exist, and therein 

lies the other previously mentioned possible justification for the devel-

opment of a trend toward the wider use of digital computers in auto-

matic dispatching systems. 
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Though it is difficult to predict the exact form in which and time 

at which such comprehensive computer systems as those considered 

above might gain widespread recognition and, acceptance, it does seem 

entirely reasonable that such recognition and acceptance could even-

tually result. And when the trend toward such acceptance begins, the 

case for digital computers in power system control will certainly be 

considerably strengthened, inasmuch as digital techniques will be es-

sential to certain phases of the operations suggested for the proposed 

comprehensive computer system. 

Indeed, it is not even necessary that great progress toward the 

development of a comprehensive computer system be made before 

digital computers begin to appear more attractive for power system 

operation and control systems. Any movement toward comprehensive 

computer systems will certainly be an evolutionary one, and during the 

developmental phases of such a movement it will be desirable to ex-

periment with different approaches, new applications, and novel tech-

niques. If a general-purpose digital computer of adequate size were 

already operating in an automatic dispatching system, its programming 

flexibility and general adaptability to different problems would be very 

useful in such experimental evaluations. 

Situations of this type may very well have a catalytic effect in 

stimulating a transition from analog to digital methods in the design of 

automatic dispatching systems. 

Whether the swing from analog to digital methods will go so far 

as to result in the use of digital methods to the complete exclusion of 

analog methods is debatable and not suited to a thorough investigation 
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at this time. In general, any mention of trends toward the application of 

digital methods to certain problems will not here imply automatically 

that this will also lead to the complete  rejection of analog computing 

techniques in such applications. 	mentioned earlier, analog and dig- 

ital methods will often be found mutually complementary. 

The following chapter will summarize the current activity in the 

control and operation of central stations using digital computer tech-

niques, and this review of what is happening in a closely allied field will 

carry strong implications regarding the trend suggested above as point-

ing ever more surely toward the wider use Di ' digital methods in computer 

systems for power system operation and control. Indeed, the thought that 

computer control systems for power system operation and for central 

station operation may ultimately b ,:; linked to provide an integrated com-

puter system for overall power system control has direct bearing on the 

above discussion of the current trends in the field of automatic dispatch-

ing systems. 

Meanwhile, in view of the preceding, the use of analog techniques 

is generally indicated for computer systems concerned only with the 

basic automatic dispatching functions, except that forward-looking sys-

tem engineers will no doubt hope to experiment with digital computers 

in such applications from time to time and that the increasing complexity 

of automatic dispatching systems or the previously mentioned accuracy 

considerations may soon become significant enough to deprive the analog 

system of much of its current economic advantage. 

In any case, the outstanding conclusion at this point is the fact 

that computer systems for economic dispatching are now an established 
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trend in the electric power industry (118-122) and that the currently 

existing systems are but the forerunners of a whole family of optimizing 

computer systems for all purposes in which economy plays an important 

role. 



PART III 

THE FUTURE OF POWER SYSTEM CONTROL 

The foregoing study has been primarily concerned with the appli-

cation of analog and digital computer methods to power system control 

on a system-wide operational level. This topic has been given thorough 

consideration, but it will be possible to view the preceding comments in 

better perspective if attention 	briefly focused on other recent devel- 

opments in power system control. One of the outstanding developments 

which has recently appeared on the horizon is computerized central  

station control and operation. 

The economic and operational benefits mentioned in Part I as 

stimulants toward the increased utilization of computer methods in the 

operation and control of power systems are valid for both system con-

trol and central station control applications. Of course, different factors 

will have varying degrees of influence in the two fields of application, 

but both fields stand to benefit from the increased use of computers for 

essentially the same reasons. 

As a basis for discussion of computerized central station control, 

it is noted that plant operation involves the following four functions: 

1. data collection 

2. manipulation of this data to provide the desired 
information in a useful form, i.e., data reduction 

3. correlation of this information to yield the re-
quired operating decisions 

92 
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4. implementation of these decisions to achieve the 
desired control action. 

A present-day plant accomplishes some of these functions through the 

use of many automatic "sub-loops" which consider only individual 

items such as the control of combustion, feed water, steam tempera-

ture, the turbine-generator governor, generator voltage regulation, 

coal pulverizer air temperatures, generator hydrogen pressure and 

temperature, lubricating oil temperatures, and many others. The im-

portant point, of course, is that these sub•loops operate independently 

of one another and that they therefore do not form an integrated system 

for plant operation. Coordination of these sub-loops, equipment moni-

toring, and the operation of infrequently used equipment are functions 

assigned to the human plant operator. 

In such a plant, decisions related to equipment starting and 

stopping and to operational readjustments are dependent upon data 

gathered by visual equipment inspection, hand-logged readings, and 

human scanning of indicating and recording instruments. The data re-

duction and other phases (listed above) of plant operation are also per-

formed by humans. As was stated earlier, however, such efforts will 

often be hampered by inherent human limitations on accuracy and the 

volume of work which may be accomplished in a given time.and by the 

further limitations on human sensing and reaction. For example, the 

data collection and reduction functions may only be performed with 

limited accuracy by humans, and the time required for such functions 

will also be considerably greater when they are realized by humans 

rather than by automatic means. Furthermore, operating and per-

formance data and other information derived continuously in the course 
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of plant operation will not be made available early enough to correct 

conditions of poor economy of operation -- and other deviations from 

ideal operation --until long after these conditions first appear. 

Considerations of this type have led to the recent introduction of 

computerized equipment for scanning, logging, and results-computa-

tion. (123-136) Several installations of this type have been realized. 

In general, such equipment is basically concerned with scanning any de-

sired number of operating variables (e.g., temperatures, pressures, 

flows, voltages, power, BTU, amperes, etc.) at the rate of several points 

per second and providing an alarm when predetermined limits are ex-

ceeded; logging any desired number of operating variables at preset in-

tervals (from, say, five minutes to several hours) or whenever called 

for; computing "results" such as net unit heat rates, the optimum unit 

heat rate for existing conditions, net plant heat rate, steam and water 

enthalpies for heat balances, boiler efficiency, condenser performance, 

heat-exchanger performance, turbine-generator performance, averages 

of steam pressures and temperatures, integrations of gas flows, feed 

flows, and kilowatt-hours, plus many others at selected intervals or 

"on demand." 

These scanning, logging, and results-computation functions are 

accomplished by computer systems with considerably greater accuracy, 

reliability, speed and degree of completeness than could ever be expected 

from humans. The computed results are immediately available to the 

human operators to guide them in their efforts to obtain optimum per-

formance from the equipment under their supervision, and the safety 

of humans and plant equipment is improved as off-normal conditions 
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and potential trouble-spots are quickly d.etected and pinpointed. 

At this point it is of interest to note the three classifications into 

which plant data may be grouped: 

1. operating data 

Z. performance data 

3. 	historical data. 

Operating data serves as a guide for service continuity and for the 

safety of equipment and men; i.e., it indicates the ability to alter load, 

the status of plant equipment, any approach to structural, mechanical 

or thermal limits on equipment operation, and other conditions that may 

impose limitations on load or the rate of change of load or that may re-

quire shutdowns. Performance data indicates the efficiency of opera-

tion and provides information to determine which part of the plant is 

not performing at or near the optimum condition. Historical data is of 

no immediate use but is collected and held for later studies, long-term 

analyses, maintenance requirement predictions, and other purposes. 

Operating information is thus related to the function of equipment 

monitoring and requires the continuous scanning of operating variables 

in a rapid and reliable manner to determine any approach to preset 

(fixed or variable) operating limits. Performance data requires the 

accurate acceptance of numerous inputs and then considerable compu-

tation and data reduction to obtain meaningful information indicative of 

heat rates, boiler efficiency, condenser performance, etc. Historical 

data requires the accurate recording at established intervals --and in 

a permanent, readily stored form -- of specific information such as 

averages, maximum and minimum values, etc. 



96 

This classification of plant data facilitates analysis of the require-

ments of computer systems for central station operation and control and 

is of interest also in that it permits a better understanding of what cen-

tral station computer systems will involve. It is evident that the mon-

itoring and results-computation computer systems (MARC systems) 

considered above offer significant advantages in the collection and util-

ization of each of the three classifications of plant data listed above. 

The development and application of MARC systems, however, is only a 

stepping-stone toward the more ambitious g.oal of power plant automa-

tion . 

Having applied computer methods to the first two of the four items 

listed earlier as functions necessary to the operation of a power plant, 

attention is naturally drawn to the possibility of accomplishing the re-

maining two functions through computerized means. In effect, this would 

require that the control "loop"be closed to permit the computed results 

to be automatically evaluated and interpreted and then implemented 

without human interference. In other words, an automatic power plant 

would be realized. (132, 137-142) Such a plant would utilize computer 

methods to apply operating, performance, and historical data derived 

from scanning, logging, results-computation and other equipment to the 

coordination of the previously mentioned sub-loops in order to develop 

an integrated system capable of reliably, safely, and efficiently starting 

up, running, changing load on, and shutting down a power plant without 

human intervention. 

It should be emphasized that the automatic power plant is no 

longer a topic suited only for dreamy-eyed conjecture, as many would 
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be inclined to believe. On the contrary, the author's company is pres-

ently designing and constructing such a station for the Louisiana Power 

and Light Company. This station, known as "Little Gypsy," is scheduled 

for trial operation in January, 1961. (143) It is expected that this will 

become the world's first fully automatic power plant, and the computer-

control system employed there will be known as a steam-power automa-

tion and results-computation computer system (SPARC system). 

Part of the justification for the automation of power plants will no 

doubt be found in the reduced likelihood of operating errors which is ex-

pected in the automated plant (as compared with the human operation of 

power plants). This viewpoint is derived from the fact that the automated 

plant will be operated on the basis of calmly considered and carefully 

evaluated procedures chosen in advance rather than in accordance with 

the hastily conceived methods decided upon by an operator working under 

pressure or emergency conditions. Moreover, the greater sensitivity 

and faster reaction time of the computer-control will permit the station 

to be operated much closer to actual equipment operating limits for 

higher overall efficiency (and yet with unprecedented safety). It is also 

conceivable that the plant equipment will be treated better by the com-

puter than by a human operator, inasmuch as the computer will start, 

operate, change load on, and stop equipment in accordance with a pre-

viously prepared and accepted program which will require that specific 

conditions be satisfied both before proceeding to the next step of the 

program and during the execution of that step. In addition, the computational 

Ebasco Services Incorporated, New York, N. Y. 
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accuracy and the decision-making abilities of the digital computer will 

further permit increased operating economies through the more pre-

cise (relative to the human operator) determination of what equipment 

combinations are needed to meet specific demands and of exactly how 

this equipment should be operated. Finally, all the operating, perform-

ance, and historical data available in the MARC system will also be 

available in the automatic power plant --not to mention the manpower 

savings related to the collection and utilization of this data. 

Considerations of this same type have led computer-control sys-

tems to be considered for the automation o: many complex processes 

in several major industries. (144-148) Indeed, the embryonic field of 

computerized industrial process control is among the more fascinating, 

more challenging, and more promising of the dynamic fields of tech-

nological activity that have in recent years appeared on the engineering 

horizon. Although many formidable problems must still be resolved,it 

is a field that has captured the imaginations of many engineers, and 

with the advent in recent years of highly reliable, solid-state digital 

computers, the ultimate goals set for on-line computer process control 

have steadily come within closer reach. 

Exactly what course the further development of this field will take 

in the years ahead is difficult to predict, but a conservative viewpoint 

would at least envision the continuing application of ever more refined 

and more sophisticated computer-controls to a steadily broadening 

variety of process control functions. As for as economic and oper-

ational justification exists (and -- often for roascns very similar to 

those that have guided the electric power industry toward computerized 
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operation of power systems and central stations -- such justification 

does not seem to be lacking in many industries even today), and as 

technological obstacles are gradually overcome, the presently foreseen 

trends will almost certainly be realized in the years ahead. 

Although at present the production of electric energy in steam-

electric stations is looked upon as a process within itself, it is entirely 

reasonable that the overall task of both producing electric energy and 

delivering electric energy to the load centers should come to be viewed 

as a single all-inclusive process. Certainly the coordinated control and 

operation of two such closely interrelated functions would appear to be a 

sensible approach to the overall problem of electric utility system oper-

ation and control. 

An analysis of the requirements of computerized central station 

control and operation lies beyond the scope of the present study, but even 

at this point it is fairly evident -- and a review of the current technical 

literature will immediately confirm this --that the automation of power 

plants will definitely call for the use of digital  computers. If the expected 

movement toward the integration of power system operation and central 

station operation is indeed realized in the years ahead, the fact that 

digital computers will be used almost exclusively for power plant oper-

ation will have further bearing on the previously considered question of 

whether analog or digital methods are preferable for the automatic dis-

patching systems of tomorrow. 

It thus appears that the field of computerization of power system 

control hardly remains static long , enough to permit any lasting con-

clusions, and consequently this study can hope to accomplish no more 
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than a survey of what is being done in this field, of why this has been 

done, and of what appear to be the developing trends for the future of 

the field. In other words, the discussions and arguments put forth in 

Part II must be viewed within the context of a dynamically developing 

setting which is continuously undergoing modification, and although 

they are considered accurate for the time and state of the art to which 

they apply, they should not be taken to represent an immutable set of 

conclusions that will hold for tomorrow's circumstances. The present 

comments regarding the future of power system control are put forth 

in part to emphasize this point. 

In concluding this peek at what tomorrow will bring, the integrated 

computerization of both system and station operating functions may be 

considered further. It has been seen that presently available automatic 

dispatching systems are capable of economically assigning load to gen-

erating units on the basis Df existing conditions. The central station 

automation systems of the future must be made compatible with these 

dispatching systems in order that signals for load changes received at 

the various stations may be immediately and automatically implemented 

in the most effective manner possible. The previously considered com-

prehensive computer systems will likewise be developed with an eye on 

their expected compatibility with the plant automation computer systems 

of tomorrow. Ideally, the two systems should become mutually comple-

mentary, and inasmuch as the basic interdependence of system and sta-

tion operating procedures appears unquestionable, it is possible to risk 

the conclusion that the two automation trends now in sight will indeed 

prove entirely compatible. Certainly, the best efforts of all concerned 
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will be applied toward the realization of this objective, and the advances 

currently noted in the areas of systems engineering and computer tech-

nology should contribute heavily toward the attainment of this goal. 

As an example of what the integration of these two types of com-

puter systems might involve, it is expected that automatic dispatching 

systems will eventually be developed to the point where it will be pos-

sible to predict forthcoming load changes on the basis of weather pre-

dictions, statistical data on previous load demand fluctuations, and 

similar information. Such computerized  dispatching systems would 

then prepare generation schedules for economically meeting the antici-

pated load demand variations, and a tie-in between the dispatching and 

station control systems would permit the station control computer sys-

tems to prepare plant equipment for forthcoming generation requests 

in advance of the commands from the dispatching system. (149) In fact, 

there are those who ultimately envision the application of a single 

master computer to the supervision of an entire power system, though 

subordinate computer systems would no doubt be required for the plant 

automation functions at each individual station. In short, it can only be 

definitely stated that the future will bring whatever advances economic 

or operational justification, technological capabilities, and man's imag-

ination permit. And from today's vantage point, it appears that the 

future will bring many advances in the area of power system control 

computerization. (150, L51) 



102 

BIBLIOGRAPHY 

1. "Opportunities for Young Engineers in the Electrical Utility Industry," 
J. W. Bennett; Electrical Engineering, March 1956, pp. 217-21. 

2. "The Next 21 Years: EEI Sees Gigantic Utility Expansion," Electrical  
World,  June 16, 1958, pp. 40-4] . . 

3. Central Station Control--Today  and Tomorrow,  W. A. Summers; 
paper presented before First Annual Power Conference, Power 
Division, Instrument Society of America, New York, N. Y., May 21-
23, 1958; published by the ISA Journal  ,(official publication of the 
Instrument Society of America), Pittsburgh, Pa., July 1958, pp. 32-37. 

4. "Digital Data Processing--A Key to Technical Progress," Charles 
R. Wayne; General Electric  Review, July 1953, pp. 10-14. 

5. "Recent Developments in Digital Computers," Herbert Freeman; 
Sperry Engineering Review,  March-April 1957, pp. 30-34. 

6. "Memory in Man and Machines," B. H. Geyer, C. W. Johnson; 
General Electric Review,  March 1957, pp. 29-33. 

7. "The Digital Computer--Elements and Applications," Roy G. Saltman; 
Sperry  Engineering Review,  November-December 1957, pp. 24-30. 

8. "The Computing Revolution," E. L. Harder; Electrical Engineering, 
June 1957, pp. 476-81. (First of two articles). 

9. "The Computing Revolution," E. L. Harder; Electrical Engineering, 
July 1957, pp. 586-90. (Second of two articles). 

10. "Fitting Computers Into Control Systems,' W. E. Sollecito; 
Electrical Engineering,  May 1958, pp. 396-401. 

11. "Computers and Automation," E. L. Harder; Electrical Engineering, 
May 1959, pp. 508-18. 

12. "Principles of Programming," J. B. Ward; Electrical Engineering, 
December 1956, pp. 1078-83. 

13. "Compilers Ease Digital Programming," J. T. Carleton, C. J. 
Baldwin, Jr.; Electrical World,  December 1, 1958, pp. 33-35. 

14. "Application of Electronic Differential Analyzers to Engineering 
Problems," C. A. Menely, C. D. Morrill; Proceedings, Institute of 
Radio Engineers, New York, N. Y., vol. 41, 1953, pp. 1487-96. 

15. "DDA--What Is It?," R. N. Goldman; Electrical Engineering,  July 
1958, pp. 592-94. 



103 

16. "The DDA," Robert M. Beck, Max Palevsky; Instruments and 
Automation, November 1958, pp. 1836-37. 

17. "Progress in the r pplication of Digital Computers to Power System 
Problems," F. 	Maginiss; Proceedings of the American Power 
Conference, Chicago, Ill., vol. XVI, 1954, pp. 466-75. 

18. "Application of Digital Analysis to Power. System Problems," 
Glenn W. Bills; Proceedings of the American Power Conference, 
Chicago, Ill., vol. XVI, 1954, pp. 459-65. 

19. "Digital Computers in Power System Engineering," W. D. Trudgen; 
Proceedings of the American Power Conference, Chicago, Ill., 
vol. XVI, 1954, pp. 476-82. 

20. "Applications of Digital Computers in Power System Analysis," 
P. L. Dandeno; Proceedings of the American Power Conference, 
Chicago, Ill., vol. XVIII, 195-6, pp. 530-36. 

21. "Digital Computers Can Aid Utilities," F. J. Maginiss; Electrical  
Engineering, February 1957, pp. 124-25. 

22. "Potential Digital Computer Applications in a Power Company," 
L. E. Jensen, T. W. Schroeder, G. P. Wilson; Proceedings of the 
American Power Conference, Chicago, Ill., vol. XIX, 1957, 
pp. 575-86. 

23. "Digital and Analog Computers for Solution of Power System 
Problems," R. W. Ferguson, D. B. Breedon; Proceedings of the 
American Power Conference, Chicago, Ill., vol. XIX, 1957, 
pp. 587-94. 

24. "Electronic Computers: Their Power-Field Future Looks Bright," 
Howard P.,Kallen; Power, January 1958, pp. 71-77. 

25. "Engineering Computations for Bonneville Power Administration," 
J. R. Curtin; Proceedings of the American Power Conference, 
Chicago, Ill., vol. XX, 1958, pp 602-09 

26. "Digital Computer Solution of Power System Problems," H. P. 
St. Clair, G. W. Stagg; Proceedings of the American Power Con-
ference, Chicago, Ill., vol. XX, 1958, pp. 672f-29. 

27. "Electric Utility Problems Programmed for Digital Computers," 
F. J. Maginiss; Proceedings of the American Power Conference, 
Chicago, Ill., vol. XX, 1958, pp7730-38. 



104 

28. Preliminary Report  on Survey  of Electric Utility Applications  of 
Digital Computers,  Computer Application Subcommittee of the 
A.I.E.E. System Engineering Committee and Applications Subcom-
mittee of the A.I.E.E. Computing Devices Committee; Conference 
Paper 58-243, presented at the Winter General Meeting of the 
A.I.E.E,, New York, N. Y., February 2-7, 1958. 

29. "Analog and Digital Computers in the French. Electric Power Pro-
duction, Transmission, and Distribution Industry," Francois M. 
Cahen, Jean M. Carteron; A.I.E.E.  Transactions, vol. 76, part III, 
February 1958, pp. 1533-38. 

30. "The Computer: A Valuable Tool for the Power Engineer," G. F. 
Trexler; Power Engineering,  October 1958, pp. 92-94. 

31. "Computers in Utilities--A 1958 Appraisal," Sidney Lyons; 
Electric Light  and Power,  October 1, 1958, pp. 40-46. 

32. "Computer Changes Handling of Utility Data," Electrical World, 
 October 27, 1958, pp. 66-68. 

33. "Computing Tools for Electric-Utility Studies," L. K. Kirchmayer; 
Electric Light  and Power, August 15, 1959, pp. 60-62, 89. 

34. "Digital Computer Programs in Electric Utilities," R. W. Long, 
R. T. Byerly, L. J. Rindt; Electrical Engineering,  September 1959, 
pp. 912-16. 

35. Recent Developments  and Trends  in the Automatic Control  of Large  
Interconnected Power Systems,  S. B. Morehouse; paper presented 
at the Conference Internationale des Grands Reseaux Electriques a 
Haute Tension, Paris, France, 1956, 

36. "Intrasystem Transmission. Losses," E, E. George; A.I.E.E. Trans-
actions, vol. 62, March 1943, pp. 153-58. 

37. "Coordination of Fuel Cost and Transmission Loss by Use of the 
Network Analyzer to Determine Plant Loading Schedules," 
E. E. George, H. W. Page, J. B. Ward; A.I.E.E.  Transactions, vol. 
68, part II, 1949, pp. 1152-63. 

38. "Total and Incremental Losses in Power Transmission Networks," 
J. B. Ward, J. R. Eaton, H. W. Hale; A.I.E.E.  Transactions, vol. 69, 
part I, 1950, pp. 626-32. 

39. Tensor Analysis  of Networks  (book), G. Kron; John Wiley and Sons, 
New York, N. Y., 1939. 

40. "Analysis of Total and Incremental Losses in Transmission Systems," 
L. K. Kirchmayer, G. W. Stagg; A.I.E.E.  Transactions, vol. 70, 
part II, 1951, pp. 1197-1205. 



105 

41. "Tensorial Analysis of Integrated Transmission Systems, Part I --
The Six Basic Reference Frames," Gabriel Kron; A.I.E.E. Trans-
actions, vol. 70, part II, 1951, pp. 1239-48. 

42. "Tensorial Analysis of Integrated Transmission Systems, Part II --
Off-Nominal Turn Ratios," Gabriel Kron; A.I.E.E. Transactions, 
vol. 71, part III, January 1952, pp. 505-512. 

43. "Analysis of Losses in Interconnected Systems," A. F. Glimn, 
L. K. Kirchmayer, G. W. Stagg; A.I.E.E. Transactions, vol. 71, 
part III, October 1952, pp. 796-808. 

44. "Tensorial Analysis of Integrated Transmission Systems, Part III --
The 'Primitive' Division," Gabriel Kron; A.I.E.E. Transactions, 
vol. 71, part III, October 1952, pp. 814-22. 

45. "Analysis of Losses in Loop-Interconnected Systems," A. F. Glimn, 
L. K. Kirchmayer, G. W. Stagg; A.I.E.E.  Transactions, vol. 72, 
part III, October 1953, pp. 944-53. 

46. "Tensorial Analysis of Integrated Transmission Systems, Part IV 
The Interconnection of Transmission Systems," Gabrial Kron; 
A.I.E.E. Transactions, vol. 72, part III, August 1953, pp. 827-39. 

47. "Power Losses in Interconnected Transmission Networks," 
H. W. Hale; A.I.E.E. Transactions,  vol. 71, part III, December 
1952, pp. 993-98. 

48. "Loss Formulas Made Easy," A. F. Glimn, L. K. Kirchmayer, 
R. Habermann, Jr., G. W. Stagg; A.I.E.E.  Transactions, vol. 72, 
part III, August 1953, pp. 730-37. 

49. "Loss Evaluation--Part I, Losses Associated with Sale Power--
In-Phase Method," D. C. Harker - 	E. Jacobs, R. W, Ferguson, 
E. L. Harder; A.I.E.E. Transactions, vol. 73, part III-A, June 1954, 
pp. 709-16. 

50. "Loss Evaluation--Part II, Current- and Power-Form Loss 
Formulas," E. L. Harder, R. W. Ferguson, W. E. Jacobs, D. C. 
Harker; A.I.E.E.  Transactions, vol. 73, part III-A, June 1954, 
pp. 716-31. 

51. "A General Transmission Loss Equation," E. D. Early, R. E. Watson, 
G. L. Smith; A.I.E.E.  Transactions, vol. 74, part III, June 1955, 
pp. 510-20. 

52. "A New Method of Determining Constants for the General Trans-
mission Loss Equation," E. D. Early, R. E. Watson; A.I.E.E. 
Transactions, vol. 74, part III, February 1956, pp. 1417-23. 



106 

53. "Digital Calculation of Network Impedances," A. F. Glimn, 
R. Habermann, Jr., J. M. Henderson, L. K. Kirchmayer; A.I.E.E. 
Transactions, vol. 74, part III, December 1955, pp. 1285-97. 

54. "A New Approach to Loss Minimization in Electric Power Systems," 
J. F. Calvert, T. W. Sze; A.I.E.E.  Transactions, vol. 76, part III, 
February 1958, pp. 1439-46. 

55. A Primer on Loss Formulas, D. C. Harker; A.I.E.E. Transactions, 
 vol. 77, part III, February 1959, pp. 1434-36. 

56. "The Calculation of Incremental Transmission Losses and the 
General Transmission Loss Equation," R. E. Watson, W. 0. Stadlin; 

Transactions,  vol. 78, part III, April 1959, pp. 12-18. 

57. "A New Method of Making Transmission Loss Formulas Directly 
from Digital Power Flow Studies," E. E. George; A.I.E.E. Trans-
actions,  vol. 78, part III, February 1960, pp. 1567-73. 

58. "Coordination of Incremental Fuel Costs and Incremental Trans-
mission Losses by Functions of Voltage Phase Angles," W. R. 
Brownlee; A.I.E.E. Transactions,  vol. 73, part III-A, June 1954, 
pp. 529-41. 

59. "The Determination of Incremental and Total Loss Formulas from 
Functions of Voltage Phase Angles," C. R. Cahn; A.I.E.E.  Trans-
actions, vol. 74, part III, April 1955, pp. 161-76. 

60. "The Use of Power Transfer Equations to Derive Economic Co-
ordination Relationships Expressed as Functions of Voltage Phase 
Angles," A. R. Miller, H. R. Koen, Jr., J. S. Deliyannides; A.I.E.E. 

 Transactions, vol. 78, part III, October 1959, pp. 747-54. 

61. "Principles of Load Allocation Among Generating Units," 
E. E. George; A.I.E.E. Transactions,  vol. 72, part III, April 1953, 
pp. 263-67. 

62. Economy Loading  of Power Plants and Electric Systems (book), 
M. J. Steinberg, T. H. Smith; John Wiley and Sons, New York, N. Y,, 
1943. 

63. "How to Calculate Incremental Production Costs," M. J. Steinberg; 
Power, July 1946, pp. 76-78, 146. 

64, "Incremental Maintenance Costs of Steam-Electric Generating 
Stations," M. J. Steinberg; A.I.E.E.  Transactions, vol. 76, part III, 
February 1958, pp. 1251-55. 



107 

65. "Fundamental Concepts of Incremental Maintenance Costs as Used 
by Ohio Edison Company," D. B. Zelenka, R. H. Travers; A.I.E.E. 
Transactions, vol. 78, part III, June 1959, pp. 163-65. 

66. "Report on Present-Day Practices of Handling Incremental Main-
tenance Costs as They Apply to Economic Dispatch of Power," 
A.I.E.E. Committee Report by the Working Group on Application of 
Incremental Heat Rates for the Economic Dispatch of Power; A.I.E.E. 
Transactions, vol. 78, part III, June 1959, pp. 279-82. 

67. Application of Incremental Heat Rates for Economic Dispatch of 
Power, Report on Activities of the A.I.E.E. Working Group on 
Application of Incremental Heat Rates for Economic Dispatch of 
Power, as sponsored by the A.I.E.E. Committees on Power Gener-
ation and System Engineering. Special. Publication S-104 of the 
A.I.E.E., July 1958. 

68. "Transmission Losses and Economic Loading of Power Systems," 
L. K. Kirchmayer, G. H. McDaniel; General Electric Review, 
Schenectady, N. Y., October 1951. 

69. Differential and Integral Calculus (book), R. Courant; Interscience 
Publishers, New York, N. Y., vol. II, 1936, pp. 188-211. 

70. "Economy Loading Simplified," J. B. Ward; A.I.E.E. Transactions, 
vol. 72, part III, December 1953, pp. 1306-12. 

71. "Evaluation of Methods of Coordinating Incremental Fuel Costs 
and Incremental Transmission Losses," L. K. Kirchmayer, 
G. W. Stagg; A.I.E.E. Transactions, vol. 71, part III, January 
1952, pp. 513-21. 

72. "Factors in the Economic Supply of Energy in Hydroelectric Sys-
tems," A. H. Frampton, G. D. Floyd; A.I.E.E. Transactions, 
vol. 66, 1947, pp. 1117-25. 

73. "Coordination of Hydro and. Steam Generation," C. W. Watchorn; 
A.I.E.E. Transactions, vol. 74, part III, April 1955, pp. 142-50. 

74. "Short-Range Load Allocational Hydro-Thermal Electric System," 
John J. Carey; A.I.E.E. Transactions, vol. 73, part III-B, 
October 1954, pp. 1105-12. 

75. "Short-Range Economic Operation of a Combined Thermal and 
Hydroelectric Power System," W. G. Chandler, P. L. Dandeno, 
A. F. Glimn, L. K. Kirchmayer; A.I.E.E. Transactions, vol. 72, 
part III, October 1953, pp. 1057-65. 



108 

76. "Economic Operation of Variable-Head Hydroelectric Plants," 
A. F. Glimn, L. K. Kirchmayer; Power  Apparatus and Systems, 

 December 1958, pp. 1070-79. 

77. "Automatic Digital Computer Applied to Generation Scheduling," 
A. F. Glimn, L. K. Kirchmayer R. Habermann, Jr., R. W. Thomas; 
A.I,E.E.  Transactions, vol. 73, part 	October 1954, pp. 1267-75. 

78. "Loss Evaluation --Part III, Economic Dispatch Studies of Steam-
Electric Generating Systems," R. H. Travers, D. C. Harker, 
R. W. Long, E. L. Harder; A.I.E.E.  Transactions, vol. 73, part III-B, 
October 1954, pp, 1091-1104. 

79. "Exact Economic Dispatch--Digital Computer Solution," R. Bruce 
Shipley, Martin Hochdorf; A,I.E.E. Transactions, vol. 75, part III, 
December 1956, pp. 1147-53. 

80. "A Transmission Loss Penalty Factor Computer," C. A. Imburgia, 
L. K. Kirchmayer, G. W. Stagg; A.I.E.E. Transactions, vol. 73, 
part III-A, June 1954, pp. 567- - 1. 

81. "Design and Application of Penalty Factor Computer," C. A. Imburgia, 
G. W. Stagg, L. K. Kirchmayer, K. R. Geiser; Proceedings  of the 
American Power Conference,  Chicago, 	vol. XVII, 1955, 
pp. 687-97. 

82. "An Incremental Cost of Power-Delivered Computer," E. D. Early, 
W. E. Phillips, W. T. Shreve; A.I.E.E.  Transactions, vol. 74, 
part III, June 1955, pp. 529-35. 

83. "Experience with the First Incremental Cost Computer for De- 
livered Power," E. D. Early; Proceedings  of the American Power  
Conference,  Chicago, Ill., vol. XVII, 1955, pF.798-706. 

84. "Economic Load Dispatching," E. L. Harder; Westinghouse Engineer, 
Pittsburgh, Pa., November 1954, pp. 194-200. 

85. "Loss Evaluation -- Part IV, Economic Dispatch Computer, Prin-
ciples and Application," W. H. Osterle, E. L. Harder; A.I.E.E. 
Transactions,  vol. 75, part III, June 1956, pp. 387-94. 

86. "Loss Evaluation -- Part V, Economic Dispatch Computer--Design," 
R. B. Squires, R. T. Byerly, H. W. Colborn, W. R. Hamilton; A.I.E.E. 

 Transactions, vol. 75, part III, August 1956, pp. 719-27. 

87. "Application of Economic Dispatch Computers to Power Systems," 
H. W. Colborn, R. T. Byerly, R. B. Squires; Proceedings  of the 
American Power Conference,  Chicago, Ill., vol. XVIII, 1956' 
pp. 515-22. 



109 

88. "The Economic Dispatch Computer," W. H. Osterle, R. B. Squires; 
Westinghouse Engineer, Pittsburgh, Pa., May 1958, pp. 66-70 . 

89. "Operating Experience with West Penn Powe:.'s Economic Dis-
patch Computer," W. R. Hamilton, W. H. Osterle; Power Apparatus 
and Systems, October 1958, pp. 702-07. 

90. "A Computer for Economic Scheduling• -..rd Control of Power Sys-
tems," C. D. Morrill, J. A. Blake; A.I.E.E. Transactions, vol. 74, 
part III, December 1955, pp. 1136-42. 

91. Analog Methods in Computation and Simulaticn, W. W. Soroka; 
McGraw-Hill Book Company, Inc., New York, N. Y., 1954. 

92. Electronic Analog Computers (Second. Edition), G. A. Korn, T.M. Korn; 
McGraw-Hill Book Company, Inc., New York, N. Y., 1956. 

93. "Historical Approach to Speed and Tie - Line Control," Robert 
Brandt; A.I.E.E. Transactions, vol. 72, part III, February 1953, 

pp. 7- 9. 

94. "Power Flow Control--Basic Concepts for Interconnected Systems," 
N. Cohn; Proceedings of the Midwest Power Conference, Chicago, 
Ill., vol. 12, 1950, pp. 159-75. 

95. "Techniques in Handling Load Regulating Problems on Intercon-
nected Power Systems," C. Nichols; A.I.E.E. Transactions, vol. 72, 
part III, June 1953, pp. 447-60. 

96. "Tie-Line Power and Frequency Control of Electric Power Systems, 
Parts I and II," C. Concordia, L. K. Kirchrnayer; Part 	A.I.E.E. 
Transactions, vol.. 72, part III, June 1953, pp. 562-72; Part II: 

Transactions, vol. 73, part I I I-A, April 1954, p. 133. 

97. "A New Method of Area-Wide Generation Control for Interconnected 
Systems," Nathan Cohn; Proceedings of the American Power Con-
ference, Chicago, Ill., vol. XV, 1953, pp. 316-44, 

98. "Load Control and Telemetering—Ohio Edison System," R. H. 
Travers; A.I.E.E. Transactions, vol. 73, part III-A, June 1954, 
pp. 516-22. 

99. "Load Control Problems in a Large Power System," C. L. Karr, 
C. P. Almon, Jr.; Proceedings of the American Power Conference, 
Chicago, Ill. , vol. XIX, 1957, pp. 491-504. 

100. "Operating Experience with Area Control," E. C. Glass; Proceedings 
of the American Power Conference, Chicago, Ill., vol. XIX, 1957, 
pp. 505-12. 



110 

101. "Computers Take Over System Dispatch--A Special Report," 
Leonard M. Olmstead; Electrical World, April 8, 1957, pp. 79-90. 

102. "Control for Kilowatts," Control Engineering, March 1958, 
pp. 73-75. 

103. "'Early Bird' Guides System Loading," E. Donald Early, Grady 
L. Smith, R. L, Schroeder; Electrical World, January 10, 1955, 
p. 62-64. 

104. "The 'Early Birl Goes Automatic," E. J. Kompass; Control 
Engineering, December 1956, pp. 77-83. 

105. " 'Early Bird' Loading Computer Doubles Estimated Yearly Sav-
ings,'  Electrical World, November 25, 1957, pp. 88-89. 

106. "Modern Automatic Dispatching System," R. L. Tremaine, 
M. J. Brown; Westinghouse Engineer, Pittsburgh, Pa., November 
1958, pp. 185-89. 

107. An Automatic Dispatching System, M. J. Brown; A.I.E.E. paper 
58-1163, scheduled for presentation at the A.I.E.E. Fall General 
Meeting (cancelled), Pittsburgh, Pa., October 26-31, 1958; pub-
lished by Power Apparatus and Systems, October 1959, pp. 957-63 

108. "Dispatch Computer for West Pe ,-n Power Proves Its Worth," 
W. H. Osterle, R. B. Squires; Electrical World, April 14, 1958, 
pp. 55-57. 

109. "Automatic Economic Dispatching and Load Control--Ohio Edison 
System," R. H. Travers; A.I.E.E. Transactions, vol. 76, part III, 
June 1957, pp. 291-301. 

110. "A New Concept in Automatic Dispatching," R. E. Franck; Pro-
ceedings of the American Power Conference, Chicago, Ill., vol. 
XVIII, 1956pp. 523•29. 

111. "A New Automatic Dispatching System for Electric Power Systems," 
K. N. Burnett, D. W. Halfhill, B. R. Shepard; A.I.E.E. Transactions, 
vol. 75, part III, December 1956, pp. 1049-56. 

112. "Lowering Generation Costs with Computing Controllers," L. K. 
Kirchmayer; Control Engineering, December 1958, p. 85. 

113. "Automation Handles 92% of Output," Electrical World, July 13, 
1959, p. 40. 

114. "Accuracy Considerations in Economic Dispatching of Power Sys-
tems --I," A. F. Glimn, L. K. Kirchmayer, V. R. Peterson, G. W. 
Stagg; A.I.E.E. Transactions, vol. 75, part III, December 1956, 
pp. 1125-37. 



115. "Digital Computer to Direct Load Control," Electrical World, 
March 23, 1959, p. 55. 

116. "Interconnected. Systems Energy Accounting Procedure and Re-
lated Operating Experiences," M. J. Lacopo; A.I.E.E. Transactions, 
vol. 72, part III, December 1953, pp. 1196-1200. 

117. Symposium on Scheduling and Billing of Economy Interchange on 
Interconnected Power Systems; Proceedings of the American 
Power Conference, Chicago, Ill., vol. XX, 1958, pp. 447-89. 

118. "The Common Sense of Incremental Loading," L. B. LeVesconte, 
K. L. Hicks; Proceedings of the American Power Conference, 
Chicago, Ill., vol. XIX, 1957, pp. 521-27. 

119. "Planned Incremental Loading Gives Efficient Power System Oper-
ation," S. W. Anderson; Power Engineering, October 1958, pp. 72-74. 

120. "Operating Experience with KCP & L's New Load Frequency Con-
trol System," W. W. Scott, E. L. Mueller; Electric Light and Power, 
November 15, 1956, pp. 135-42. 

121. "Operating Experience with Dispatch Computer in Automatic Power-
System Control," R. W. Travers, S. B. Yochelson; Proceedings of 
the American Power. Conference, Chicago, Ill., vol. XIX, 1957, 
pp. 513-20. 

122. "Operating Experience with GEDA Automatic Economic Dispatch-
ing--Ohio Edison System," R. H. Travers; A.I.E.E. Transactions, 
vol. 77, part III , June 1958, pp. 407-10. 

123. "A Functional Analysis of Automatic Logging Systems," Donald C. 
McDonald, Donald S. Schover, Asa B. Simmons; Control Engineering, 
February 1956, pp. 67-82. 

124. "Data Logging at Sterlington," D. L. Aswell; Power Industry, 
March 1958, 

125. Sterlington Station Operational Information System, D. F. Taylor; 
paper presented before First Annual Power Conference, Power 
Division, Instrument Society of America, New York, N. Y., May 21-
23, 1958. 

126. An Operating Report of the Monitored Sterlington Station, D. L. 
Aswell, G. Parmakian; paper presented before 21st Annual Meet-
ing of the American Power Conference, Chicago, Ill., March 31-
April 2, 1959. 

111 



112 

127. Performance of the Data Logger at Sterlington, J. A. Reine, Jr.; 
paper presented before Second Annual Power Symposium, Kansas 
City, Mo., May 11-13, 1959. 

128. "Performance of a Solid-State Process Computer," J. A. Reine, Jr.; 
Instruments and Control Systems, December 1959, pp. 1820-22. 

129. A "Computer in Overalls" Aids Plant Operations, D. L. Aswell, 
W. A. Summers; paper presented before Annual Meeting of South-
west Regional Group, Interconnected Systems Group, New Orleans, 
La., January 1959. 

130. Data Logging--Equipment Application, F. A. Ritchings; paper pre-
sented before Southeastern Electric Exchange, Engineering and 
Operating Section, Bellair, Fla., April 16, 1959. 

131. "Performance Computer for Steam-Electric Generating Units," 
A. J. Hornfeck, T. S. Imsland; A.I.E.E.  Transactions, vol. 77, 
part III, August 1958, pp. 647-54. 

132. The Evolution of Automation, F. A. Ritchings, W. A. Summers; 
paper presented before 21st Annual Meeting of the American Power 
Conference, Chicago, Ill., March 31-April 2, 1959. 

133. "Automatic Data Logging--A Step Closer to the Automatic Plant," 
Howard P. Kallen; Power, April 1957, pp. 73-79. 

134. "Automatic Data Handling Brings Automatic Station Closer," 
Hammond Ladd, Jr.; Electrical World, December 22, 1958, p. 45. 

135. "Automatic Data Logging Expected to Cut Costs," S. A. Lyon; 
Electrical World, December 22, 1958, p. 46. 

136. "Sophisticated Logging and Station Analysis: The Next Logical 
Step." A. F. Sperry; Power Engineering, January 1960, pp. 61 - 63. 

137. "Automatic Start-Stop," L. F. Kennedy; Power Engineering, 
January 1960, pp. 64-66. 

138. "Push-Button Operation," W. A. Summers; Power Engineering, 
January 1960, pp. 67-69. 

139. "Automatic Plants Mean New Control Concepts," W. A. Hickox; 
Power Engineering, January 1960, pp. 73-76. 

140. "Automating the Coal-Fired Station: Some Problems to be Over-
come," J. E. Tebay; Power Engineering, January 1960, pp. 77-78. 

141. "Automating the Industry," C. R. Fleming; Power Engineering, 
January 1960, pp. 81-82. 



113 

142. "Computers to Automate Huntington Beach Units," W. L. Chadwick; 
Electrical. World,  January 18, 1960, pp. 50-54 and 59-60. 

143. "Louisiana Power Builds World's First Fully Automatic Thermal 
Station," Power Engineering,  May 1959, p. 69. 

144. "Digital Control Computers," G. L. Hollander; Instruments and 
Control Systems,  December 1959, pp. 1828-29. 

145. "Computer Control Philosophy," C. E. Mathewson, Byron White; 
Instruments and Control Systems,  December 1959, pp. 1830-31. 

146. "What Control Computers Can—and Cannot—Do," H. L. Bechard; 
Power Engineering,  January 1960, pp. 52-54. 

147. "The Outlook for Computer Control," I. M. Stein; Electrical 
Engineering, October 1959, pp. 990-95. 

148. Process Computer  Control, Special ISA Journal Report, Instru-
ment Society of America, Pittsburgh, Pa., 1959. 

149. "Combustion Control--Load Control Tie-In Equipment," R. H. 
Travers, D. B. Zelenka, H. A. List, C. Nichols; Combustion, 
February 1958, pp. 34-41. 

150. "Instrumentation for Modern Utility Power Plants," William 
Welch, Jr.; paper 55-16-2, Instrument Society of America 
Proceedings  of the Annual Conference, vol. 10, 1955, part I. 

151. "The Power Field Today and Tomorrow--V II, Tomorrow's 
Equipment for Instrumentation and Control," Power, September 
1957, pp. B-331. to B-342. 


	Page 1
	Page 2
	Page 3
	Page 4
	Page 5
	Page 6
	Page 7
	Page 8
	Page 9
	Page 10
	Page 11
	Page 12
	Page 13
	Page 14
	Page 15
	Page 16
	Page 17
	Page 18
	Page 19
	Page 20
	Page 21
	Page 22
	Page 23
	Page 24
	Page 25
	Page 26
	Page 27
	Page 28
	Page 29
	Page 30
	Page 31
	Page 32
	Page 33
	Page 34
	Page 35
	Page 36
	Page 37
	Page 38
	Page 39
	Page 40
	Page 41
	Page 42
	Page 43
	Page 44
	Page 45
	Page 46
	Page 47
	Page 48
	Page 49
	Page 50
	Page 51
	Page 52
	Page 53
	Page 54
	Page 55
	Page 56
	Page 57
	Page 58
	Page 59
	Page 60
	Page 61
	Page 62
	Page 63
	Page 64
	Page 65
	Page 66
	Page 67
	Page 68
	Page 69
	Page 70
	Page 71
	Page 72
	Page 73
	Page 74
	Page 75
	Page 76
	Page 77
	Page 78
	Page 79
	Page 80
	Page 81
	Page 82
	Page 83
	Page 84
	Page 85
	Page 86
	Page 87
	Page 88
	Page 89
	Page 90
	Page 91
	Page 92
	Page 93
	Page 94
	Page 95
	Page 96
	Page 97
	Page 98
	Page 99
	Page 100
	Page 101
	Page 102
	Page 103
	Page 104
	Page 105
	Page 106
	Page 107
	Page 108
	Page 109
	Page 110
	Page 111
	Page 112
	Page 113
	Page 114
	Page 115
	Page 116
	Page 117
	Page 118
	Page 119
	Page 120
	Page 121

