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CHAPTER I 

INTRODUCTION 

The purpose of this study is to develop and apply, by the way 

of illustration, a method for investigating the behavior of attributes 

which belong to information storage and retrieval systems,. Although 

several attributes are common to many information systems, their values 

differ according to the conditions which are present in a given system,, 

An investigation of the relationships between the conditions and the 

attributes can enlarge the operational understanding of the concept 

"information storage and retrieval system,," An operational understanding 

of this concept is necessary in order to design these systems because 

it provides an a priori knowledge about the probable state that a system 

will assume,, This state is defined as the values which the attributes 

will possess under specified conditions, once the system is in operation,, 

An operational understanding is currently being obtained and 

enlarged by the experience gained in analyzing problems and designing 

systems,. Generally, the purpose of an analysis is to establish the 

objectives and constraints,. Once these are established, the solution 

is devised with the aid of previous experience with similar objectives, 

constraints, and their solutions,, This induced input to the design of 

a system is at best conceptual„ Therefore, the knowledge from previous 

experience is currently being conveyed in an ambiguous fashion from one 

problem to another by the same individual, and from individual to 

individualo Thus, the value of experience to the design of a system is 
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extremely restricted because of the lack of a method for collecting and 

representing the knowledge gained by past experience, 

In order to collect data, it is necessary to establish a rep­

resentative sample of information storage and retrieval systems and 

to identify the important attributes (parameters) of these systems,, It 

is recognized that there are several types of information systems and 

that each system has its own objectives. Therefore, a representative 

sample of systems is difficult to establish. 

It is also difficult to identify the important attributes of 

information systems. R. M. Hayes has provided an outline which he 

calls "parameters of operation," and he suggests that the development 

of a defined set of parameters is a basic problem which must be solved0 

The lack of a defined set of parameters does not preclude a survey or an 

investigation; it only reduces its scope to those attributes which are 

currently being measured. 

The National Science Foundation published, in 1962, a survey 

containing descriptions of several types of operating information stor­

age and retrieval systems. While it was presumably not the purpose of 

this study to identify all of the important attributes or to establish 

a representative sample of all types of information systems, its results, 

while not being ideal for an investigation, are useful enough to be 

employed here0 

Since the publication of this survey, several authors have indi­

cated a need for performing a comparative analysis of the systems, but 

2 
they have not suggested a method. For example, B0 C. Vickery proposed 

that the system descriptions may be examined to determine the conditions 
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to which certain parameters are best suited, but he cautioned that more 

specific sets of parameters than those provided by the survey are needed 

before any criteria of retrieval and economic efficiency can be estab­

lished o 

The method developed in this study is based on an investigation 

directed at the operations of these systems. An operation of a system, 

such as retrieving, has attributes associated with the input, the process, 

and the output. By investigating the relationships between the attri­

butes of one operation at a time, the problem can be broken into manageable 

segmentso 

The results of this study consist of functional producer-product 

relationships which are composed of attributes. For example, one rela­

tionship consists of the producer attribute, rate of growth of collection, 

and the product attribute, number of clerical personnel. The regression 

equation for this relationship is 

y = 1.71 + .0001 x 

where x is the producer attribute and y is the product attribute,, This 

relationship provides an a priori knowledge about the probable state that 

a system will assume if the value for the producer attribute is speci-

fiedo (The specification of an attribute value constitutes the estab­

lishment of a condition.) If the value for the rate of growth of the 

collection is specified during the course of analyzing a problem, the 

value for the number of clerical personnel which the new system will 

possess can be estimated by solving for the unknown in the regression 

equation. The producer-product relationships indicate what is currently 
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being practiced; they are not criteria for determining retrieval or 

economic efficiency. 
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CHAPTER II 

A DEFINITION OF AN INFORMATION STORAGE 
AND RETRIEVAL SYSTEM 

The present investigation^ of information storage and retrieval 

systems is directed at the intermediate outcomes of their operations. 

In order to identify the system elements and their arrangement, a 

general definition of systems will be considered, and the components 

of the systems under investigation established and fitted to a struc­

ture consistent with the definition. This establishes a standard from 

which to develop the model and investigate the sample systems. 

General Definition 

The general definitions of a system and its elements are as 

3 
follows: 

A. System - A system is a set of objects, existing within a 

defined boundary, operating toward a common ob­

jective. 

B. Objects - Objects are the parameters of systems: inputs, 

processes, and outputs. 

C. Attributes - Attributes are the external manifestations 

of the ways in which an object is observed. 

D. Relationships - Relationships are the associations of ob­

jects and attributes. 

E. Component - A component consists of one process and at 

least one input or output. 



F. Environment - The environment consists of factors outside of 

the system's boundary which affect^or are affected 

by the system. 

The nature of a system can be established by representing these 

elements as component parts (Figure l). 

Figure 1. Nature of a System. 

In Figure 1, 0. and 0 are processes, and 0,, CL, and 0 are the inputs 

and outputs of these serially-related processes. The A's are attributes 

associated with the objects by virtue of relationships R's. The solid 

lines represent the direction of flow, the dashed lines represent re­

lationships. 

The following equations can be obtained from the graph in Fig­

ure 1: 

W - °2 

oB(o2) - o3 

(1) 

(2) 

and by substitution restricted to the direction of flow (since the 
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operations are not reversible), 

W°l» = °3- (3) 

The processes of a system are either algorithmic or intuitive. 

An algorithmic process is a process that is performed according to 

instructions which are sufficiently detailed so that for a given input, 

the output remains constant when repeating the operation. An intuitive 

process is not performed according to detailed instructions with the 

result that for a given input, the output may vary when repeating the 

operation. Clearly, equations (l), (2), and (3) hold only for algo­

rithmic processes. 

When analyzing the operations given in Figure 1 with respect to 

success, failure,and the cause of failure, two approaches are available, 

depending on the nature of the process. Consider the component CL-CL-CL 
Z D O 

and assume that 0 is an algorithmic process. If 0 is observed and 

found to be other than the expected outcome^ it may be concluded that 

the cause of error is related to CU, since this is the only possibility. 

Now again consider the component 0 -0_,-0_, but assume that 0D is an in-
Z D o D 

tuitive process. Then, at best, the expected outcome can only be es­

tablished within a range. If CL falls outside this range, the source 

of error could be related to 0,..., 0 , or both. CL could be in error be-
Z' D n> 

cause it is an act of judgements and "bad" judgement is possible. In 

order to determine the source of error, the attribute values may provide 

hints which can be used to narrow the problem. 

Just as the values of an attribute may help to determine the cause 

of failure,, they may also give insight into the causality of success 
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within the successful range. For example, assume that there are two 

objects which are adjacent in the direction of flow. If an attribute 

value of the first object is transferable in effect to an attribute value 

of the second object, then a functional relationship exists: this rela­

tionship may be of either deterministic or probabilistic causality. 

Consider the first attribute to be X and the second attribute to be Y. 

Then if X is necessary and sufficient for Y, the functional relation­

ship is a deterministic causality relationship. If X is necessary but 

not sufficient for Y, then the functional relationship is one of proba­

bilistic causality. 

It is entirely possible that the values of more than one attri­

bute are transferable in effect to the value of another attribute. 

Therefore, the existence of X, and X_ implies that the existence of Y, 

and X. and X_ are necessary for Y. But it is also possible that an X 

actually exists, although not observed, and that X« would imply Y. 

Since the observed X's do not necessarily define the closed set of all 

X's that are necessary for Y9 it cannot be concluded that the observed 

X's are sufficient for Y. Thus, the functional relationships between 

4 
the observed X's and Y are probabilistic causality. Ackoff calls these 

producer-product relationships: the X's are the producers of Y, and Y 

is the product of the X's. 

Specific Definition 

A specific definition of an information storage and retrieval 

system requires the indentification of its attributes and objects. It 

is also necessary to fit the attributes and objects into their component 

parts. The descriptions of systems contained in Nonconventional 
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5 
Technical Information Systems in Current Use were examined, and the 

following attributes were selected, based on their occurrences in a 

significant number of descriptions. 

A. Numerical Attributes 

1) Size of Collection 

The number of items (documents) included in the system. 

2) Rate of Growth of Collection 

The annual rate of item addition. 

3) Depth of Indexing 

The average number of subject entries assigned per item. 

4) Size of Terminology Authority 

The total number of terms contained in the terminology 

authority. 

5) Rate of Addition to the Terminology Authority 

The number of new terms added per 1,000 items indexed. 

6) Number of Professional Personnel 

The number of persons involved in selecting the subject 

entries and located within the physical confines of the given system. 

7) Number of Clerical Personnel 

The persons involved in processing the selected terms 

into the file. 

8) Input Processing Time 

The average time necessary for the human aspect of pro­

cessing one item for input and storage. This time includes both pro­

fessional and clerical effort. 

9) Search Time 
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The average time required for searching the index file. 

This does not include the time required for processing a request or the 

the time required for processing the results of a search. 

10) Terms per Question 

The average number of terms which are required to define 

the search question. 

B„ Non-numerical Attributes 

1. Degree of Mechanization 

a. Manual 

b. Uniterm 

c. Peek-a-boo 

do Edge-Notched Card 

e. Simple Sorter 

f. Collative 

g« Photographic 

h. Computer 

2. Nature of the Contents of the Index File 

a. Reference 

bo Data 

c. Search Aids 

The general purpose of an information storage and retrieval sys­

tem is to store items for future use. In order to accomplish this, 

processors are necessary for performing the following functions: se­

lection, acquisition^ indexing, storing, retrieving, and dissemination. 

A processor for performing a function consists of a person or piece of 

equipment that operates according to an algorithm or intuition. 
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In order to fit the objects and attributes into their component 

parts, it is necessary to combine the above mentioned functions to the 

degree required by the definitions of the attributes. Selection and 

acquisition are eliminated because none of the attributes of the sample 

system could be directly associated with them. Indexing and storing 

are combined to input processing because of the generality of the defi­

nition of input processing time. Retrieval is retained, but dissemination 

is eliminated because none of the attributes can be directly associated 

with it. 

Firgure 2 represents the conceptual definition of an information 

storage and retrieval system as used in the context of this study. The 

dotted line is the system boundary. The boundary separates the system 

from the environment. This system has two components which are called 

the input processing phase and the retrieval phase. The objects and 

attributes are identified within the components. The relations, R!s, 

associate the attributes with the proper objects. The attributes of 

the environment are associated with the entire system, that Is, with 

each object of the system. 



System Boundary 

Input Processing Phase 

A. = Rate of 
growth of 
collection 

A~ = Prof„ pers0 

A = Cler» perso V = Depth of indexing 

A. =Size of 
term* autho 

A. =Size of 
term* autho 

A =Rate of add0 to 
term<, autho 

A. =Input proc0 time 

Bo Retrieval Phase 

Search 
Query 

A =Terms per 
question 

Retrieval +-
Retrieved 
Entries 

A^ = Search time 
9 

A,Q =Depth of indexing 
A.. =Size of collection 

6I 7| 
A.« =Degree of mechanization Ax=Contents of the index file 

Figure 2Q Information Storage and Retrieval System,, 
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CHAPTER III 

DEVELOPMENT OF THE MODEL 

The model for use in this study is developed by identifying the 

potential producer-product relationships and determining a method for 

representing the values of the producer and product attributes,, The 

representation of the attribute values must allow an insight to the 

causality Of the product attribute behavior,, This insight is obtained 

by determining the degree of association between the producer attribute 

and a selected range of the product attribute,, The degree of association 

is used in an analytical procedure in order to determine if a functional 

relationship does in fact existo If a functional relationship does exist, 

then it is a property of an information storage and retrieval system,, 

Producer-Product Relationships 

The task of determining the potential producer-product relation­

ships among the attributes is a matter of judgement supported by the 

condition of the system and the procedure for examining the system,, 

The condition of the system identifies all of the attributes to be con­

sidered; these are A. through A , as contained in Figure 2a The pro­

cedure for examining the system is obtained by considering the magnitude 

of error that is inherent when calculating the parameters of the relation­

ships, the structure of the system, and the flow direction of input 

processing and retrieving,, 

The results of the mathematical calculations will contain an 
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experimental error, but since these calculations are based on empirical 

data, the degree of error is proportional to the number of variable 

attributes contained in a function. For example, assume that there are 

four variable attributes (w,x,y,z), and that the values for each attribute 

are obtained from a sample of systems. The objective is to determine the 

number of variable attributes that should be contained in the function 

so that the result of the calculations contains the minimum amount of 

experimental error. Assume that the errors for each variable attribute 

are: e , e , e , e . Then the following equations may be considered: 

a = w + x + y + z (4) 

b = w + x (5) 

c = y + z 

e = e + e + e +e 
a w x y z 

e, = e + e b w x 

e = e + e 
c y z 

(6) 

(7) 

(8) 

(9) 

and by substitution 

e = e, + e 
a b c (10) 

Therefore, 

a b 

e > e 
a c 

(11) 

(12) 
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Thus, equations (5) and (6) contain less experimental error than equation 

(4), Since the attribute values to be used in this study were established 

by several persons, the experimental error is assumed to be "large"; 

therefore, the producer-product relationships will contain only two 

attributes,, 

Each producer-product relationship will consist of two attributes 

in any one of the following situations: 

A) an attribute of the input and an attribute of the process, or 

B) an attribute of the process and an attribute of the output, or 

C) two attributes of the same object* 

In the first two situations, dependency is based on the direction of 

flow; that is, the producer attribute precedes the product attribute* 

In the third situation, dependency is based on the direction of flow 

which would exist if the object could be established as more specific 

in nature. The attributes, "number of professional personnel" and 

"number of clerical personnel" provide an example of the third situa­

tions both are associated with input processingc However, if input 

processing could have been established as two functions, e0g0, indexing 

and input processing, the number of professional personnel could have 

been associated with indexing, and the number of clerical personnel with 

input processingc 

All attribute combinations were considered, and those suspected 

to result in nonsense correlations were eliminated* An example of one 

eliminated nonsense correlation is the relationship "terms per question-

size of collection" The values of terms per question do not cause the 

size of the collection to assume its values* The following are the 
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resulting potential producer-product relationships of the system; the 

producer attribute precedes the product attribute: 

A) Rate of growth of collection - Professional personnel 

B) Rate of growth of collection - Clerical personnel 

C) Rate of growth of collection - Input processing time 

D) Rate of growth of collection - Size of collection 

E) Professional personnel - Clerical personnel 

F) Rate of addition to terminology authority - Size of 

terminology authority 

G) Input processing time - Depth of indexing 

H) Professional personnel - Depth of indexing 

I) Terms per question - Search time 

J) Depth of indexing - Search time 

K) Size of collection - Search time 

In this study, both of the two environment attributes are con­

sidered to affect all the system attributes0 This approach is selected 

because the environment attributes assume a constant, non-numerical value 

over a significant operating time interval«, During this time interval, 

the variable attributes of the system can be considered to be dependent 

on the environmental attributes* As an example, consider a set of systems, 

belonging to the sample contained in the source, that have computer as their 

value for the degree of mechanization,, When they are compared (that is, 

when they are thought of as one group), the value of the degree of 

mechanization is constant; it is computer The value of an attribute of 

the group, say the depth of indexing, is a variable as a result of the 

individual values that each system possessed before they were combined„ 
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Representation of Product Attribute Values 

The investigation of product attributes consists of analyzing 

the behavior of their values as they are affected by the producer attri­

butes. A product attribute possesses values which occur within a range. 

These values vary in such a manner that they occur more frequently in 

some segments of the range than in others. Therefore, the range can be 

broken down into segments based on the frequency of occurrence and called 

behavior sets. Each behavior set is the result of a set of reasons which 

determine that the values occur within the behavior set as opposed to some 

other point in the range. A set of reasons is preferred (rather than one 

reason) because more than one reason may govern the behavior set in a 

similar manner. 

The representation of product attribute values must be such that 

these behavior sets can be identified. This identification may be accom­

plished by observing histograms of a product attribute. Consider Figure 3, 

i m | i n m i i 
Histogram A Histogram B 

Figure 3» Histograms and Behavior Sets. 
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in which the purpose of the two histograms is to aid in determining the 

nature of a probability density function that is a governing result of 

the behavior of a product attributê , The nature of the function refers to 

the number of nodes and not the applicable theoretical function,. If the 

histogram implies a pathological function, as Histogram A does, it may be 

inferred that several distinct sets of reasons govern the behavior of the 

product attribute. The number of reasons is equal to the number of nodes0 

For Histogram A, there are two nodes and, thus, two sets of reasons which 

govern the behavior of product attribute A0 If the result is not a path­

ological function, as for Histogram Bj it may be inferred that there is 

one set of reasons that govern the behavior of the product attribute,, 

The histograms are constructed by calculating the frequency of 

occurrence of attribute values within class interval So The magnitude of 

the class intervals is established by trial and error so that the selected 

magnitude results in the best accentuation of the behavior sets. Thus, 

this trial and error procedure determines those intervals which accompany 

the node intervals in constituting behavior sets0 

The values within a behavior set may be correlated independently 

with the possible producer,, If it is established that a correlation 

exists between the values of a behavior set and the corresponding values 

of the producer attribute, then the identification of the correlation is 

an explanation of a reason governing the behavior set„ The recognition 

of this restricted correlation between the producer attribute and a 

behavior set of a product attribute increases the accuracy of the infer­

ences about the properties of information storage and retrieval systems0 

The reason why a particular attribute possesses a value which 
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occurs in a given behavior set is one of the following: 

A) the attribute is dependent on one or more of the producer 

attributes defined to exist within the sytem, or 

B) the attribute is dependent on one or more of the producer 

attributes defined to exist within the environment, or 

C) the attribute is dependent on one or more producer attri­

butes which are not included in the scope of this study, or 
i 

D) any combination of the above,, 

In order to determine which of the preceding reasons is the actual 

case, it is necessary to investigate the first two possibilities, draw 

conclusions about the third, and assume that the fourth is possible., 

Consider the first two possibilitieso If it is established that 

there is a significant degree of association, base on a specified level 

of significance, between values belonging to a behavior set and the 

corresponding values of a producer attribute, then it can be inferred 

that the producer attribute,, does9 in facte, contribute to the behavior 

of the product attribute,. Therefore, the producer attribute is a reason 

for the product attributes behavior within the behavior set„ There is 

some risk involved in making this inference because a third factor may 

actually govern the producer and product in such a way that it just 

appears that the producer contributes to the behavior of the producto 

In this study, the existence of a third factor is unlikely,, 

Consider the third possibility,, If an insufficient degree of 

association is found to exist between all of the defined dependencies^, 

it may be concluded that attributes other than those defined within the 

scope of this study dominate the behavior of the product attribute,, 
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On the other hand, consider the fourth possibility,. If it is 

found that a significant degree of association exists between two attri­

butes, this does not mean that the association is the only producer-

product relationship. It is certainly possible that there are other 

producers and their identification is only possible by an actual observ­

ance of the relationship* 

The degree of association is determined by calculating an esti­

mate of the sample correlation coefficient, r, which is defined as 

n 

£ (xj - x)(yi - y) 

r =
 i = 1 — (13) 

n n 

I > i - * ) 2 I <Yi -y) 2 

i=l i=l 

A t e s t of the hypothesis tha t the correlat ion coefficient i s equal to 

zero i s given by rejecting when 

t = 

/ l - r : 
J^^ >- V2m-2 <"> 

where t /n n is the 100 a/2 percentage point of Student's t dis­
ci/ Z%T\-/L 

tribution with n-2 degrees of freedoms 

If the null hypothesis^ that is, the correlation coefficient is 

equal to zero, can be rejected, then the underlying physical relation 

will be calculated by the method of the least squares estimates of the 

slopes and the intercept,. The general equation for the physical rela­

tionship is 
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y = a + b x (15) 

The express ion for the s lope , b , i s 

£ (xx - x ) ( Y i - y) 

b - ^ (16) 

i = l 

and the expression for the intercept, a, is 

a = y - bx (17) 

The confidence interval estimate of the slope is 

» * V2..-2 / n
V X <18> 

and the confidence interval estimate of the intercept is 

i . ; 2 

"a/2;n-2 y/x /n m 

I (--x)2 
(19) 

i=l 

where s / is an estimate of the variability about the line and is 
y/x 

given by 

n 

s y/x 
i=l 

£ (yi - y') (20) 
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and y' is a point estimate of the expected value of y for a given 

value of x which is given by 

y' = a + bx* o (21) 

Representation of Producer Attribute Values 

Producer attributes are defined to belong to the system and the 

environmento Those belonging to the system are numerical in nature and 

those belonging to the environment are non-numerical in naturee The rep­

resentation of the producer attribute values depends on the procedure for 

determining which values of the producer and product to associate and how 

the degree of association is to be obtained., 

Since all of the product attribute values are numerical, a proce­

dure for determining the corresponding numerical producer attribute values 

does not present a problem,, It consists simply of selecting the product 

attribute values from a behavior set and noting the systems^ in the sample 

under investigation., from which they came0 The corresponding producer 

attribute values can then be obtained from the same systems and the 

producer-product values may be associatedo The method for determining 

the degree of association consists of calculating an estimate of the 

sample correlation coefficient., 

On the other hand, the procedure for determining which values of 

the non-numerical producer attributes and the product attributes to asso­

ciate^ and the method for determining the degree of association do present 

a problem0 The producer attributes of the environment are divided into 

mutually exclusive subsets0 For example,, the degree of mechanization 

consists of the subsets? manual, uniterm5 0 « a 9 computer.. Every system in 
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the sample under investigation belongs to one of these subsets,, These 

systems also have product attributes whose values belong to the behavior 

sets. Therefore, the situation consists of associating the members of a 

behavior set with the subsets of a producer attribute. If it can be 

established that the members of a given subset have product attributes 

values which are significantly present in a behavior set when compared 

with members of the other subsets of the producer attribute, it may be 

inferred that this subset contributes to the behavior of the product 

attribute. Unfortunately, the term "significantly" cannot be defined in 

a quantitative manner, nor can an analytical method be devised to deter­

mine which are the significant subsets and which are not. This problem can 

be circumvented by relating the purpose for the association of a subset 

and a behavior seto If it can be established that the members of a sub­

set do not have any product attribute values in a given behavior set, 

it may be concluded that the subset does not contribute to the behavior 

of that behavior seto 

The procedure for determining which values of a non-numerical pro­

ducer attribute and a product attribute to associate begins with the 

selection of a behavior seto Each value contained in this behavior 

set belongs to a different system in a sample of systems,. Each of these 

systems possesses one value for a given producer attribute and this value 

is the name of a subset of the producer attribute,, Therefore, the sys­

tems can be examined to determine the number of times each subset occurs 

as the value for the producer attribute* A display of some hypothetical 

results of this procedure is illustrated in Figure 40 Figure 4 is an 

illustration of one product attribute with two behavior sets, and one 
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Product Attribute 

/ >> 
Behavior Set 1 Behavior Set 2 

A i B i Subset ll Producer 

A2 B2 Subset 2\ Attribute 

Figure 4a Subset Manifestation*, 

producer attribute with two subsets0 A is the number of times that 

the systems of a sample possess values that occur in behavior set 1 and 

subset 1| and likewise for A , B , and B e The addition of A. 

and B., (A + B.), results in the total number of times that subset 1 

is manifested in the behavior sets of the product attribute of systemso 

Therefore, A./(A1 +B ) is the ratio of the number of times that subset 1 

is manifested in behavior set L If A. is zero, it may be concluded 

that subset 1 does not contribute to the behavior of the product attri­

bute within behavior set 1. 
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CHAPTER IV 

EXPERIMENTAL APPLICATION OF THE MODEL 

Establishment of Behavior Sets 

The values for all of the attributes were gathered from the sys­

tem descriptions contained in the sourcê , Nonconventional Technical 

Information Systems in Current Use0 These values are presented in Appen­

dix A, Data Tabulation, pp0 39 - 45o Each entry consists of the system 

identification number, as contained in the source^ followed by the 

extracted data0 The symbol "unko" means that the particular item of data 

is either not available or is too vague to be included in the sampleo 

A vague item of data is one that is given in the form of a range, such 

as 3 - 50o The mean of this range can certainly be calculated but it 

would be different than the mode, The mode is the important value to 

select since it represents the most probable value that an attribute of 

a system will possess at any given time0 For small ranges,, such as 3 - 7$ 

it is assumed that the mode and the mean are equalo Appendix A contains 

the sample population values, and three iterations of the identification 

numbers are required to present the data from the 87 system descriptions,, 

Frequency tables were tabulated for each of the product attributes9 

and are presented in Appendix B, Frequency Tabulations, pp0 47-51„ Each 

table consists of an enumeration of the class intervals followed by the 

frequency of occurrence of sample values within that interval, and then 

the occurrence ratio for each interval0 The sample values which were 

not included in the frequency calculations are individually listed in the 
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fourth column. It was necessary to eliminate these values in order to 

prohibit the occurrence of several empty class intervals within a histo­

gram. The actual "cut-off" value was established by observing the 

magnitude between each adjacent pair of values in numerical sequence. 

The larger value of an adjacent pair, and all those values beyond, were 

eliminated when the magnitude was observed to increase sharply. 

The results of the frequency calculations were used to construct 

histograms, one for each of the product attributes. The histograms are 

presented in Appendix C, Histograms, pp. 53-62. These bar graphs are a 

plot of the frequency of occurrence of sample members within a class 

interval against that class interval. 

The structures of the histograms are observed and the behavior 

sets are established. This procedure is a matter of judgement whereby 

the nodes are identified and the adjacent intervals are included on their 

probable membership in the behavior set under construction, as opposed to 

an adjacent behavior set. No overlap is allowed, that is; a class interval 

can only belong to one behavior set. In the histogram for search time, 

class interval eight is not included in any of the behavior sets. In this 

case, it is judged that is is not close to either of the behavior sets, 

nor does it have sufficient members to be a behavior set of its own. 

All of the producer-product relationships are now re-established on 

the basis of the behavior sets. The producer attribute is related to 

each behavior set of the product attribute. These relationships are con­

tained in Appendix D, Numerical Attribute Associations, pp. 64-65, which 

establishes all of the correlations that are made between the numerical 

attributes. For example, the sample population values for professional 
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personnel are correlated with the corresponding values of the rate of 

growth of collection,, A correlation is made for each behavior set of 

the product attribute,, For professional personnel, behavior set one 

contains 64 members within the range of one to six peopieo 

It is not necessary to include the relationships between the pro­

ducer attributes of the environment and the behavior sets of the product 

attributes in Appendix D. This information can be obtained by observing 

the histograms in Appendix C. 

Each system description contained in the source was examinedo If 

the system description contained a value belonging to a class interval 

and to a subset, a tally was made0 These tallies are listed beneath the 

abscissa of the histograms,, For example, consider the histograms of the 

rate of growth of collection in Appendix Co The appearance of the number 

"1" in the first row beneath class interval 4 means that one system with 

manual as the value for degree of mechanization also has a value for the 

annual rate of growth of the collection which is between 3,500 and 69000 

itemSo 

Scatter-grams were also plotted for each of the numerical producer-

product relationships*, These are contained in Appendix E5 Scatter-Grams9 

pp0 67-77o The product attribute is contained on the abscissa and the 

producer attribute is contained on the ordinate0 Points that are not 

plotted as a result of the scale are listed below the graphSo The ranges 

of the behavior sets are noted at the top of each grapho The purpose of 

the scatter-grams is to give an indication of the existence of a corre­

lation., 
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Calculations 

The correlation coefficients, calculated according to equation 

(13), are used to calculate a "t" test value according to equation (14)„ 

A table of percentage points of the t distribution is entered using a 

7 
level of significance of 10 per cent. If the "t" test value is 

greater than the value provided by the table, the hypothesis that the 

correlation coefficient is equal to zero is rejected. This procedure 

is performed on each of the associations contained in Appendix D0 The 

calculated coefficients for all of the relationships are contained in 

Appendix F, Results^ pp0 79-880 Those relationships whose correlation 

coefficients are proved to be not equal to zero are also contained in 

Table 1, Results of Numerical Attribute Associations, p« 31. 

The physical relationships are calculated for those relationships 

identified* in Appendix 4 whose correlation coefficients are not equal to 

zero. This is accomplished according to equation (15) with substitu­

tions from equations (16), (17), (18), (19), (20), and (21). A level of 

significance of 10 per cent is used in equations (18), and (19)» The 

results are presented in Table 3, Regression Equations, pp. 34-35o 

The ratio of the number of times that a subset is manifested in 

a behavior set was calculated for each subset and behavior set» These 

ratios are also presented in Appendix F» 
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CHAPTER V 

RESULTS 

P r e s e n t a t i o n of Resu l t s 

The r e s u l t s of the c a l c u l a t i o n s can be grouped i n t o f ive c a t e -

gorieso These c a t e g o r i e s ares 

1) the correlation coefficients, 

2) the correlation coefficients which are not equal to zero,, 

3) the regression equations between the attributes where the 

correlation coefficient is not equal to zero* 

4) the occurrence ratios, and 

5) the occurrence ratios which are equal to zero0 

Categories one and four contain the general resultso Categories 

two, three, and five contain the results from which inferences are made 

about the properties of an information storage and retrieval systemo 

The results of categories one and four are contained in Appendix F, 

containing ten tables, one for each of the product attributes,, The sub-

divisions of a table consist of all the producer attributes which are 

intuitively believed to contribute to the behavior of the product attri-

butec The columns of data are the degrees of association between the 

producer attributes and the behavior sets of the product attributeso The 

degree of association is the correlation coefficient for the numerical 

producer attributes, and the occurrence ratio for the non-numerical pro­

ducer attributeso Of the 26 correlation coefficients contained in Appendix 
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F, seven were proved to be not equal to zero° Of the 253 occurrence ratios 

contained in Appendix F, 33 were observed to be equal to zero0 These 

seven correlation coefficients constitute category two and the 33 occur­

rence ratios constitute category fiveQ 

The results of category two are contained in Table 1, Results of 

Numerical Attribute Associations,, Table 1 has two levels of subdivision 

The first level,, with alphabetical notation^ consists of the numerical 

producer attributeso The second level9 with numeric notation^ consists of 

those product attributes with which a probabilistic causality relationship 

existSo These relationships only hold for the range of the product attri­

bute in the column of data0 

The results of category five are contained in Table 2, Results of 

Non-Numerical Attribute Associations, having two levels of subdivisiono 

The first level, with alphabetic notation^ consists of the non-numerical 

producer attributes,. The second level9 with numeric notation^ consists 

of those product attributes with which an association does not existo 

The results of category three are contained in Table 3, Regression 

Equations^ consisting of seven linear regression equations,, The producer 

attributes are identified and denoted by "x0" The product attributes are 

also identified and denoted by "y," The numbers in parentheses are the 

confidence intervals based on a level of significance of 10 per cento 

Below each equation is the range of the product attribute for which the 

equation holds,, 
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Table 1„ Results of Numerical Attribute Associations 

A. Rate of growth of collection 

lo Clerical personnel 

20 Size of collection 

B. Professional personnel 

1. Clerical personnel 

Co Terms per question 

1. Search time 

D. Size of collection 

lo Search time 

Non-Zero Correlation Range 

1-9 persons 

1 - 81,000 items 

1-9 persons 

1-6 and 27 -45 minutes 

1-6 minutes 

Table 2. Results of Non-Numerical Associations 

A, Manual 

1. Rate of growth of collection 

2» Input processing time 

3o Size of collection 

4» Rate of addition to 

terminology authority 

5, Depth of indexing 

6« Search time 

Zero Correlation Range 

9,000 - 12,000 items 

1-30 minutes 

45,000 - 81,000 items 

175 - 300 terms 

24 - 56 terms 

27 - 45 minutes 

(Continued) 
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Table 2„ (Continued) 

Bo Uniterm 

lo Rate of growth of collection 

2o Professional personnel 

3. Input processing time 

40 Depth of indexing 

5o Search time 

Co Peek-a-boo 

lo Rate of growth of collection 

2o Professional personnel 

3» Input processing time 

40 Rate of addition to 

terminology authority 

Do Edge-Notched Card 

lo Rate of growth of collection 

2o Professional personnel 

3. Input processing time 

40 Rate of addition to 

terminology authority 

50 Terms per question 

E0 Simple sorter 

1. Professional personnel 

2„ Depth of indexing 

Zero Correlation Range 

13,500 - 21,000 items 

7-12 persons 

30 - 65 minutes 

24 - 56 terms 

1 - 6 minutes 

13,500 - 21,000 items 

7-12 persons 

30 - 65 minutes 

175 - 300 terms 

9,000 - 21,000 items 

7-12 persons 

1-50 minutes 

175 - 300 terms 

1 - 5 terms 

7-12 persons 

24 - 40 terms 

(Continued) 
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Table 2o (Continued) 

F. Coilative 

io Rate of growth of collection 

20 Size of collection 

3o Depth of indexing 

40 Search time 

Go Photographic 

io Rate of growth of collection 

2o Professional personnel 

3o Input processing time 

40 Size of collection 

50 Size of terminology authority 

60 Rate of addition to 

terminology authority 

70 Depth of indexing 

80 Search time 

9o Terms per question 

Ho Computer 

lo Input processing time 

Io References (represented in all s 

Jo Data 

lo Input processing time 

2o Rate of addition to 

terminology authority 

K0 Search aids 

lo Rate of addition to 

terminology authority 

9,000 - 21s000 items 

45 000 - 81 s.000 items 

44 - 56 terms 

1 - 6 minutes 

I - 9j,000 items 

7-12 persons 

30 =• 65 minutes 

459000 - 819000 items 

29000 - 8,500 terms 

175 - 300 terms 

24 - 56 terms 

6-45 minutes 

5 =• 15 terms 

50 - 65 minutes 

ets of all dependent attr: 

30 - 50 minutes 

175 - 300 terms 

175 - 300 terms 
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Table 3„ Regression Equations 

1„ x = rate of growth of collection 

y = clerical personnel 

y = 1.71 (± 074) + ,0001 (± ,00008) x (22) 

for y < 9 

2o x = rate of growth of collection 

y = size of collection 

y = 8218 (± 44440) + 1„46 (±.91) x (23) 

for y < 459000 

3o x = rate of growth of collection 

y = size of collection 

y = 52^618 (± 125500) + „84 (± „88) x (24) 

for 455000 < y < 81,000 

40 x = professional personnel 

y = clerical personnel 

y = 1.34 (± .89) + o27 (± .18) x (25) 

for y < 9 

5» x = terms per question 

y = search time 

y = 2o22 (± 2o54) + o40 (± .55) x (26) 

for y < 6 

60 x = terms per question 

y = search time 

y = 20ol (± 26o8) + 4o41 (± 6»95) x (27) 

for 27 < y < 45 

(Continued) 
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Table 3«> (Continued) 

7„ x = size of collection 

y = search time 

y = 4043 (± 1.14) - o0000043 (± ,0000051) x (28) 

for y < 6 

Discussion of Results 

The method used to obtain these results is a technique for identi­

fying the probabilistic causality relationships which exist between the 

attributes of information storage and retrieval systems,, Once these 

relationships are identified, the physical relationships between the 

attributes can be established,, 

Again, these relationships indicate what is currently being practiced^ 

they are not criteria for determining retrieval or economic efficiency,, 

The relationships are useful to the designers of information storage and 

retrieval systems because they may be considered as an "input" to systems 

design,. During the course of analyzing a problem, some attribute values 

may be established* When these values are established before the design 

is formulated, they become conditions of the given system,, Then, it is 

of interest to obtain some knowledge about the probable values which the 

remaining attributes will assume under these specified conditions0 

The results of this study enable the system designer to obtain this 

knowledge if one or more of the producer attributes contained in Tables 

1 and 2 are pre-established and, therefore, are considered as conditions0 

For example, assume that for a given system design problem, the value for 
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the rate of growth of the collection is pre-established during the 

analysis phase,, and it becomes a condition of the new system., By enter-

ing Table l9 it is seen that the attributes of clerical personnel and 

size of the collection form probabilistic causality relationships with the 

producer attribute,, rate of growth of the collection The regression 

equations for these relationships are contained in Table 3, equations (22) 

and (23)o By substituting the specified value for the rate of growth of 

the collection into equations (22) and (23)? values for the number of 

clerical personnel and size of collection can be estimatedo These values 

constitute a portion of the probable state that the system will assumeQ 

As another example9 assume that the value for the degree of 

mechanization is pre-established5 during the analysis of a problem^ as 

manual, and it becomes a condition for the new systemQ By entering 

Table 2, it is seen that the product attributes? rate of growth of 

collection, input processing time,, size of collection, rate of termin­

ology authority, depth of indexing,, and search time are related to the 

producer attribute value of manual <, These relations are such that the 

current practices indicate that the product attributes will not possess 

values within the ranges listed beside each product attribute., There­

fore, the condition of manual implies that the new system will not 

possess attribute values within the ranges listedo 

While the latter example does not spddfy the probable state 

that a system will assume, it does specify a state that a system will 

probably not assume., It is believed that the information provided by 

this example is just as valuable to the designers of information storage 

and retrieval systems as that information provided by the former example,, 
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Both types of results,, while requiring different approaches^ do 

provide the designers with an a priori knowledge about the probable state 

that a system will assume when certain conditions are specified., Thus^ 

the value of experience is increased because the method developed in this 

study enables a representation of the knowledge gained by past experience*, 
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APPENDIX A 

The following pages contain the data that was extracted from 

the system descriptions contained in the source,, 
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Table 4C Data Tabulation 

System Size of Rate of Term0 Add. to Depth of 
Number Collection Growth Autho Term» Auth« Index. 

l o l o l 41,000 6,000 4,000 100 6 
l o l o 2 400,000 20,000 2,000 5 4 
lo2ol 109500 350 2,700 unko 11 
1 O 2 O 2 8,100 500 2,500 75 10 
1 O 2 O 3 35,000 5,000 5,250 6 8 
lo204 8,500 600 3,750 unko 12 
1 O 2 O 5 65,000 7,500 11,740 200 7 
io2o6 61,260 10,000 7,900 20 5 
lo2o7 6,000 650 2,000 200 unko 
lo3ol 7,500 2,225 19800 unko 10 
l03o2 3,600 1,450 1,200 9 27 
1 O 3 O 3 20,000 5,000 1,500 28 12 
Io3o4 1,000 3,000 150 10 5 
1 O 3 O 5 10,000 3?000 1,200 10 8 
1 O 3 O 6 18,000 8̂ ,000 760 unko 15 
1 O 3 O 7 2,200 1,300 1,000 unko 85 
lo4„l 50,000 5,000 2„500 30 9 
lo402 25,000 2,000 1,000 500 10 
lo403 44,000 3,500 483 unko 3 
loSol 12,000 3,500 700 6 10 
1 O 5 O 2 57,000 6,000 700 unko unk. 
Io5o3 unko unko 2,000 250 9 
l05o4 9,000 500 unko unko unko 
1 O 5 O 5 20,000 2,700 unko unko 5 
1 O 5 O 6 8,500 1,500 1,000 50 2 
Io5o7 75,000 9*000 1,737 50 unk. 
Io5o8 4,000 250 1,600 unko 22 
lo5o9 7,500 2,500 700 1 8 
Io5oi0 30,000 2,000 60,000 1,500 20 
lo5oll 59,000 12,000 unko unko unk. 
1O5O12 14,500 825 600 unko 50 
1O5O13 1,000 200 91 25 10 
Io5ol4 5,500 1,100 unko unko unko 
I060I 14,000 7,500 39045 75 40 
1 O 6 O 2 6,900 720 3,800 10 14 
1 C 6 O 3 10,000 4,000 6,500 300 20 
Io6o4 2,400 350 3,900 unk. 25 
1 O 6 O 5 10,000 1,350 8,000 275 30 
I0606 5,000 2,500 14,000 1,400 13o5 
1 O 6 O 7 6,800 1,100 11,000 45 120 
I0608 13,400 3,600 1,800 3 13 

(Continued) 
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System Size of 
Number Collection 

3,1,9 26,000 
3.2.1 1,010 
3.2.2 10,000 
3.2.3 450 
3.2.4 71,800 

System Terms per 
Number Question 

1.1.1 unk. 
1.1.2 unk. 
1.2.1 3.5 
1.2.2 2.5 
1.2.3 4.5 
1.2.4 4 
1.2.5 3 
1.2.6 2.5 
1.2.7 3 
1.3.1 3.5 
1.3.2 4 
1.3.3 7.5 
L3.4 3 
1.3.5 4 
1.3.6 4.5 
1.3.7 10 
1.4.1 5.5 
1.4.2 unk. 
1.4.3 unk. 
1.5.1 3.5 
1.5.2 4.5 
1.5.3 3 
1.5.4 unk. 
1.5.5 unk. 
1.5.6 unk. 
1.5.7 unk. 
1.5.8 3 
1.5.9 3.5 
1.5.10 1.5 

Table 4 . (Continued) 

Rate of Term. 
Growth Auth. 

unk. 15,000 
40 unk. 

1,600 600 
unk. 208 

20,000 1,556 

Search Prof. 
Time Pers. 

15 12 
1 6 
30 2 
10 1 
45 2 
90 1 
unk. 2 
unk. 1 
unk. 1 
15 3 
35 1 
3 1 
3 1 
5 1 

unk. 3.5 
unk. 3 
180 18.5 
60 unk. 

unk. 2 
120 1 
360 2 
15 unk. 

unk. 1.5 
15 unk. 
30 4 

unk. 5 
unk. 1 
unk. 2 
30 1 

Add. to Depth of 
Term. Auth. Index. 

unk. 9 
unk. 30 
13 30 
unk. 55 
unk. 45 

Cler. Input Proc. 
Pers. Time 

7 60 
9 unk. 
1 15 
1 25 
2 12 
1 30 
2 20 
1 unk. 
1 15 
1 26 
1 30 

unk. 15 
1 5 
1 10 

unk. 8 
2 30 
1 300 

unk. 180 
1 unk. 
1 4 
1 3 

unk. 18 
2 unk. 

unk. 4 
4 unk. 
4 unk. 
unk. 45 
1 10 
1 22 

(Continued) 
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Table 4. (Continued) 

System Terms per Search Prof. Cler. Input Proc. 
Number Question Time Pers. Pers. Time 

1.5.11 3 unk. 2 unk. unk. 
1.5.12 7 5 0.5 unk. 60 
1.5.13 2 3 1 1 unk. 
1.5.14 5 23 2 unk. 22 
1.6.1 4 33 4 3 64 
1.6.2 1 unk. 1 1 6 
1.6.3 4.5 18 9 2 54 
1.6.4 unk. unk. 4 2 unk. 
1.6.5 10 90 11 5 45 
1.6.6 14 8 2 unk. 120 
1.6.7 8 unk. 5 1.5 30 
1.6.8 5 unk. 2 1 unk. 
1.6.9 3 unk. 3 1 30 
1.6.10 5 45 3 2 unk. 
1.6.11 15 480 6 2 45 
1.6.12 1.5 90 1 3 35 
1.7.1 5 5 2 1 20 
1.7.2 2 2 5 3 unk. 
1.8.1 12.5 18 unk. unk. 120 
1.8.2 4 unk. 6 4 120 
1.8. 3 5 unk. 3 1 42 
1.8.4 2.5 12 2 unk. 22 
1.8.5 5 6 12 6 unk. 
1 o 8.6 5 10 6 1 20 
1.8.7 4 15 3 2 50 
1.8.8 4 4 6 unk. 240 
1.8.9 unk. 5 unk. 8 unk. 
1.8.10 unk. unk. 11.1 11.9 25 
2.1.1 2 2 1 20 30 
2.1.2 unk. unk. 4 unk. 2 
2.1.3 unk. 5 1 1 3 
2.1.4 unk. 30 unk. 1 5 
2.1.5 4 18 2 3 1. 
2.1.6 unk. unk. 4 5 60 
2.1.7 unk. unk. 3 3 unk. 
2.1.8 2 unk. 3 unk. 5 
2.1.9 unk. unk. unk. .25 12 
2.1.10 4 40 4 3 5 
2.1.11 3.5 18 2 unk. 9 
2.2.1 4 unk. 4 unk. 30 
2.2.2 unk. unk. 10 60 unk. 

(Continued) 
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Table 4. (Continued) 

System Terms per Search Prof. Cler. Input Proc. 
Number Questions Time Pers. Pers. Time 

2.3.1 5 unk. unk. unk. unk. 
2.3o2 5 5 1 unk. 15 
2.3.3 7 5 1 unk. unk. 
2.3.4 5 unk. 3 4 unk. 
3.1.1 unk. unk. unk. unk. 5 
3.1.2 2 23 unk. 6 60 
3.1.3 unk. unk. 6 5 35 
3.1.4 unk. unk. 6 6 38 
3.1.5 unk. unk. unk. unk. 5 
3.1.6 unk. unk. 20 16 38 
3.1.7 unk. unk. 8 unk. unk. 
3.1.8 unk. unk. 2 1 120 
3.1.9 unk. unk. unk. unk. unk. 
3.2.1 unk. unk. .25 unk. 720 
3.2.2 unk. unk. 3 1 90 
3 o 2.o 3 unk. 37 2 11 60 
3.2.4 7 unk. unk. unk. 5 

System Degree of Contents of the 
Number Mechanization Index File 

1.1.1 Manual References 
1.1.2 Manual References 
1.2.1 Uniterm References 
1.2.2 Uniterm References 
1.2.3 Uniterm References 
1.2.4 Uniterm References 
1.2.5 Uniterm References 
1.2.6 Uniterm References 
1.2.7 Uniterm References 
1.3.1 Peek-a-boo References 
1,3.2 Peek-a-boo References 
1.3.3 Peek-a-boo References 
1.3.4 Peek-a-boo References 
1 oOo J Peek-a-boo References 
1 o 3o 6 Peek-a-boo References 

(Continued) 
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Table 4 . (Continued) 

System Degree of Contents of the 
Number Mechanization Index F i l e 

1.8.9 Computer References 
1.8.10 Computer References 
2.1.1 Computer Data 
2.1.2 Simple Sorter Data 
2.1.3 Simple Sorter Data 
2.1.4 Computer Data 
2.1.5 Peek-a-boo Data 
2.1.6 Simple Sorter Data 
2.1.7 Computer Data 
2.1.8 Computer Data 
2.1.9 Computer Data 
2.1.10 Simple Sorter Data 
2.1.11 Simple Sorter Data 
2.2.1 Computer Data 
2.2.2 Computer Data 
2.3.1 Simple Sorter Data 
2.3.2 Peek-a-boo Data 
2.3.3 Peek-a-boo Data 
2.3.4 Computer Data 
3.1.1 Computer Search Aids 
3.1.2 Simple Sorter Search Aids 
3.1.3 Computer Search Aids 
3.1.4 Manual Search Aids 
3.1.5 Computer Search Aids 
3.1.6 Simple Sorter Search Aids 
3.1.7 Computer Search Aids 
3.1.8 Computer Search Aids 
3.1.9 Simple Sorter Search Aids 
3.2.1 Edge-Notched Card Search Aids 
3.2.2 Edge-Notched Card Search Aids 
3.2.3 Edge-Notched Card Search Aids 
3.2.4 Simple Sorter Search Aids 
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APPENDIX B 

The following pages contain the frequency calculations for the 

product attributes. 
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Table 5. (Continued) 

Class Interval Frequency 
Occurrence 
Ratio 

Members Not 
Included 

E. Rate of Addition to Terminology Authority 

20 
10 
2 
2 
0 
1 
0 
3 
0 
1 
1 

_2 
42 

1) 1- 25 
2) 26- 50 
3) 51- 75 
4) 76-100 
5) 101-125 
6) 126 150 
7) 151-175 
8) 176-200 
9) 201-225 
10) 226-250 
11) 251-275 
12) 276-300 

.476 500 

.239 800 

.047 1,400 
,047 1,500 
.000 2,000 
.024 
.000 
.072 
.000 
.024 
.024 
.047 

1.000 

F. Professional Personnel 

1) .1- 1 
2) 1.1- 2 
3) 2.1- 3 
4) 3.1- 4 
5) 4.1- 5 
6) 5.1- 6 
7) 6.1- 7 
8) 7.1- 8 
9) 8.1- 9 
10) 9.1-10 
11) 10.1-11 
12) 11.1-12 

20 
17 
10 
8 
3 
7 
0 
1 
1 
1 
1 

_3 
72 

18.5 
20 

Clerical Personnel 

1) .1-1 
2) 1.1-2 
3) 2.1-3 
4) 3.1-4 
5) 4.1-5 
6) 5.1-6 
7) 6.1-7 
8) 7.1-8 
9) 8.1-9 

26 
10 
6 
4 
3 
3 
1 
1 

_1 
55 

.472 

.182 

.108 

.073 

.055 

.055 

.018 

.018 

.018 
1.000 

11 
11.9 
16 
20 
60 

(Continued) 
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Table 5. (Continued) 

Class Interval Frequency 
Occurrence 
Ratio 

Members Not 
Included 

H. Input Processing Time 

1) 1- 5 
2) 6-10 
3) 11-15 
4) 16-20 
5) 21-25 
6) 26-30 
7) 31-35 
8) 36-40 
9) 41-45 

10) 46-50 
11) 51-55 
12) 56-60 
13) 61-65 

13 .228 
5 .088 
6 .105 
4 .070 
5 .088 
8 .140 
2 ,035 
2 .035 
4 .070 
1 .018 
1 .018 
5 .088 
1 .018 

57 1.000 

90 
120 
120 
120 
120 
180 
240 
300 
720 

I. Search Time 

1) 1- 3 
2) 4- 6 
3) 7- 9 
4) 10-12 
5) 13-15 
6) 16-18 
7) 19-21 
8) 22-,24 
9) 25-27 

10) 28-30 
11) 31-33 
12) 34-36 
13) 37-39 
14) 40-42 
15) 43-45 

6 .150 
9 .225 
1 .025 
3 .075 
5 .125 
4 .100 
0 .000 
2 .050 
0 .000 
4 .100 
1 .025 
1 .025 
1 .025 
1 .025 
2 .050 

40 1.000 

60 
90 
90 
90 
120 
180 
360 
480 

(Continued) 
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Table 5. (Continued) 

Occurrence Members Not 
Class Interval Frequency Ratio Included 

J. Terms per Question 

1) . 1 - 1 1 .017 
2) 1 .1 - 2 7 .121 
3) 2 . 1 - 3 10 .172 
4) 3 . 1 - 4 15 .258 
5) 4 . 1 - 5 14 .242 
6) 5 . 1 - 6 1 .017 
7) 6 . 1 - 7 3 .052 
8) 7 . 1 - 8 2 .035 
9) 8 . 1 - 9 0 .000 

10) 9.1-10 2 .035 
11) 10.1-11 0 .000 
12) 11.1-12 0 .000 
13) 12.1-13 1 .017 
14) 13.1-14 1 .017 
15) 14.1-15 1 .017 

58 1.000 
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APPENDIX C 

The following pages contain the histograms of the product 

a t t r i b u t e s . 



A. Rate of Growth of Collection 
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Figure 5. Histograms. 
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B. Professional Personnel 
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Figure 5 . (Continued) 
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C. Clerical Personnel 
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Figure 5. (Continued) 
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D. Size of Terminology Authority 
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Figure 5. (Continued) 
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F. Input Processing Time 
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Figure 5. (Continued) 
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G. Depth of Indexing 
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Figure 5. (Continued) 



H. Size of Col lect ion 
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Figure 5. (Continued) 
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Figure 5. (Continued) 
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APPENDIX D 

The following pages conta in the numerical a t t r i b u t e a s s o c i a ­

t i o n s , 
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Table 6. Numerical Attribute Associations 

Producer 
Attribute 

Product 
Attributes Range Members 

Rate of growth 
of collection 

Rate of growth 
of collection 

Rate of growth 

Professional 
Personnel, Set 1 

Set 2 

Clerical 
Personnel, Set 1 

Input Processing 

1-6 

8-12 

1-9 

64 

6 

54 

of collection Time, Set 1 1-30 39 

Set 2 31-50 9 

Set 3 51-65 5 

Rate of growth 
of collection 

Size of Collection, 
Set 1 1-45,000 59 

Set 2 45,001-81,000 14 

Professional 
personnel 

Clerical 
Personnel, Set 1 1-9 52 

Rate of addition 
to term. auth. 

Size of Term. 
Auth., Set 1 1-2,000 22 

Set 2 2,001-8,500 15 

Input processing 
time 

Depth of 
Indexing, Set 1 1-24 41 

Set 2 25-40 7 

Set 3 45-56 4 

Professional 
personnel 

Depth of 
Indexing, Set 1 1-24 43 

Set 2 25-40 8 

Set 3 45-56 4 

(Continued) 
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Table 6. (Continued) 

Producer 
Attributes 

Product 
Attributes Range Members 

Terms per 
question 

Search Time 
Set 1 1-6 12 

Set 2 7-18 11 

Set 3 30-45 7 

Depth of 
Indexing 

Search Time, 
Set 1 1-6 11 

Set 2 7-18 12 

Set 3 30-45 8 

Size of 
collection 

Search Time, 
Set 1 1-6 15 

Set 2 7-18 12 

Set 3 30-45 9 
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APPENDIX E 

The following pages contain the scatter-grams of the numerical 

a t t r i bu t e associat ions . 
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A. Professional Personnel vs Rate of Growth of Collection 
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Figure 6. Scatter-grams. 
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B. Clerical Personnel vs Rate of Growth of Collection 
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Figure 6. (Continued) 



69 

C. Input Processing Time vs Rate of Growth of Collection 
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Figure 6. (Continued) 
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D. Size of Collection vs Rate of Growth of Collection 
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Figure 6. (Continued) 
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E. Clerical Personnel vs Professional Personnel 
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Figure 6. (Continued) 
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F. Size of Terminology Authority vs Rate 
of Addition to Terminology Authority 
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Figure 6. (Continued) 



G. Depth of Indexing vs Input Processing Time 
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Figure 6. (Continued) 



H. Depth of Indexing vs Professional Personnel 
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Figure 6. (Continued) 



I. Search Time vs Terms per Question 
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J. Search Time vs Depth of Indexing 
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Figure 6. (Continued) 



K. Search Time vs Size of Collection 
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APPENDIX F 

The following pages contain the results of this study. 
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Table 7. Results 

Set 1 Set 2 Set 3 

A. Rate of growth of collection 

1. Degree of mechanization: 

Manual 

Uniterm 

Peek-a-boo 

Edge-Notched Card 

Simple Sorter 

Collative 

Photographic 

Computer 

2. Contents of the index file: 

References 

Data 

Search Aids 

.33 .00 .67 

.86 .14 .00 

.90 .10 .00 

1.00 .00 .00 

.86 .05 .09 

1.00 .00 .00 

.00 .50 .50 

.43 .31 .06 

.84 .12 .04 

.79 .07 .14 

.64 .18 .18 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 

B. Professional Personnel 

1. Rate of growth of collection -.0452 .4232 

2. Degree of mechanization: 

Manual 

Uniterm 

Peek-a-boo 

Edge-Notched Card 

Simple Sorter 

Collative 

Photographic 

Computer 

3. Contents of the index file: 

References 

Data 

Search Aids 

.67 .33 

1.00 .00 

1.00 .00 

1.00 .00 

1.00 .00 

.85 .15 

1.00 .00 

.76 .24 

. 9 0 . 1 0 

.93 .07 

.86 .14 

(Continued) 
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Table 7. (Continued) 

Set 1 

C. Clerical Personnel 

1. Rate of growth of collection .5016 

2. Professional personnel .4955 

3. Degree of mechanization: 

Manual 1.00 

Uniterm 1.00 

Peek-a-boo 1.00 

Edge-Notched Card 1.00 

Simple Sorter 1.00 

Collative 1.00 

Photographic 1.00 

Computer 1.00 

4. Contents of the index file: 

References 1.00 

Data 1.00 

Search Aids 1.00 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 Set 3 

D. Input Processing Time 

1. Rate of growth of collection .2419 -.1209 -.1764 

2. Degree of mechanization: 

Manual .00 .50 .50 

Uniterm 1.00 .00 .00 

Peek-a-boo 1.00 .00 .00 

Edge-Notched Card .00 .00 1.00 

Simple Sorter .74 .13 .13 

Collative .38 .37 .25 

Photographic 1.00 .00 .00 

Computer .77 .23 .00 

3. Contents of the index file: 

References .73 .16 .11 

Data .92 .00 .08 

Search Aids .43 .43 .14 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 

E. Size of collection 

1. Rate of growth of collection .4901 .6427 

2. Degree of mechanization: 

Manual 1.0 .00 

Uniterm .71 .29 

Peek-a-boo .90 .10 

Edge-Notched Card .83 .17 

Simple Sorter .76 .24 

Collative 1.00 .00 

Photographic 1.00 .00 

Computer .84 .16 

3. Contents of the index file: 

References 

Data 

Search Aids 

.82 .18 

.73 .27 

.91 .09 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 

JF. Size of Terminology Authority 

1. Rate of addition to the 
terminology authority .1686 .2763 

2. Degree of mechanization: 

Manual 

Uniterm 

Peek-a-boo 

Edge-Notched Card 

Simple Sorter 

Collative 

Photographic 

Computer 

3. Contents of the index file: 

References 

Data 

Search Aids 

.33 .67 

.17 .83 

.90 .10 

.80 .20 

.94 .06 

.33 .67 

1.00 .00 

.40 .60 

.60 .40 

.77 .23 

.63 .37 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 

G. Rate of Addition to the Terminology Authority 

1. Degree of mechanizations 

Manual 1.00 .00 

Uniterm .50 .50 

Peek-a-boo 1.00 .00 

Edge-Notched Card 1.00 .00 

Simple Sorter .87 .13 

Collative .67 .33 

Photographic 1.00 .00 

Computer .86 .14 

2e Contents of the index file: 

References .77 .23 

Data 1.00 .00 

Search Aids 1.00 .00 

(Continued) 



86 

Table 7. (Continued) 

Set 1 Set 2 Set 3 

H. Depth of Indexing 

1. Input processing time -.0155 -.1450 .5433 

2. Professional personnel -.1454 -.1719 .6690 

3. Degree of mechanization: 

Manual 

Uniterm 

Peek-a-boo 

Edge-Notched Card 

Simple Sorter 

Collative 

Photographic 

Computer 

1.00 .00 .00 

1.00 .00 .00 

.72 .14 .14 

.50 .33 .17 

.87 .00 .13 

.70 .30 .00 

1.00 .00 .00 

.79 .14 .07 

4. Contents of the index file! 

References 

Data 

Search Aids 

.85 .10 .05 

.74 .13 .13 

.62 .23 .15 

(Continued) 
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Table 7. (Continued) 

Set 1 Set 2 Set 3 

I. Search Time 

1. Terms per question .5917 -.1794 .7535 

2. Depth of indexing .1902 -.0618 -.1009 

3. Size of collecting -.5780 .3863 .1094 

4. Degree of mechanization: 

Manual .50 .50 .00 

Uniterm .00 .33 .67 

Peek-a-boo .63 .25 .12 

Edge-Notched Card .00 .00 .00 

Simple Sorter .33 .33 .33 

Collative .00 .67 .33 

Photographic 1.00 .00 .00 

Computer .44 .44 .12 

5. Contents of the index file: 

References .39 .40 .21 

Data .50 .25 .25 

Search Data .00 .00 .00 

(Continued) 



Table 7. (Continued) 
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Set 1 Set 2 

J. Terms per Question 

1. Degree of mechanization: 

Manual 

Uniterm 

Peek-a-boo 

Edge-Notched Card 

Simple Sorter 

Collative 

Photographic 

Computer 

2. Contents of the index file: 

References 

Data 

Search Aids 

.00 .00 

1.00 .00 

.70 .30 

.00 1.00 

.92 .08 

.64 .36 

1.00 .00 

.92 .08 

. 8 0 . 2 0 

.90 .10 

.00 .00 
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